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Preface

The 31st International Symposium on Computer and Information Sciences was held

during October 27–28, 2016, in Kraków, Poland, under the auspices of the Institute of
Theoretical and Applied Informatics of the Polish Academy of Sciences, Gliwice and

of Imperial College, London.

This was the 31st event in the ISCIS series of conferences that have brought together

computer scientists from around the world, including Ankara, Izmir, and Antalya in

Turkey, Orlando, Florida, Paris, London, and Kraków. Thus this conference follows

the tradition of very successful previous annual editions, and most recently ISCIS

2015, ISCIS 2014, ISCIS 2013, ISCIS 2012, ISCIS 2011, and ISCIS 2010. The pro-

ceedings of previous editions have been included in major research indexes, such as ISI

WoS, DBLP, and Google Scholar.

ISCIS 2016 included three invited keynote presentations by leading contributors to

the field of computer science, as well as peer-reviewed contributed research papers. The

program was established from the submitted papers, and covered relevant and timely

aspects of computer science and engineering research, with a clear contribution pre-

senting experimental evidence or theoretical developments and proofs that support the

claims of the paper.

The topics included in this year’s edition included computer architectures and digital

systems, algorithms, theory, software engineering, data engineering, computational

intelligence, system security, computer systems and networks, performance modelling

and analysis, distributed and parallel systems, bioinformatics, computer vision, and sig-

nificant applications such as medical informatics and imaging. All the accepted papers

were peer reviewed by two or three referees and evaluated on the basis of technical

quality, relevance, significance, and clarity.

The organizers and proceedings editors thank the dedicated Program Committee

members and other reviewers for their contributions, and would especially like to thank

all those who submitted papers, even though only a fraction could be accepted. We also

thank Springer for producing these high-quality proceedings of ISCIS 2016.

September 2016 Tadeusz Czachorski

Erol Gelenbe

Krzysztof Grochla

Ricardo Lent
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An Adaptive Heuristic Approach

for the Multiple Depot Automated

Transit Network Problem

Olfa Chebbi(B), Ezzeddine Fatnassi, and Hadhami Kaabi

Institut Supérieur de Gestion de Tunis, Université de Tunis,
41, Rue de la Liberté-Bouchoucha, 2000 Bardo, Tunisia

olfaa.chebbi@gmail.com

Abstract. Automated Transit Networks (ATN) are innovative trans-
portation systems where fully driverless vehicles offer an exclusive onde-
mand transportation service. Within this context of ATN, this study
tries to deal with a specific routing problem arising in the context of
a ATN’s network with a multiple depot topology. More specifically, we
present an optimization routing model for automated transit networks
which can be used to strategically evaluate depots locations. Our model
extends the basic Multi-depot Vehicle Routing Problem (MDVRP). In
this paper, the proposed model is tackled using an heuristic approach as
the proposed problem is NP-Hard. Experiments are run on a carefully
generated instances based on the works from the literature. The numer-
ical results show that the proposed algorithm is competitive as it founds
a small gap relative to a lower bound values from the literature.

Keywords: Automated transit network · Multi-depot vehicle routing
problem · Heuristics · Genetic algorithm

1 Introduction

Nowadays, public rapid transit systems provide an interesting way for reducing
the distinctive negative impact of transportation tools in urban areas. In fact,
public rapid transit systems help to improve the access of lower income groups
in societies to transportation tools as well as reducing the environmental impact
of urban mobilities. Public rapid transit systems consists of light rapid transit
(LRT), bus rapid transit (BRT), Automated Transit Networks (ATN), metro,
commuters rail and so on. Recently, several models has been put forward to
justify the operational, tactical and strategic implementation of rapid transit
systems. In this paper, we focus on the implementation of ATN. We extend
the operational model of Mrad and Hidri [10] which is used as a base of our
operational ATN model.

In the operational model of Mrad and Hidri [10], the optimized variables
are the energy consumption, the objective function is the minimization of total

c© The Author(s) 2016
T. Czachórski et al. (Eds.): ISCIS 2016, CCIS 659, pp. 3–11, 2016.
DOI: 10.1007/978-3-319-47217-1 1
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energy consumption of ATN. The ATN’network is assumed to have a single un-
capacitated depot [7]. We extend this model to account for a multiple depot
topology network. We introduce also a maximum allowable distance constraint
related to the electric battery capacity of the ATN vehicles. We study the effect
of these constraints on the operational level for the multiple depot topology
ATN’network. In spite of its relative complexity, the proposed operational model
could be solved heuristically based on approximate methods which could yields
some analytical insight on the structure of its optimal solutions. In particular,
we found that introducing multiple depots topology helps to reduce the total
service time for rapid transit users. Also, the proposed heuristic approach was
proven to found good quality solutions in a fast computational time.

The remainder of this paper is as follows: Sect. 2 presents the ATN system
and its related literature review which motivates our work. Section 3 presents the
optimization model. Our proposed heuristic approach is introduced in Sect. 4.
Section 5 provides numerical results analysis of our approach. Conclusions are
reported in Sect. 6.

2 The Automated Transit Networks

ATN (also called Personal Rapid Transit (PRT)) consists mainly on a set of small
automated driverless electrical vehicles running on a set of exclusive guideways.
ATN is implemented to provide an interesting mode of urban transportation
service which could address the need of urban mobility based on specific set-
tings. Table 1 provides an overview of the several needs related to urban mobility
and how could ATN satisfy them. In the literature, there is a general consen-
sus that the key characteristics of ATN includes [2]: (i) Fully automated vehi-
cles; (ii) Small and dedicated guideways; (iii) On-demand, origin-to-destination
service; (iv) Off-line stations; and (v) A network or system of fully connected
guideways.

Table 1. ATN main features

Need ATN feature

Provide faster service Non-stop, on-demand service

Reduce congestion Faster and personalized service to
attract private automobile users

Reduce pollution Electric vehicles

Reduce energy use Small vehicles

On-demand and Non-stop
transportation service to eliminate
empty vehicle movements
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2.1 Literature Review

ATN as a conceptual mode of public rapid transit systems has a history of over
60 years. Since, its first introduction in 1953 [2], it was studied by governments,
universities, research organization and so on. Literature of ATN includes several
books, scholar papers and technical reports. These studies proposed to treat sev-
eral features related to ATN such as technical and operational analysis, system
design, environmental impact, cost performance and so on.

A literature review published in 2005 [5] states that there is more than 200
research papers related to ATN. More recently, several operational and strategic
optimization studies related to ATN were published such as simulation [7], energy
minimization [10], total traveled distance [6,8], optimized operational planning
[4] and so on. However and from our literature review, many optimization routing
models related to ATN considered a single depot network topology [4,6,10].

Consequently, it becomes of a high interest to study optimization routing
problem related to ATN based on a multiple network topology. Therefore in the
next section, we extends the single depot based optimization model of Mrad and
Hidri [10] to propose a multiple depot optimization model which would aim at
reducing the total travel time of ATN vehicles while serving a set of known static
deterministic list of passengers travels.

3 The Optimization Model

In this section, we present the multiple depots ATN optimization model which
extends the works of Mrad and Hidri [10]. We first start by presenting the set of
assumptions related to our model. Then, we give a graph based model. Finally,
we present the complexity of our problem.

3.1 The Set of Assumptions

Let suppose that we have a ATN N with a finite number of stations M .
N satisfies connectivity constraints. Therefore, a ATN vehicle could travel
between any pairs of stations in N . We suppose that N has a set of depots
κ = {d1, d2, d3, ....dk} where k represents the number of depot in N . In each
depot, there exists an unlimited number of ATN vehicles. The exact number
of vehicles needed from each depot is considered as a decision variable. Each
vehicle has a limited battery capacity denoted B. We supposed to have a static
pre-deterministic list of trips to serve denoted T . |T | = n. Each trip i is identified
by a quadruplet:

(i) a depart time Dti,

(ii) a depart station Dsi

(iii) an arrival time Ati and
(iv) an arrival station Asi

Finally, let SP be a matrix cost which defines the shortest time travel path
between each pair of stations.
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3.2 Graph Based Formulation

Our problem has an objective to find a set of least cost roads starting and
ending at one of the depots in N which minimizes the total travel time of the
ATN vehicle while serving each trip exactly once. To model our problem, let us
define G = {V,E} where V is a set of nodes and E is a set of edges. Each trip i

is represented by a node in V . Also, each depot di is represented by two nodes
si and ti. Also, we have n trips and k depots. The cardinality of V is equal to
n + 2k. V ∗ = V \{s1, s2, ...sk, t1, t2, ..., tk}. As for the set of edge E, it will be
defined as following:

– For each pair of nodes i and j ∈ V ∗, we add an edge (i, j) to E if Ati +
SP(Asi, Dsj) ≤ Dtj . The edge has a cost cij , representing the total time needed
to move from arrival station Asi of trip i to depart station Dsj of trip j.

– For each node i and each depot k, we add an edge (k, i). This edge has a cost
cki which is equal to total traveled time to reach the depart station Dsi of
trip i, from the depot k.

– For each node i and each depot k, we add an edge (i, k). This edge has as a
cost the total travel time needed to move from the arrival station Asi of trip
i to the depot k.

Let us also denote E∗ = E{(i, j) where i ∈ κ or j ∈ κ}.

3.3 The Complexity of Our Problem

Starting from our graph modeling of the problem, we could note that it extends
the asymmetric distance constrained vehicle routing problem (ADCVRP) [1].
Our problem is asymmetric as the cost of edge (i, j) �= (j, i). The DCVRP is
a vehicle routing problem where each road is subject to total distance, time or
cost constraints. The ADCVRP is not well studied in the literature. In fact and
as Almoustafa et al. state [1], only two papers studied this problem [1]. The
work related to ADCVRP are based on a single depot topology. Therefore, our
proposed ATN problem could be considered as an extension to the ADCVRP
by adding multiple depots to its basic version. Thus, it represents an interesting
worth to study extension to the works in the literature. The ADCVRP is proven
to be an NP-Hard problem [8]. Consequently, our proposed extension to the
ADCVRP is an NP-Hard problem. In the next section, we present details of our
solution approach proposed to solve our problem.

4 Genetic Algorithm Approach

As mentioned earlier, the proposed multiple depot ATN routing problem is an
NP-Hard optimization problem which has its own difficulties to solve. Conse-
quently, this paper presents an heuristic approach based on the implementa-
tion of genetic algorithm (GA) to solve the proposed optimization problem. GA
presents a good solution approach for the proposed ATN problem as it could dis-
cover many different zones in the search space [4]. Consequently, it could reach
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Algorithm 1. Pseudo Code of Genetic Algorithm

1: Initialize-parameter()
2: while Not reach termination criterion do

3: for all Individual in the population do

4: parent1 ←− Select-at-random(pop)
5: parent2 ←− Select-at-random(pop)
6: offspring ←− One point Crossover(parent1, parent2)
7: offspring ←− Insertion mutation(offspring)
8: Evaluate(offspring)
9: if the offspring is better than the worst individual then

10: The offspring replace the worst individual in the population)
11: end if

12: end for

13: end while

14: individual ←− Best-individual(pop)

a good quality solution in a fast computational time. A high level overview of
our GA is presented in Algorithm1.

The choice of developing GA1 for this problem is motivated by the fact that
large number of studies adopted this solution approach to solve routing problems.
One could note for instance [9].

Similarly and starting from a population of individuals, a GA applies genetic
operators like crossover and mutation in each iteration in order to generate new
offsprings. Consequently, the key issue to successfully develop GA is to select
the appropriate genetic operators and solution representation.

In the next subsections, we focus more closely on the proposed GA. We first
describe the individual’representation and evaluation function. Then, we discuss
the implemented genetic operators and the parameters used therein.

4.1 Solution Representation and Evaluation Function

In our GA, a solution is represented using a vector of trips to perform. In this vec-
tor, each trip is represented by a single gene only once. Therefore, each solution
is in a form of a permutation of trips. As for the evaluation function, we adapt
the split function of Prins [11] to our context. More specifically and starting from
a permutation, the split function constructs an auxiliary graph where each node
represents a trip in addition to a node representing the different depots in the
ATN’network. Each edge in the auxiliary graph represents a feasible road based
in the permutation at hand. Next, the algorithm uses the shortest path in the
auxiliary graph to find the related set of roads. Thus, we obtain the set of roads
starting and ending at one of the depots in the network covering each trip only
once. More details could be found in [11].

1 Non expert readers can for instance refer to [12] for more details about GA.
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4.2 Crossover and Mutation Operators

After deciding the representation form of the individuals in the GA, two parents
are selected randomly according to Algorithm 1 in order to create new offsprings
using crossover operator. Our crossover operator applied in our algorithm is the
one point crossover. For the first parent, we choose randomly a cut point. The
trips that are present before the cut point in the first parent are copied to the
offspring. The missing trips in the resulted offspring are copied from the second
parent while following their order of appearance. More details could be found in
Fig. 1.

Fig. 1. Example of one point crossover

Also, mutation helps GAs to preserve diversification in the population. In
our algorithm, the mutation procedure is applied on the new generated offspring
after the crossover operator. In our approach, we use the insertion mutation
operator. This operator chooses at random one trip from the permutation and
insert it at a random position.

5 Computational Results

In this section, we present the computational results related to the proposed
GA. The algorithms proposed in this paper were coded in C++ language. The
experiments are performed on a PC with a 3.2 GHZ CPU and 8 GB of RAM.

5.1 Test Instances

To test our proposed approach, we generated 100 ATN multiple depot instances.
The size of the problem (i.e. the number of trips) in our testing bed varies
between 10 and 100 trips by a step of 10. For each number of trips, 10 instances
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were generated. To generate the different instances, the ATN’s instances gener-
ator from the literature of Mrad and Hidri [10] is adapted to our context. To
assert the quality of the obtained solutions we used the GAP metric. The GAP
is obtained as follows:

GAP =

(

(SOL − LB)

LB

)

× 100 (1)

We should note that SOL is the solution of LB represents the linear relax-
ation of the valid mathematical formulation presented in the literature [1]. The
mathematical models related to the linear relaxation were implemented using
the IBM ILOG CPLEX Optimizer 12.2.

5.2 Result of the Genetic Algorithm

As for the parameter tuning, we used a specific method from the literature
to effectively tune our proposed GA [3]. Based on this method, we found the
following parameters: (i) Number of generations:800, (ii) population size:20;
(iii) crossover rate:0.9 and (iv) mutation rate: 0.3. Table 2 presents the results
of our approach. It should be noted the good quality of our proposed GA as we
found an average GAP of 2.859 % in 0.231 s.

We should note also that the average GAP grows steadily. The maximum
GAP was equal to 6.435 % which is still represents good quality results. As for
the average time, our algorithm proved to be very effective as the average compu-
tational time was still below 1 s. These results comfort our choice in the selection
of a GA for solving our hard combinatorial optimization problem related to ATN.
These results are encouraging in term of problem solvability.

Table 2. The Obtained Results

Number of travels Average GAP % Average time in seconds

10 0 0.833

20 0.575 0.039

30 0.438 0.485

40 0.832 0.063

50 1.771 0.082

60 3.327 0.103

70 4.263 0.122

80 4.628 0.148

90 6.327 0.191

100 6.435 0.241

Average 2.859 0.231
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6 Conclusions

In this paper the Multi-Depot automated transit network problem is evoked and
modeled. A genetic algorithm is proposed and implemented to solve it. The pro-
posed algorithm integrates an effective genetic operators and evaluation function
for solving the combinatorial optimization problem. The algorithm constructs a
set of ATN’vehicles routes starting and ending at any of the proposed depots
with minimum routing costs. Computational experiments on a set of carefully
generated instances show that the proposed heuristic is very effective. As an
extension to this work, a more adapted meta-heuristic approach such as bee
colony algorithms, ant colony algorithm could be adapted to our context. Also
the inclusion of additional constraints such as mixed fleet with varying maximum
allowable distance and multi-compartment vehicles is under investigation.

Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.

The images or other third party material in this chapter are included in the work’s
Creative Commons license, unless indicated otherwise in the credit line; if such mate-
rial is not included in the work’s Creative Commons license and the respective action
is not permitted by statutory regulation, users will need to obtain permission from the
license holder to duplicate, adapt or reproduce the material.
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Abstract. Determining the best initial parameter values for an algo-
rithm, called parameter tuning, is crucial to obtaining better algorithm
performance; however, it is often a time-consuming task and needs to be
performed under a restricted computational budget. In this study, the
results from our previous work on using the Taguchi method to tune the
parameters of a memetic algorithm for cross-domain search are further
analysed and extended. Although the Taguchi method reduces the time
spent finding a good parameter value combination by running a smaller
size of experiments on the training instances from different domains as
opposed to evaluating all combinations, the time budget is still larger
than desired. This work investigates the degree to which it is possible
to predict the same good parameter setting faster by using a reduced
time budget. The results in this paper show that it was possible to pre-
dict good combinations of parameter settings with a much reduced time
budget. The good final parameter values are predicted for three of the
parameters, while for the fourth parameter there is no clear best value, so
one of three similarly performing values is identified at each time instant.

Keywords: Evolutionary algorithm · Parameter tuning · Design
of experiments · Hyper-heuristic · Optimisation

1 Introduction

Many real-world optimisation problems are too large for their search spaces
to be exhaustively explored. In this research we consider cross-domain search
where the problem structure will not necessarily be known in advance, thus can-
not be leveraged to produce fast exact solution methods. Heuristic approaches
provide potential solutions for such complex problems, intending to find near
optimal solutions in a significantly reduced amount of time. Metaheuristics are
problem-independent methodologies that provide a set of guidelines for heuristic
optimization algorithms [18]. Among these, memetic algorithms are highly effec-
tive population-based metaheuristics which have been successfully applied to

c© The Author(s) 2016
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a range of combinatorial optimisation problems [2,8,10,11,14]. Memetic algo-
rithms, introduced by Moscato [12], hybridise genetic algorithms with local
search. Recent developments in memetic computing, which broadens the concept
of memes, can be found in [13]. Both the algorithm components and parameter
values need to be specified in advance [17], however determining the appropri-
ate components and initial parameter settings (i.e., parameter tuning) to obtain
high quality solutions can take a large computational time.

Hyper-heuristics are high-level methodologies which operate on the search
space of low-level heuristics rather than directly upon solutions [4], allowing
a degree of domain independence where needed. This study uses the Hyper-
heuristics Flexible Framework (HyFlex) [15] which provides a means to imple-
ment general purpose search methods, including meta/hyper-heuristics.

In our previous work [7], the parameters of a memetic algorithm were tuned
via the Taguchi method, under a restricted computational budget, using a limited
number of instances from several problem domains. The best parameter setting
obtained through the tuning process was observed to generalise well to unseen
instances. A drawback of the previous study was that even testing only the
25 parameter combinations indicated by the L25 Taguchi orthogonal array, still
takes a long time. In this study, we further analyse and extend our previous
work with an aim to assess whether we can generalise the best setting sooner
with a reduced computational time budget. In Sect. 2, the HyFlex framework
is described. Our methodology is discussed in Sect. 3. The experimental results
and analysis are presented in Sect. 4. Finally, some concluding remarks and our
potential future work are given in Sect. 5.

2 Hyper-Heuristics Flexible Framework (HyFlex)

Hyper-heuristics Flexible Framework (HyFlex) is an interface proposed for the
rapid development, testing and comparison of meta/hyper-heuristics across dif-
ferent combinatorial optimisation problems [15]. There is a logical barrier in
HyFlex between the high-level method and the problem domain layers, which
prevents hyper-heuristics from accessing problem specific information [5]. Only
problem independent information, such as the objective function value of a solu-
tion, can pass to the high-level method [3].

HyFlex was used in the first Cross-domain Heuristic Search Challenge
(CHeSC2011) for the implementation of the competing hyper-heuristics. Twenty
selection hyper-heuristics competed at CHeSC2011. Details about the competi-
tion, the competing hyper-heuristics and the tools used can be found at the
CHeSC website1. The performance comparison of some previously proposed
selection hyper-heuristics including one of the best performing ones can be found
in [9]. Six problem domains were implemented in the initial version of HyFlex:
Maximum Satisfiability (MAX-SAT), One Dimensional Bin Packing (BP), Per-
mutation Flow Shop (PFS), Personnel Scheduling (PS), Traveling Salesman
(TSP) and Vehicle Routing (VRP). Three additional problem domains were

1 http://www.asap.cs.nott.ac.uk/external/chesc2011/.

http://www.asap.cs.nott.ac.uk/external/chesc2011/
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added by Adriaensen et al. [1] after the competition: 0-1 Knapsack (0-1 KP),
Max-Cut, and Quadratic Assignment (QAP). Each domain contains a number
of instances and problem specific components, including low level heuristics and
an initialisation routine which can be used to produce an initial solution. In
general, this routine creates a random solution.

The low-level heuristics (operators) in HyFlex are categorised as mutation,
ruin and re-create, crossover and local search [15]. Mutation makes small ran-
dom perturbations to the input solution. Ruin and re-create heuristics remove
parts from a complete solution and then rebuild it, and are also considered as
mutational operators in this study. A crossover operator is a binary operator
accepting two solutions as input unlike the other low level heuristics. Although
there are many crossover operators which create two new solutions (offspring)
in the scientific literature, the Hyflex crossover operators always return a single
solution (by picking the best solution in cases where the operator produces two
offspring). Local search (hill climbing) heuristics iteratively perform a search
within a certain neighbourhood attempting to find an improved solution. Both
local search and mutational heuristics come with parameters. The intensity of

mutation parameter determines the extent of changes that the mutation or ruin
and re-create operators will make to the input solution. The depth of search para-
meter controls the number of steps that the local search heuristic will complete.
Both parameter values vary in [0,1]. More details on the domain implementa-
tions, including low level heuristics and initialisation routines can be found on
the competition website and in [1,15].

3 Methodology

Genetic algorithm are well-known metaheuristics which perform search using
the ideas based on natural selection and survival of the fittest [6]. In this study,
a steady state memetic algorithm (SSMA), hybridising genetic algorithms with
local search is applied to a range of problems supported by HyFlex, utilising the
provided mutation, crossover and local search operators for each domain.

SSMA evolves a population (set) of initially created and improved individuals

(candidate solutions) by successively applying genetic operators to them at each
evolutionary cycle. In SSMA, a fixed number of individuals, determined by the
population size parameter, are generated by invoking the HyFlex initialisation
routine of the relevant problem domain. All individuals in the population are
evaluated using a fitness function measuring the quality of a given solution. Each
individual is improved by employing a randomly selected local search operator.
Then the evolutionary process starts. Firstly, two individuals are chosen one at a
time for crossover from the current population. The generic tournament selection

which chooses the fittest individual (with the best fitness value with respect to
the fitness function) among a set of randomly selected individuals of tournament

size (tour size) is used for this purpose. A randomly chosen crossover operator
is then applied producing a single solution which is perturbed using a randomly
selected mutation and then improved using a randomly selected local search.
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Finally, the resultant solution gets evaluated and replaces the worst individual
in the current population. This evolutionary process continues until the time
limit is exceeded.

SSMA has parameters which require initial settings and influence its perfor-
mance. Hence, the Taguchi orthogonal arrays method [16] is employed here to
tune these parameter settings. Firstly, control parameters and their potential
values (levels) are determined. Four algorithm parameters are tuned: popula-
tion size (PopSize), tournament size (TourSize), intensity of mutation (IoM)
and depth of search (DoS). The parameter levels of {0.2, 0.4, 0.6, 0.8, 1.0} are
used for both IoM and DoS. PopSize takes a value in {5, 10, 20, 40, 80}. Finally,
{2, 3, 4, 5} are used for TourSize. HyFlex ensures that these are problem inde-
pendent parameters, i.e. common across all of the problem domains. Based on
the number of parameters and levels, a suitable orthogonal array is selected to
create a design table. Experiments are conducted based on the design table using
a number of ‘training’ instances from selected domains and then the results are
analysed to determine the optimum level for each individual control parameter.
The combination of the best values of each parameter is predicted to be the best
overall setting.

4 Experimentation and Results

In [7], experiments were performed with a number of configurations for SSMA
using 2 training instances from 4 HyFlex problem domains. An execution time
of 415 seconds was used as a termination criterion for those experiments, equiv-
alent to 10 nominal minutes on the CHeSC2011 computer, as determined by the
evaluation program provided by the competition organisers. Each configuration
was tested 31 times, the median values were compared and the top 8 algorithms
were assigned scores using the (2003–2009) Formula 1 scoring system, awarding
10, 8, 6, 5, 4, 3, 2 and 1 point(s) for the best to the 8th best, respectively. The
best configuration was predicted to be IoM = 0.2, DoS = 1.0, TourSize = 5 and
PopSize = 5, and this was then applied to unseen instances from 9 domains and
found to perform well for those as well. A similar process was then applied to
predict a good parameter configuration across 5 instances from each of the 9
extended HyFlex problem domains, and the same parameter combination was
found, indicating some degree of cross-domain value to the parameter setting.
With 31 repetitions of 25 configurations, this was a time-consuming process.

The aim of this study is to investigate whether a less time consuming analysis
could yield similar information. All 25 parameter settings indicated by the L25

Taguchi orthogonal array were executed with different time budgets, from 1
to 10 min of nominal time (matching the CHeSC2011 termination criterion),
the Taguchi method was used to predict the best parameter configuration for
each duration and the results were analysed. 2 arbitrarily chosen instances from
each of the 6 original HyFlex problem domains were employed during the first
parameter tuning experiments. Figure 1 shows the main effect values for each
parameter level, defined as the mean total Formula 1 score across all of the
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Fig. 1. Main effects of parameter values at different times using 2 training instances
from 6 problem domains

settings where the parameter took that specific value. It can be seen that a
population size of 5 has the highest effect in each case during the 10 nominal
minutes run time. Similarly, the intensity of mutation parameter value of 0.2
performs well at each time. For the tour size parameter, 5 has the highest effect
throughout the search except at one point: at 10 nominal minutes, the tour size
of 4 had a score of 19.58 while tour size 5 had a score of 19.48, giving very
similar results. The best value for the depth of search parameter changes during
the execution; however, it is always one of the values 0.6, 0.8 or 1.0. 0.6 for depth
of search is predicted to be the best parameter value for a shorter run time.

The analysis of variance (ANOVA) is commonly applied to the results in
the Taguchi method to determine the percentage contribution of each factor
[16]. This analysis helps the decision makers to identify which of the factors
need more control. Table 1 shows the percentage contribution of each factor.
It can be seen that intensity of mutation and population size parameters have

Table 1. The percentage contribution of each parameter obtained from the Anova test
for 6 problem domains

par. \n.t.b. 1 2 3 4 5 6 7 8 9 10
(min.)

IoM 37.6 % 22.6 % 28.8 % 24.6 % 28.2 % 29.9 % 32.4 % 32.6 % 34.1 % 36.3 %

DoS 14.8 % 13.2 % 9.3 % 11.0 % 9.5 % 6.6 % 6.3 % 6.4 % 5.4 % 4.0 %

PopSize 20.5 % 34.0 % 35.6 % 38.2 % 38.5 % 38.3 % 37.7 % 39.4 % 39.4 % 35.1 %

TourSize 10.7 % 3.7 % 3.2 % 5.0 % 2.8 % 3.0 % 2.0 % 0.8 % 0.8 % 0.5 %

Residual 16.3 % 26.5 % 23.0 % 21.1 % 21.0 % 22.2 % 21.5 % 20.8 % 20.2 % 24.1 %
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Table 2. The p-values of each parameter obtained from the Anova test for 6 domains.
The parameters which contribute significantly are marked in bold.

par. \n.t.b. 1 2 3 4 5 6 7 8 9 10
(min.)

IoM 0.019 0.191 0.090 0.105 0.078 0.077 0.060 0.054 0.045 0.060

DoS 0.171 0.406 0.497 0.384 0.450 0.633 0.635 0.614 0.669 0.825

PopSize 0.090 0.086 0.056 0.037 0.036 0.042 0.041 0.033 0.031 0.065

TourSize 0.188 0.746 0.741 0.568 0.757 0.749 0.836 0.945 0.947 0.977

Fig. 2. Main effects of parameter values at different time using 2 training instances
from 9 problem domains

highest percentage contribution to the scores. P-values lower than 0.05 means
that the parameter is found to contribute significantly to the performance with
a confidence level of 95 %. Table 2 shows the p-values of the parameters at each
time. The contribution of the PopSize parameter is found to be significant in 6
out of 10 time periods, whereas the intensity of mutation parameter contributes
significantly in only 2 out of 10 time periods and the contribution of the other
parameters was not found to be significant.

In order to investigate the effect of Depth of Search (DoS) further, we
increased the number of domains considered to 9 (and thus used 18 training
instances). The main effects of the parameter values are shown in Fig. 2 and
Tables 3 and 4 show the percentage contributions and p-values for each para-
meter. It can be observed from Fig. 2 that the best parameter value does not
change over time for the PopSize, TourSize and IoM parameters. The best para-
meter setting could be predicted for these three parameters after only 1 nominal
minute of run time. However, for the depth of search parameter, the best setting
indicated in [7] is found only when the entire run time has been used. The best
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Table 3. The percentage contribution of each parameter obtained from the Anova test
for 9 domains

par. \n.t.b. 1 2 3 4 5 6 7 8 9 10
(min.)

IoM 27.7 % 23.6 % 24.0 % 20.3 % 26.3 % 30.0 % 39.1 % 37.3 % 43.4 % 46.0 %

DoS 7.1 % 12.3 % 9.6 % 11.7 % 12.4 % 10.4 % 10.1 % 12.3 % 12.5 % 10.8 %

PopSize 47.3 % 44.5 % 40.8 % 38.2 % 35.3 % 35.6 % 30.9 % 28.3 % 25.0 % 25.5 %

TourSize 8.5 % 7.3 % 9.9 % 14.0 % 8.9 % 7.2 % 4.8 % 4.1 % 3.2 % 2.6 %

Residual 9.4 % 12.3 % 15.7 % 15.8 % 17.1 % 16.7 % 15.1 % 18.1 % 15.9 % 15%

Table 4. The p-values of each parameter obtained from the Anova test for 9 problem
domains. The parameters which contribute significantly are marked in bold.

par. \n.t.b. 1 2 3 4 5 6 7 8 9 10
(min.)

IoM 0.009 0.032 0.057 0.086 0.056 0.038 0.013 0.026 0.011 0.008

DoS 0.232 0.144 0.317 0.241 0.248 0.310 0.278 0.274 0.217 0.251

PopSize 0.002 0.005 0.013 0.017 0.026 0.024 0.027 0.054 0.053 0.044

TourSize 0.109 0.219 0.201 0.112 0.263 0.336 0.453 0.587 0.628 0.677

setting for DoS at different times still changes between 0.6, 0.8 and 1.0. When all
9 domains are used, the number of times that the parameters settings contribute
significantly is increased. Again it seems that the best setting for DoS depends
upon the runtime, but the effect of the parameter is much greater at the longer
execution times with the addition of the new domains.

These three values combining with the best values of other parameters were
then tested separately on all 45 instances from 9 domains, with the aim of find-
ing the best DoS value on all instances. According to the result of experiments,
each of these three configurations found the best values for 18 instances (includ-
ing ties), considering their median performances over 31 runs. This indicates
that these three configurations actually perform similarly even though there are
small differences overall. Hence, using only one nominal minute and 2 instances
from 6 domains was sufficient to obtain the desired information about the best
configuration, reducing the time needed for parameter tuning significantly.

5 Conclusion

This study extended and analysed the previous study in [7], applying the Taguchi
experimental design method to obtain the best parameter settings with different
run-time budgets. We trained the system using 2 instances from 6 and 9 domains
separately and tracked the effects of each parameter level over time. The exper-
imental results show that good values for three of the parameters are relatively
easy to predict, but the performance is less sensitive to the value of the fourth
(DoS), with different values doing well for different instances and very similar,
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“good”, overall performances for three settings, making it hard to identify a sin-
gle “good” value. In summary, these results show that it was possible to predict
a good parameter combination by using a much reduced time budget for cross
domain search.

Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.

The images or other third party material in this chapter are included in the work’s
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18. Sörensen, K., Glover, F.W.: Metaheuristics. In: Gass, S.I., Fu, M.C. (eds.) Ency-
clopedia of Operations Research and Management Science, pp. 960–970. Springer,
New York (2013)



Ensemble Move Acceptance in Selection

Hyper-heuristics

Ahmed Kheiri1(B), Mustafa Mısır2, and Ender Özcan3
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Abstract. Selection hyper-heuristics are high level search methodolo-
gies which control a set of low level heuristics while solving a given
problem. Move acceptance is a crucial component of selection hyper-
heuristics, deciding whether to accept or reject a new solution at each
step during the search process. This study investigates group decision
making strategies as ensemble methods exploiting the strengths of mul-
tiple move acceptance methods for improved performance. The empirical
results indicate the success of the proposed methods across six combina-
torial optimisation problems from a benchmark as well as an examination
timetabling problem.

Keywords: Metaheuristic · Optimisation · Parameter control ·
Timetabling · Group decision making

1 Introduction

A selection hyper-heuristic is an iterative improvement oriented search method
which embeds two key components; heuristic selection and move acceptance [3].
The heuristic selection method chooses and applies a heuristic from a set of low
level heuristics to the solution in hand, producing a new one. Then the move
acceptance method decides whether to accept or reject this solution. The mod-
ularity, use of machine learning techniques and utilisation of the domain barrier

make hyper-heuristics more general search methodologies than the current tech-
niques tailored for a particular domain are. A selection hyper-heuristic or its
components can be reused on another problem domain without requiring any
change. There is a growing number of studies on selection hyper-heuristics com-
bining a range of simple heuristic selection and move acceptance methods [6,13].

c© The Author(s) 2016
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More on any type of hyper-heuristic, such as their components and application
areas can be found in [3].

Hyper-heuristics Flexible Framework (HyFlex) [11] was proposed as a soft-
ware platform for rapid development and testing of hyper-heuristics. HyFlex
is implemented in Java along with six different problem domains: boolean sat-
isfiability, bin-packing, permutation flow-shop, personnel scheduling, travelling
salesman problem and vehicle routing problem. HyFlex was used in the first
Cross-Domain Heuristic Search Challenge, CHeSC 2011 (http://www.asap.cs.
nott.ac.uk/chesc2011/) to detect the best selection hyper-heuristic. Following
the competition, the results from twenty competing selection hyper-heuristics
across thirty problem instances (containing five instances from each HyFlex
domain) and the description of their algorithms were provided at the compe-
tition web-page.

A recent theoretical study on selection hyper-heuristics in [10] showed that
the mixing of simple move acceptance criteria could lead to an improved running-
time complexity than using each move acceptance method standalone on some
simple benchmark functions. In [1,8] different move acceptance criteria were
used under an iterative two-stage framework which switches from one move
acceptance to another at each stage. The previous work [2,13] indicates that the
overall performance of a hyper-heuristic depends on the choice of selection hyper-
heuristic components. This study extends the initial work in Özcan et al. [12]
by applying and evaluating four group decision making strategies as ensemble
methods using three different move acceptance methods in combination with
seven heuristic selection methods on an examination timetabling problem [2].
The same selection hyper-heuristics are then tested on thirty problem instances
from six different domains from the HyFlex benchmark.

2 Group Decision Making Selection Hyper-heuristics

An overview of heuristic selection and move acceptance methods as a part of the
selection hyper-heuristics as well as the group decision making methods forming
an ensemble of move acceptance used in this study is described in this section.

A range of simple heuristic selection methods were studied in [6]. Simple

Random (SR) selects a heuristic at random at each decision point. Random

Descent (RD) also selects a heuristic at random, and then applies it to the
candidate solution as long as the solution is improved. Random Permutation

(RP) generates a random permutation of heuristics and applies one heuristic at
a time in that order. Random Permutation Descent (RPD) is based on the same
RP strategy, however similar to RD, applies the same heuristic repeatedly until
there is no more improvement. Greedy (GR) applies all low level heuristics to the
current solution and selects the heuristic which generates the best improvement.
Choice Function (CF) is an online learning heuristic selection method that scores
each low level heuristic based on their utility value and selects the one with the
highest score. A Tabu Search based hyper-heuristic (TABU) that maintains a
tabu list of badly performing low level heuristics to disallow the selection of
these heuristics was tested in [5].

http://www.asap.cs.nott.ac.uk/chesc2011/
http://www.asap.cs.nott.ac.uk/chesc2011/
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This paper studies ensemble move acceptance methods combining them
under a group decision making framework. Considering that a constituent move
acceptance method returns either true (1) or false (0) at each decision point,
Eq. 1 provides a general model for an ensemble of k methods. In this model,
each move acceptance carries a certain strength (si) which adjusts its contribu-
tion towards a final acceptance decision.

k∑

i=1

si × D(Mi) ≥ α (1)

where Mi is the ith move acceptance (group member), D(m) returns 1, if a
solution is accepted by the move acceptance method m, and 0, if rejected.

In this study, we use group decision making strategies which make an
accept/reject decision based on authority, minority and majority rules, namely
G-OR (the move acceptance method which accepts the solution has the author-
ity), G-AND (minority decides rejection), G-VOT and G-PVO (considers major-
ity of the votes for the accept/reject decision). G-PVO probabilistically makes
the accept/reject decisions. The probability that a new solution is accepted
changes dynamically in proportional to the number of members that voted to
the acceptance of the new solution. For instance, assuming 6 members in the
group out of 10 move acceptance methods accepts a solution at a given step,
then G-PVO accepts the solution with a probability of 60 %. It is preferable
in G-VOT to have an odd number of members for the group decision making
move acceptance criteria, where none of the other strategies requires this. More
formally, using Eq. 1, assuming k move acceptance methods, then for G-AND,
G-OR and G-VOT, α is k, 0.5 and k/2, respectively, where all si values are set
to 1. For G-PVO, α equals k ∗ r, where r is uniform random number in [0, 1],
and si values equal 1/k.

In this study, the heuristic selection methods in {SR, RD, RP, RPD, CF,
GR, TABU} are paired with four group decision making move acceptance mech-
anisms {G-AND, G-OR, G-VOT, G-PVO}, generating twenty eight group deci-
sion making selection hyper-heuristics. From this point forward, a selection
hyper-heuristic will be denoted as “heuristic selection method” “move accep-

tance method”. For example, SR G-AND denotes the selection hyper-heuristic
using SR as the heuristic selection method and G-AND as the move acceptance
method.

Each group decision making move acceptance ensemble tested in this study
embeds three move acceptance methods: Improving and Equal (IE), Simulated
Annealing (MC) and Great Deluge (GD). These group members are chosen to
form the ensemble move acceptance due to their high performance reported in
[13]. IE accepts all non-worsening moves and rejects the rest. Simulated Anneal-
ing [9] move acceptance criterion, denoted as MC in this paper, accepts all
improving moves but the non-improving moves are accepted with a probabilistic
formula, pt, shown in Eq. 2.

pt = e
− ∆f

∆F (1−

t
T

) (2)
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where ∆f is the fitness change at time or step t, T is the time limit or the
maximum number of steps and ∆F is an expected range for the maximum
fitness change. GD acceptance criterion accepts all the improving moves but the
non-improving moves are accepted if the objective value of the current solution
is not worse than an expected value, named as level [7]. Equation 3 is used to
update the threshold level τt at time or step t.

τt = F + ∆f × (1 −
t

T
) (3)

where T is the time limit or the maximum number of steps, ∆f is an expected
range for the maximum fitness change and F is the final objective value.

3 Computational Experiments

Pentium IV 3 GHz LINUX machines having 2.00 GB memories are used during
the experiments. Following the rules of CHeSC 2011, each trial is run for 10 nom-
inal minutes with respect to the competition machine respecting the challenge
rules. The group decision making selection hyper-heuristics are tested on an
examination timetabling problem as formulated in [2] and the same termination
criterion as in that study is used for the examination timetabling experiments
to enable a fair performance comparison of solution methods. The GD and SA
move acceptance methods use the same parameter settings as provided in [12].

Two sets of benchmarks are used for examination timetabling: Yeditepe
[14,15] and Toronto benchmarks [4] consisting of eight and fourteen instances,
respectively. The mean performance of each group decision making move accep-
tance method in a selection hyper-heuristic regardless of the heuristic selection
method is compared to each other based on their ranks. The group decision
making move acceptance methods are ranked from 1 to 4 for each problem
instance and heuristic selection method from best to worst based on the mean
cost over fifty runs. The approaches are assigned to different ranks if their perfor-
mances vary in a statistically significant manner for a given instance. Otherwise,
their performances are considered to be similar and an average rank is assigned
to them all. A similar outcome is observed for the online performances of the

Fig. 1. Mean rank (and the standard deviation) of each group decision making move
acceptance mechanism considering their average performance over all runs
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Fig. 2. Mean rank (and standard deviation) of the group decision making hyper-
heuristics that generate statistically significant performance variance from the rest
over all examination timetabling problems.

group decision making strategies as in the benchmark functions reported in [12].
G-VOT is the best acceptance mechanism based on the average rank over all the
problems, while G-PVO, G-AND and G-OR follows it in that order, respectively
as illustrated in Fig. 1.

Similarly, all twenty eight hyper-heuristics are ranked from 1 to 28 (best
to worst) based on the best objective values obtained over fifty runs for each
instance. The ranks are averaged/shared in case of a tie. Figure 2 illustrates
the performance of six group decision making selection hyper-heuristics with a
better mean performance that are significantly better as compared to the rest,
from the best to the worst; GR G-VOT, TABU G-VOT, RP G-VOT, GR G-
PVO, SR G-VOT and CF G-VOT.

Table 1 compares the average performances of the best six group decision
making hyper-heuristics (see Fig. 2) to the best hyper-heuristic for each problem
instance reported in [2]. Hyper-heuristics with multiple move acceptance meth-
ods under decision making models generated superior performance compared to
the hyper-heuristics where each utilises a single move acceptance method. This
performance variation is statistically significant within a confidence interval of
95 % based on the Wilcoxon signed-rank test. In eighteen out of the twenty one
problems, hyper-heuristics with the majority rule voting as their acceptance cri-
terion, namely G-VOT and G-PVO deliver the best performances. There is a
tie between the simulated annealing based hyper-heuristics and group decision
making hyper-heuristics for sta83 I and yue20013. It is also known that there is
an optimal solution for yue20023 [15]. GR G-PVO improves the average perfor-
mance of CF MC for yue20023, still, all the hyper-heuristics seem to get stuck at
local optima while solving sta83 I, yue20013 and yue20023. Excluding yue20032,
the group decision making hyper-heuristics improve the average performance of
previous best hyper-heuristics by 30.7 % over all problem instances. RP G-PVO
delivers a similar average performance to CF MC for yue20032, yet CF MC is
slightly better. Large improvements are observed for large problem instances,
such as car91 I and car92 I. Overall, the experimental results confirm that group
decision making hyper-heuristics have great potential.
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Table 1. %imp. denotes the percentage improvement over the average best cost across
fifty runs that the ‘current’ best hyper-heuristic(s) (investigated in this work) produces
over the ‘previous’ best hyper-heuristic (reported in [2]) for each problem instance. If
a hyper-heuristic delivers a statistically significant performance, it appears in the ‘cur-
rent’ column. Bold entries highlight the best performing method. The hyper-heuristics
that have a similar performance to the bold entry are displayed in parentheses. “+”
indicates that all hyper-heuristics in {GR G-VOT, TABU G-VOT, RP G-VOT, GR G-
PVO, SR G-VOT, CF G-VOT} has similar performance. “/” excludes the hyper-
heuristic from this set that is displayed afterwards

instance current previous %imp.

yue20011 GR G-VOT+ SR GD 20.84

yue20012 RP G-VOT+ SR GD 24.93

yue20013 + SR MC 0

yue20021 TABU G-VOT+ SR GD 17.97

yue20022 GR G-PVO CF MC 3.97

yue20023 GR G-PVO CF MC 1.97

yue20031 GR G-PVO (GR G-VOT, SR G-VOT) CF MC 4.4

yue20032 n/a CF MC n/a

car91 I GR G-VOT+ TABU IE 81.37

car92 I GR G-VOT+/GR G-PVO TABU IE 196.89

ear83 I GR G-PVO (GR G-VOT) CF MC 1.1

hecs92 I GR G-PVO (GR G-VOT, SR G-VOT, TABU G-VOT) CF MC 21.46

kfu93 GR G-VOT+ SR GD 30.88

lse91 GR G-PVO+ CF MC 13.38

pur93 I GR G-PVO (SR G-VOT) SR IE 15.6

rye92 TABU G-VOT+ CF MC 41.67

sta83 I + SR MC 0

tre92 GR G-VOT+ SR GD 92.93

uta92 I GR G-VOT+/GR G-PVO TABU IE 36.36

ute92 GR G-PVO CF MC 0

yor83 I GR G-PVO+ CF MC 9.01

The twenty eight hyper-heuristics are implemented as an extension to HyFlex
to check their level of generality across the CHeSC 2011 problem domains. Each
experiment is repeated thirty one times following the competition rules. All
hyper-heuristics are ranked using the Formula 1 scoring system. The best hyper-
heuristic obtaining the best median objective value over all runs for each instance
gets 10 points, the second one gets 8, and then 6, 5, 4, 3, 2, 1 and the rest gets
zero point. These points are accumulated over all instances across all domains
forming the final score for each hyper-heuristic.

Firstly, performance of all group decision making hyper-heuristics are com-
pared to each other. Figure 3 summarises the results including top twelve out of
twenty eight approaches. In the overall, CF G-OR, CF G-VOT and TABU G-
VOT are the top three group decision making methods, while GR G-AND and
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Fig. 3. Median performance comparisons between different group decision making
hyper-heuristics based on their Formula 1 scores.

GR G-OR are the worst. RP G-PVO, CF G-AND, CF G-OR, TABU G-VOT,
CF G-PVO and CF G-OR perform the best on boolean satisfiability (SAT), bin-
packing (BP), personnel scheduling (PS), permutation flow-shop (PFS), travel-
ling salesman (TSP) and vehicle routing problems (VRP), respectively. Table 2
summarises the ranking of those six group decision making hyper-heuristics
and all competing hyper-heuristics at CHeSC 2011, including the top ranking
method, denoted as AdapHH. The top ten ranking hyper-heuristics from the
competition remains in their positions and group decision making methods per-
form relatively poor. CF G-AND is the third best approach for BP. TABU G-
VOT comes sixth for PS. TABU G-VOT, CF G-AND and CF G-VOT score
better than the CHeSC 2011 winner for the same problem. CF G-OR is the best
among the group decision making methods for SAT, ranking the eighth. The best
group decision making hyper-heuristic for TSP, i.e. CF G-OR, takes the ninth
place. For VRP, CF G-VOT as the best hyper-heuristic with group decision mak-
ing is the sixth best approach among the CHeSC 2011 competitors. However, its
performance on VRP is still better than the winning approach. The performance

Table 2. Ranking of selected group decision making hyper-heuristics to the CHeSC
2011 competitors based on Formula 1

Rank HH Total SAT BP PS PFS TSP VRP

1 AdapHH 170.00 33.75 43.00 6.00 37.00 40.25 10.00

7 HAHA 65.75 31.75 0.00 19.50 3.50 0.00 11.00

11 CF G-AND 39.00 0.00 25.00 10.00 0.00 0.00 4.00

14 CF G-OR 27.50 9.50 0.00 2.00 0.00 8.00 8.00

15 CF G-VOT 23.50 0.00 0.00 8.50 0.00 4.00 11.00

20 CF G-PVO 16.14 0.14 0.00 1.00 0.00 6.00 9.00

22 TABU G-VOT 11.50 0.00 0.00 11.50 0.00 0.00 0.00

23 RP G-PVO 7.00 6.50 0.00 0.50 0.00 0.00 0.00
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of all group decision making methods is poor on the PFS problem. CF G-AND
is the group decision making hyper-heuristic winner and it ranks the eleventh
when compared to the CHeSC 2011 hyper-heuristics with a total score of 39.00.

4 Conclusion

The experimental results show that the ensemble move acceptance methods
based on group decision making models can exploit the strength of constituent
move acceptance methods yielding an improved performance. In general, learning
heuristic selection performs well within group decision making hyper-heuristics.
Considering their performance over the examination timetabling benchmark
problems, Greedy performs the best as a heuristic selection method. Combining
multiple move acceptance methods using a majority rule improves the perfor-
mance of Greedy as compared to using a single move acceptance method. On
the other side, CF outperforms other standard heuristic selection schemes on
the CHeSC 2011 benchmark, performing reasonably well in combination with
AND-operator group decision making move acceptance. The proposed ensem-
ble move acceptance methods enable the use of the existing move acceptance
methods and do not introduce any extra parameters other than the constituent
methods have. Discovering the best choice of move acceptance methods in the
ensemble as well as their weights is left as a future work. More interestingly, new
adaptive ensemble move acceptance methods, which are capable of adjusting the
weight/strength of each constituent move acceptance during the search process,
can be designed for improved cross domain performance.
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mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
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the source, a link is provided to the Creative Commons license and any changes made
are indicated.
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1. Asta, S., Özcan, E.: A tensor-based selection hyper-heuristic for cross-domain
heuristic search. Inf. Sci. 299, 412–432 (2015)
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12. Özcan, E., Misir, M., Kheiri, A.: Group decision making hyper-heuristics for func-
tion optimisation. In: The 13th UK Workshop on Computational Intelligence, pp.
327–333, September 2013
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Abstract. Static analysis tools cannot detect violations of application-
specific rules. They can be extended with specialized checkers that imple-
ment the verification of these rules. However, such rules are usually
not documented explicitly. Moreover, the implementation of special-
ized checkers is a manual process that requires expertise. In this work,
application-specific programming rules are automatically extracted from
execution traces collected at runtime. These traces are analyzed offline
to identify programming rules. Then, specialized checkers for these rules
are introduced as extensions to a static analysis tool so that their viola-
tions can be checked throughout the source code. We implemented our
approach for Java programs, considering 3 types of faults. We performed
an evaluation with an industrial case study from the telecommunica-
tions domain. We were able to detect real faults with checkers that were
generated based on the analysis of execution logs.

1 Introduction

Static code analysis tools (SCAT) can detect the violation of programming rules
by checking (violation of) patterns throughout the source code [1]. The detected
violations are reported in the form of a list of alerts. Although SCAT have been
successfully utilized in the industry [7,8,15], they have limitations as well. It is
very hard or undecidable to show whether an execution path is feasible or infeasi-
ble without the runtime context information [11]. As a result, some faults might
be missed. SCAT also fall short to detect the violation of application-specific
rules [3]. For example, it might be necessary to check some of the arguments
and/or return values before/after certain method calls. SCAT do not consider
such application-specific rules by default.

One can extend SCAT with specialized checkers to detect the violation of
application-specific rules [3]. However, the implementation of specialized check-
ers is a manual process that requires expertise. In fact, state-of-the-art SCAT
provide special extension mechanisms for defining new rules, which can be then
checked by these tools. Yet, such rules have to be defined manually and they are
usually not documented explicitly or formally.

c© The Author(s) 2016
T. Czachórski et al. (Eds.): ISCIS 2016, CCIS 659, pp. 30–38, 2016.
DOI: 10.1007/978-3-319-47217-1 4
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In this paper, we introduce an approach for extending SCAT, in which
specialized checkers are generated automatically. Our approach employs offline
analysis of execution traces collected at runtime. These traces comprise a set of
encountered errors. The source code is analyzed to identify faults that are the
root causes of these errors. One could consider just to fix these faults without
systematically and formally documenting them. However, instances of the same
fault can exist at other places in the source code. It might also be possible that
the same fault is introduced again later on. Therefore, it is important to capture
this information and systematically check for the identified faults in the over-
all source code regularly. In our approach, programming rules are inferred to
prevent these pitfalls. Specialized checkers are automatically generated for these
rules and they are introduced as extensions to SCAT. The extended SCAT can
detect the violation of the inferred rules throughout the source code.

We performed an evaluation with an industrial case study from the telecom-
munications domain. We captured the execution logs of a previous version of a
large scale system implemented in Java. A number of recorded errors are ana-
lyzed for 3 types of errors and the corresponding faults are identified. We gen-
erated rules and specialized checkers for these faults, which were already fixed.
The SCAT that is employed in the company is extended with these checkers.
Then, we were able to detect several new instances of the identified faults that
had to be fixed.

The remainder of this paper is organized as follows. The following section
summarizes the related studies. We present the overall approach in Sect. 3. The
approach is illustrated in Sect. 4, in the context of the industrial case study.
Finally, in Sect. 5, we conclude the paper.

2 Related Work

There have been studies for automatically deriving programming rules based on
frequently used code patterns [4,5]. Hereby, pattern recognition, data mining
and heuristic algorithms are used for analyzing the program source code and
detecting potential rules. Then, the source code is analyzed again to detect
inconsistencies with respect to these rules. These studies utilize only (models of)
the source code to infer programming rules. They do not make use of runtime
execution traces.

There are studies [2,14] that make use of the analysis of previously fixed bugs
to derive application-specific programming rules. However, programmers have to
define the rules applied to fix these bugs. Hence, they rely on manual analysis. In
addition, they do not exploit any information collected during runtime execution.

There exist a few approaches [9,10,13] that exploit dynamic analysis and
runtime execution traces. DynaMine [9] uses dynamic analysis for validating
programming rules that are actually derived by mining the revision history.
Another approach [13] relies on the analysis of console logs to detect anomalies
[13]; however, deriving rules for preventing these anomalies was out of the scope
of the study. Daikon [10] derives likely invariants of a program by means of
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dynamic analysis. However, Daikon focuses on numerical properties of variables
as system constraints rather than bug patterns that can represent a wider range
of bug types.

We have previously introduced an approach to generate runtime monitors
based on SCAT alerts [12] These monitors identify alerts, which do not actually
cause any failures at runtime. Then, filters are automatically generated for SCAT
to supress these alerts. Hence, the goal is to reduce false positives and increase
precision. In this work, we aim at reducing false negatives by detecting more
faults as a result of checking application-specific rules. As such, the goal of the
approach proposed in this paper is to increase recall instead.

3 Generating Rules from Execution Traces

Our approach takes runtime execution traces of a system as input. These traces
should comprise the set of errors encountered and the set of software modules
involved. The output is a set of checkers that are provided as extensions to SCAT.
These checkers detect instances of faults that are the root causes of the logged
errors. To be able to identify these faults and to generate the corresponding
checkers, a library of analysis procedures and a library of checker templates are
utilized, respectively. The scope of these libraries define the set of error and fault
types that can be considered by the approach.

The overall process is depicted in Fig. 1, which involves 4 steps. First, Log
Parser takes runtime logs as input, parses these logs, and generates the list of
errors recorded together with the related modules and events (1). Then, this list
is provided to Root Cause Analyzer, which analyzes the source code to identify
the cause of the error by utilizing a set of predefined analysis procedures (2). For
instance, if a null pointer reference error is detected at runtime, the correspond-
ing analysis procedure locates the corresponding object and its last definition
before the error. Let’s assume that such an object was defined as the return value
of a method call. Then, a rule is inferred, imposing that the return value of that
particular method must be checked before use. The list of such rules are provided
to Checker Generator, which uses a library of predefined templates to generate

Fig. 1. The overall process.
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a specialized checker for each rule (3). The generated checkers are included as
extensions to SCAT, which applies them to the source code and reports alerts
in case violations are flagged (4).

The overall process is automated; however, it relies on a set of predefined
analysis procedures and checker templates. One analysis procedure should be
defined for each error type and one checker template should be defined for each
rule type. The set of rules and error types are open-ended in principle and they
can be extended when needed. Currently, we consider the following types of
errors and programming rules that are parametrized with respect to the involved
method and argument names.

– java.lang.IndexOutOfBoundsException: The arguments of a method must be
checked for boundary values before the method call, e.g., if(x < MAX) m(x);

– java.lang.NullPointerException: The return value of a method must be checked
for null reference, e.g., r = m(x); if(r != null) {...} or if(r == null) {...}

– org.hibernate.LazyInitializationException: The JPA Entity1 should be initial-
ized at a transactional level (when persistence context is alive) before being
used at a non-transactional level, e.g., object a is a JPA Entity with LAZY
fetch type and it is an aggregate within object b. Then, a must be fecthed
from the database when b is being initialized, for a possible access after the
persistant context is lost.

In the following, we explain the steps of the approach in more detail with a
running example. Then, in Sect. 4, we illustrate the application of the approach
in the context of an industrial case study2.

Analysis of Execution Logs: The first step of our approach involves the analy-
sis of execution logs. In our case study, we had to utilize existing log files of a
legacy system. Therefore, Log Parser is implemented as a dedicated parser for
these files. However, it can be replaced with any parser to be able to process log
files in other formats as well. Our approach is agnostic to the log file structure
as long as the following information can be derived: (i) Sequence of events and
in particular, encountered errors; (ii) The types of encountered errors; (iii) The
location of the encountered errors in the source code, i.e., package, class, method
name, line number. Even standard Java exception reports include such informa-
tion together with a detailed stack trace. Hence, existing instrumentation and
logging tools can be employed to obtain the necessary information. Log Parser
is parametric with respect to the focused error types and modules of the system.
We can filter out some error types or modules that are deemed irrelevant or
uncritical.

1 A JPA (Java Persistence API) entity is a POJO (Plain Old Java Object) class,
which has the ability to represent objects in a database. They can be reached within
a persistent context.

2 Currently our toolset works on software systems written in Java. In principle, the
approach can be instantiated for different programming languages/environments.
Our design and implementation choices were driven by the needs and the context of
the industrial case.
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Root Cause Analysis: Once Log Parser retrieves the relevant error records
together with their context information, it provides them to Root Cause Ana-
lyzer. This tool performs two main tasks: (i) finding the root cause of the error,
(ii) determining whether this root cause is application-specific or not. We are
not interested in generic errors. Hence, it is important to be sure that the root
cause of the error is application-specific. For instance, consider the code snippet
in Listing 1.1. When executed, it causes a java.lang.NullPointerException; how-
ever, Root Cause Analyzer ignores this error because, the cause of the error is
an object that is simply left unitialized. This is a generic error.

Listing 1.1. An sample code snippet for a generic error that is ignored by Root Cause

Analyzer.

1 stat ic Report aReport ;
2 public stat ic void pr in t ( ) { System . out . p r i n t l n ( aReport ) ; }

If the null value is obtained from a specific method in the application, then
such an error is deemed relevant (See Listing 1.2). That means, the return value
of the corresponding method (e.g., getServiceReport) must be always checked
before use. This is a type of rule that is determined by Root Cause Analyzer.

Listing 1.2. A possible application-specific error that is considered by Root Cause

Analyzer.

1 stat ic Report aReport = getServ i ceRepor t ( ) ;
2 public stat ic void pr in t ( ) { System . out . p r i n t l n ( aReport ) ; }

Root Cause Analyzer employs a set of predefined analysis procedures that are
coupled with error types. For example, the analysis procedure applied for null
pointer exceptions is listed in Algorithm 1. Hereby, the use of the object that
caused a null pointer exception is located as the first step. Second, the reaching
definition is found for this use of the object. If this definition is performed with
a method call, the procedure checks where the method is defined. If the method
is defined within the application, then a rule is reported for checking the return
value of this method.

Root Cause Analyzer provides the type of rule to be applied and the para-
meters of the rule (e.g., name of the method, of which return value must be
checked) to Checker Generator so that a specialized checker can be created.

Algorithm 1. Root cause analysis procedure applied for null pointer exceptions.

1: u ← use of object that causes the exception
2: d ← reaching definition for u

3: if ∃ method m as part of d then

4: p ← package of m

5: if p ∈ application packages then

6: reportRule(RETURNVALCHECK, m)
7: end if

8: end if
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Generation of Specialized Checkers: Most SCAT are extensible; they pro-
vide application programming interfaces (API) for implementing custom check-
ers. Checker Generator generates specialized checkers by utilizing PMD3 as
SCAT. PMD uses JavaCC4 to parse the source code and generate its abstract
syntax tree (AST). This AST can be traversed with its Java API to define spe-
cialized checkers for custom rules. These checkers should conform to the Visitor
design pattern [6]. Each checker is basically defined as an extension of an abstract
class, namely, AbstractJavaRule. The visit method that is inherited from this
class must be overwritten to implement the custom check. This method takes
two arguments: (i) node of type ASTMethodDeclaration and (ii) data of type
Object. The return value is of type Object. This visitor method is called by PMD
for each AST node (e.g., method).

Checker generation is performed based on parametrized templates. We
defined a template for each rule type. Each template extends the Abstract-
JavaRule class and overwrites the necessary visitor methods. A checker is gen-
erated by instantiating the corresponding template by assigning concrete val-
ues to its parameters. For instance, consider a specialized checker that enforces
the handling of possible null references returned from a method in the applica-
tion. The corresponding pseudo code that is implemented with PMD is listed in
Algorithm 2. Hereby, all variable declarations are obtained as a set (V at Line 1).
For each of these declarations (v), the node ID (vid) is obtained (Line 3). The
name of the method call (m) is also obtained, assuming that the declaration
involves a method call (Line 4). If there indeed exists such a method call and
if the name of the method matches the expected name (i.e., METHOD), then
an additional check is performed (isNullCheckPerformed at Line 6). This check
traverses the AST starting from the node with id vid and searches for control
statements that compare the corresponding variable (v) with respect to null (i.e.,
if(v != null) {...} or if(v == null) {...}). If there is no such a control statement
before the use of the variable, then a violation of the rule is registered (Line 8).

Checker Generator generates specialized checkers by instantiating the cor-
responding template with the parameters (e.g., METHOD) provided by Root
Cause Analyzer. Hence, multiple checkers can be generated based on the same
rule type.

Extension of Static Code Analysis Tool: PMD is extended with the custom
checkers generated by Checker Generator and it is executed by Sonar5 version
4.0. The extension is performed in two steps: (i) adding a jar file that includes the
custom checker, and (ii) extending the XML configuration file for rule definition.
The jar file basically contains an instantiation of a checker code template. The
rule regarding the introduced checker is defined in the XML configuration file
by a new entry pointing at this jar file. It also specifies the name, message and
description of the rule, which are displayed to the user as part of the listed alerts,
when violations are detected.

3 http://pmd.sourceforge.net/.
4 https://javacc.java.net/.
5 http://www.sonarqube.org/.

http://pmd.sourceforge.net/
https://javacc.java.net/
http://www.sonarqube.org/
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Algorithm 2. visit method of a specialized checker for a custom rule, i.e., handle
possible null pointer after calling the method.

1: V = getChildrenOfType(ASTV ariableDeclarator);
2: for all v ∈ V do

3: vid = v.getID();
4: m = v.getMethodCall();
5: if m! = null & m.name == METHOD then

6: isChecked = isNullCheckPerformed(vid)
7: if !isChecked then

8: addV iolation(vid)
9: end if

10: end if

11: end for

4 Industrial Case Study

We performed a case study on a Sales Force Automation system maintained by
Turkcell6. The system comprises more than 200 KLOC. It is operational since
2013, serving 2000 users. We downloaded all the log files regarding a previous
version of this system. Log Parser identified an error in these files. The cor-
responding source code snippet is listed in Listing 1.3, where the object opty
turns out to be null. Then, Root Cause Analyzer located the point in the source
code, where this object was last defined (Line 1). The definition is coming from
a method call, i.e., templateDao.find(Opty.class, optyNo);. This method creates
and returns an object by utilizing information from a database; it returns null
if the required information cannot be found.

Listing 1.3. The code snippet corresponding to the logged error.

1 Opty opty = templateDao . f i nd (Opty . class , optyNo ) ;
2 i f ( opty . getCoptycategory ( ) . equa l s ( . . . ) ) { . . . }

Then, an application-specific rule is inferred as: the return value of the
method find must be checked for null references before use. A specialized checker
is automatically generated based on this rule. It checks the whole code base and
searches for initialized objects using the return value of the method find without
a null reference check. As the last step, Sonar is extended with the specialized
checker.

After the extension, 25 additional alerts were generated. All the alerts were
true positives and the corresponding code locations really required to be fixed.
In fact, we have seen that 3 of these locations caused errors afterwards and they
were fixed in a later version of the source code. If our approach were applied and
all the reported alerts were addressed, these errors would not occur at all. As a
result, 25 real faults were detected with specialized checkers and 3 of them were

6 http://www.turkcell.com.tr.

http://www.turkcell.com.tr
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activated during operational time. This result shows the importance and high
potential of information collected at runtime as a source for improving recall in
static analysis.

5 Conclusion

In this work, we extracted application-specific programming rules by analyzing
logged errors. We automatically generated specialized checkers for these rules
as part of a static code analysis tool. Then, the tool can check for potential
instances of the same type of error throughout the source code. We conducted
an industrial case study from the telecommunications domain. We were able to
detect real faults, which had to be fixed later on. In the future, we plan to extend
our approach to cover more than 3 types of errors and rules. We also plan to
conduct more case studies.
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Abstract. Users can not guarantee the results they obtain from Web search

engines are exhaustive, or that they actually respond to their needs. Search

results are influenced by the users’ own ambiguity in formulating their requests

or queries as well as by the commercial interest of Web search engines and

Internet users that want to reach a wider audience. This paper presents an

Intelligent Search Assistant (ISA) based on a Random Neural Network that acts

as the interface between users and search engines to present data to users in a

manner that reflects their actual needs or their observed or stated preferences.

Our ISA tracks the user’s preferences and makes a selection on the output of one

or more search engines using the preferences that it has learned. We also

introduce a “relevance metric” to compare the performance of our Intelligent

Search Assistant against a few search engines, showing that it provides better

performance.

Keywords: Intelligent search assistant � World wide web � Random neural

network � Web search � Search engines

1 Introduction

Web Search Engines have been used as the direct connection between users and the

information or products sought in the Internet. Search results are influenced by a

commercial interest as well as by the users’ own ambiguity in formulating their

requests or queries. Ranking algorithms are essential in Web search as they decide the

relevance; they make information visible or hidden to customers or users. Under this

model, Web search engines or recommender systems can be tempted to artificially rank

results from some specific businesses for a fee whereas also authors or business can be

tempted to manipulate ranking algorithms by “optimizing” the presentation of their

work or products. The main consequence is that irrelevant results may be shown on top

positions and relevant ones “hidden” at the very bottom of the search list.

In order to address the presented search issues; this paper proposes an Intelligent

Search Assistant (ISA) that acts as an interface between an individual user’s query and

the different search engines. Our ISA acquires a query from the user and retrieves

results from one or various search engines assigning one neuron per each Web result

dimension. The result relevance is calculated by applying our innovative cost function

based on the division of a query into a multidimensional vector weighting its dimension
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terms with different relevance parameters. Our ISA adapts and learns the perceived

user’s interest and reorders the retrieved snippets based in our dimension relevant

centre point. Our ISA learns result relevance on an iterative process where the user

evaluates directly the listed results. We evaluate and compare its performance against

other search engines with a new proposed quality definition, which combines both

relevance and rank. We have also included two learning algorithms; Gradient Descent

learns the centre of relevant dimensions and Reinforcement Learning updates the

network weights based on rewarding relevant dimensions and punishing irrelevant

ones. We have validated our ISA against other Web search engines using travel ser-

vices and open user queries. We have also analysed the Gradient Descent and Rein-

forcement Learning algorithms based on result relevance and learning speed.

We describe the application of neural networks in Web search in Sect. 2. We define

our Intelligent Search Assistant mathematical model in Sect. 3 and we have validated it

against other Web search engines in Sect. 4. Finally, we present our conclusions in

Sect. 5.

2 Related Work

Neural networks have been already applied in the World Wide Web as a mechanism of

adaptation to users’ interest in order to provide relevant answers. Wang et al. [1] use a

back propagation neural network with its input nodes corresponding to an specific

quantified user profile and one output node which it is the a probability the user would

consider the Web page relevant. Boyan et al. [2] use reinforcement learning to rank

Web pages using their HTML properties and hyperlink connections between them. Shu

et al. [3] retrieve results from different Web search engines and train the network

following the assumption that a result in a top position would be relevant. Burgues

et al. [4] define RankNet which uses neural networks to evaluate Web sites by training

the neural network based on query-document pairs. Bermejo et al. [5] use a similar

approach to our proposal, the allocation of one neuron per Web search result, however

the main difference is that the network is trained to cluster results by meaning. Scarselli

et al. [6] use a neural network by assigning a neuron to each Web page; they create a

graph where the neural links are the equivalent of the hyperlinks.

3 The Intelligent Search Assistant Model

The search assistant we design is based on the Random Neural Network (RNN) [7–9,

19]. This is a spiking recurrent stochastic model for neural networks. Its main analytical

properties are the “product form” and the existence of the unique network steady state

solution. The RNN represents more closely how signals are transmitted in many bio-

logical neural networks where they actual travel as spikes or impulses, rather than as

analogue signal levels. It has been used in different applications including network

routing with cognitive packet networks [10], search for exit routes for evacuees in

emergency situations [11, 12], pattern based search for specific objects [13], video

compression [14], and image texture learning and generation [15].
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3.1 Search Model

In the case of our own application of the RNN, the search for information or for some

meaning requires us to specify: an M-dimensional universe of X entities or ideas to be

searched, a high level query that specifies the N-properties or concepts requested by a

user and a method that searches and selects Y entities from the universe showing the

first Z results to user according to an algorithm or rule. Each entity or concept in the

universe is distinct from the others in some recognizable way; for instance two entities

may be different just in the date or time-stamp that characterizes the time when they

were last stored or in the ownership or origin of the entities. On the other hand, we

consider concepts to be distinct if they contain any different meaning, even though if

they are identical with respect to a user’s query.

We consider that the universe which we are searching within as a relation U that

consists of a set of X M-tuples, U = {v1, v2 … vX}, where vi = (li1, li2 … liM) and li are

the M different attributes for i = 1, 2..X. The relation U is a very large relation con-

sisting on M ≫ N attributes. The important concept in the development of this paper is

a query can be defined as Rt(n(t)) = (Rt(1), Rt(2), …, Rt(n(t))) where n(t) is a variable

N-dimension attribute vector with 1 < N < M and t is the search iteration being t > 0; n

(t) is variable so that attributes can be added or removed based on their relevance as the

search progresses, i.e. as t increases. Each Rt(n(t)) takes its values from the attributes

within the domain D(n(t)), where D is the corresponding domain that forms the uni-

verse U. Thus D(n(t)) is a set of properties or meanings based in words or integers, but

also words in another language, or a set of icons, images or sounds.

The answer A to the query Rt(n(t)) is a set of Y M-tuples A = {v1, v2 … vY} where

vo = (lo1, lo2 … loM) and lo are the M different attributes for o = 1, 2..Y. Our Intelligent

Search Assistant only shows to the user the first set of Z tuples that have the highest

neuron potentials among the set of Y tuples. The neuron potential that represents the

relevance of each M-tuple vo is calculated at each t iteration. The user or the high level

query itself is limited mainly by two main factors: the user’s lack of information about

all the attributes that form the universe U of entities and ideas, or the user’s lack of

precise knowledge about what he is looking for.

3.2 Result Cost Function

We consider the universe U is formed of the entire results that can be searched. We

assign each result provided by a search engine to an M-tuple vo of the answer set A. We

calculate the result relevance based on a cost function described within this section. The

query Rt(n(t)) is a variable N-dimension vector that specifies the attributes the user

consider relevant. The number of dimensions of the attribute vector n(t) varies as the

iteration t increases. Our Intelligent Search Assistant associates an M-tuple vo to each

result provided by the Search Engine creating an answer set A of Y M-tuples. Search

Engines select their results from the universe U. We apply our cost function to each

result or M-tuple vo from the answer set A of Y M-tuples. We consider each vo as a

M-dimensional vector. The cost function is firstly calculated based on the relevant N

attributes the user introduced on the High Level Query, R1(n(1)) within the domain
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D(n(1)) however, as the search progresses, Rt(n(t)), attributes may be added or removed

based on the perceived relevance within the domain D’(n(t)). We calculate the overall

Result Score, RS, by measuring the relationship between the values of its different

attributes:

RS ¼ RV � HW ð1Þ

where RV is the Result Value which measures the result relevance and HW the

Homogeneity Weight. The Homogeneity Weight (HW) rewards results that have rel-

evance or scores dispersed along their attributes. This parameter is also based on the

idea that the first dimensions or attributes of the user query Rt(n(t)) are more important

than the last ones:

HW ¼

P

N

n¼1

HF[n]

N
ð2Þ

where HF[n], homogeneity factor, is a N-dimension vector associated to the result and

n is the attribute index from the query Rt(n(t)):

HF[n] ¼
N�n
N

if SD[n][ 0

0 if SD[n] ¼ 0

�

�

�

�

�

ð3Þ

We define Score Dimension SD[n] as a N-dimension vector that represents the attribute

values of each result or M-tuple vo in relation with the query Rt(n(t)). The Result Value

(RV) is the sum of each dimension individual score:

RV ¼
X

N

n¼1

SD[n] ð4Þ

where n is the attribute index from the query Rt(n(t)). Each dimension of the Score

Dimension vector SD[n] is calculated independently for each n-attribute value that

forms the query Rt(n(t)):

SD[n] ¼ S � PPW � RPW � DPW ð5Þ

We consider only three different types of domains of interest: words, numbers (as for

dates and times) and prices. S is the score calculated depending if the domain of the

attribute is a word (WS), number (NS) or price (PS). If the domain D(n) is a word, our

ISA calculates the score Word Score (WS) following the formula:

S ¼
WR

NW
ð6Þ

where the value of WR is 1 if the word of the n-attribute of the query Rt(n(t)) is

contained in the search result or 0 otherwise. NW is the number of words in the search
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result. If the domain D(n) is a number, our ISA selects the best Number Score

(NS) from the numbers they are contained within the search result that maximizes the

cost function:

S ¼

1�
DV�RVj j
DVj jþ RVj j

� �� �

NN
ð7Þ

where DV is the value of the n-attribute of the query Rt(n(t)), RV is the value of a

number in the result and NN is the total number of numbers in the result. If the domain

D(n) is a price, our ISA chooses the best Price Score (PS) from the prices in the result

that maximizes the cost function:

S ¼

DV
RV

� �

NP
ð8Þ

where DV is value of the n-attribute of the query Rt(n(t)), RV is the value of a price in

the result and NP is the total number of prices in the result. We penalize if the search

result provides unnecessary information by dividing the score by the total amount of

elements in the Web result. The dimension Score Dimension vector, SD[n] is weighted

according to different relevance factors:

SD[n] ¼ S � PPW � RPW � DPW ð9Þ

The Position Parameter Weight (PPW) is based on the idea that an attribute value

shown within the first positions of the search result is more relevant than if it is shown

at the final:

PPW ¼
NC� DVP

NC
ð10Þ

where NC is the number of characters in the result and DVP is the position within the

result where the value of the dimension is shown. The Relevance Parameter Weight

(RPW) incorporates the user’s perception of relevance by rewarding the first attributes

of the query Rt(n(t)) as highly desirable and penalising the last ones:

RPW ¼ 1�
PD

N
ð11Þ

where PD is the position of the n-attribute of the query Rt(n(t)) and N is the total number

of dimensions of the query vector Rt(n(t)). The Dimension Parameter Weight

(DPW) incorporates the observation of user relevance with the value of domains D(n(t))

by providing a better score on the domain values the user has more filled on the query:

DPW ¼
NDT

N
ð12Þ
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where NDT is the number of dimensions with the same domain (word, number or

price) on the query Rt(n(t)) and N is the total number of dimensions of the query vector

Rt(n(t)). We assign this final Result Score value (RS) to each M-tuple vo of the answer

set A. This value is used by our ISA to reorder the answer set A of Y M-tuples,

showing to the user the first set of Z results which have the higher potential value.

3.3 User Iteration

The user, based on the answer set A can now act as an intelligent critic and select a

subset of P relevant results, CP, of A. CP is a set that consists of P M-tuples CP = {v1,

v2 … vP}. We consider vP as a vector of M dimensions; vp = (lp1, lp2 … lpM) where lp
are the M different attributes for p = 1, 2..P. Similarly, the user can also select a subset

of Q irrelevant results, CQ of A, CQ = {v1, v2 … vQ}. We consider vq as a vector of M

dimensions; vq = (lq1, lq2 … lqM) where lq are the M different attributes for q = 1, 2..Q.

Based on the user iteration, our Intelligent Search Assistant provides to the user with a

different answer set A of Z M-tuples reordered to MD, the minimum distance to the

Relevant Centre for the results selected, following the formula:

RCP[n] ¼

P

P

p¼1

SDp½n]

P
¼

P

P

p¼1

lpn

P
ð13Þ

where P is the number of relevant results selected, n the attribute index from the query

Rt(n(t)) and SDp[n] the associated Score Dimension vector to the result or M-tuple vP
formed of lpn attributes. An equivalent equation applies to the calculation of the

Irrelevant Centre Point. Our Intelligent Search Assistant reorders the retrieved Y set of

M-tuples showing only to the user the first Z set of M-tuples based on the lowest

distance (MD) between the difference of their distances to both Relevant Centre Point

(RD) and the Irrelevant Centre Point (ID) respectively:

MD ¼ RD� ID ð14Þ

where MD is the result distance, RD is the Relevant Distance and ID is the Irrelevant

Distance. The Relevant Distance (RD) of each result or M-tuple vq is formulated as

below:

RD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

N

n¼1

SD[n]� RCP[n]ð Þ2

v

u

u

t ð15Þ

where SD[n] is the Score Dimension vector of the result or M-tuple vq and RCP[n] is

the coordinate of the Relevant Centre Point. Equivalent equation applies to the cal-

culation of the Irrelevant Distance. Therefore we are presenting an iterative search

progress that learns and adapts to the perceived user relevance based on the dimensions

or attributes the user has introduced on the initial query.
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3.4 Dimension Learning

The answer set A to the query R1(n(1)) is based on the N dimension query introduced

by the user however results are formed of M dimensions therefore the subset of results

the user has considered as relevant may have other relevant concepts hidden the user

did not considered on the original query. We consider the domain D(m) or the M

attributes from which our universe U is formed as the different independent words that

form the set of Y results retrieved from the search engines. Our cost function is

expanded from the N attributes defined in the query R1(n(1)) to the M attributes that

form the searched results. Our Score Dimension vector, SD[m], is now based on

M-dimensions. An analogue attribute expansion is applied to the Relevance Centre

Calculation, RCP[m]. The query R1(n(1)) is based on the N-Dimension vector intro-

duced by the user however the answer set A consist of Y M-tuples. The user, based on

the presented set A, selects a subset of P relevant results, CP and a subset of Q

irrelevant results, CQ.

Lets consider CP as a set that consists of P M-tuples CP = {v1, v2 … vP} where vP
is a vector of M dimensions; vP = (lp1, lp2 … lpM) and lp are the M different attributes

for p = 1, 2..P. The M-dimension vector Dimension Average, DA[m], is the average

value of the m-attributes for the selected relevant P results:

DA[m] ¼

P

P

p¼1

SDp½m]

P
¼

P

P

p¼1

lpm

P
ð16Þ

where P is the number of relevant results selected, m the attribute index of the relation

U and SDp[m] the associated Score Dimension vector to the result or M-tuple vP
formed of lpm attributes. We define ADV as the Average Dimension Value of the

M-dimension vector DA[m]:

ADV ¼

P

M

m¼1

DA[m]

M
ð17Þ

where M is the total number of attributes that form the relation U. The correlation

vector σ[m] is the difference between the dimension values of each result with the

average vector:

r½m] ¼

P

P

p¼1

SDp½m� � DA[m]
� 	

P
¼

P

P

p¼1

1pm � DA[m]
� 	

P
ð18Þ

where P is the number of relevant results selected, m the attribute index of the relation

U and SDp[m] the associated Score Dimension vector to the result or M-tuple vP
formed of lpm attributes. We define C as the average correlation value of the

M-dimensions of the vector σ[m]:
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C ¼

P

M

m¼1

r½m]

M
ð19Þ

where M is the total number of attributes that form the relation U. We consider an

m-attribute relevant if its associated Dimension Average value DA[m] is larger than the

average dimension ADV and its correlation value σ[m] is lesser than the average

correlation C. We have therefore changed the relevant attributes of the searched entities

or ideas by correlating the error value of its concepts or properties represented as

attributes or dimensions. On the next iteration, the query R2(n(2)) is formed by the

attributes our ISA has considered relevant. The answer to the query R2(n(2)) is a

different set A of Y M-tuples. This process iterates until there are not new relevant

results to be shown to the user.

3.5 Gradient Descent Learning

Gradient Descent learning is based on the adaptation to the perceived user interests or

understanding of meaning by correlating the attribute values of each result to extract

similar meanings and cancel superfluous ones. The ISA Gradient Descent learning

algorithm is based on a recurrent model. The inputs i = {i1,…,iP} are the M-tuples vP
corresponding to the selected relevant result subset CP and the desired outputs y = {y1,

…,yP} are the same values as the input. Our ISA then obtains the learned random neural

network weights, calculates the relevant dimensions and finally reorders the results

according to the minimum distance to the new Relevant Centre Point focused on the

relevant dimensions.

3.6 Reinforcement Learning

The external interaction with the environment is provided when the user selects the

relevant result set CP. Reinforcement Learning adapts to the perceived user relevance

by incrementing the value of relevant dimensions and reducing it for the irrelevant

ones. Reinforcement Learning modifies the values of the m attributes of the results,

accentuating hidden relevant meanings and lowering irrelevant properties. We asso-

ciate the Random Neural Network weights to the answer set A; W = A. Our ISA

updates the network weights W by rewarding the result relevant attributes by:

w(p,m) ¼ ls�1
pm þ ls�1

pm �
ls�1
pm

PM
m¼1 l

s�1
pm

 !

ð20Þ

where p is the result or M-tuple vP formed of lpm attributes, m the result attribute index,

M the total number of attributes and s the iteration number. ISA also updates the

network weights by punishing the result irrelevant attributes by:
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w(p,m) ¼ ls�1
pm � ls�1

pm �
ls�1
pm

PM
m¼1 l

s�1
pm

 !

ð21Þ

where p is the result or M-tuple vP formed of lpm attributes, m the result attribute index,

M the total number of attributes and s the iteration number. Our ISA then recalculates

the potential of each of the result based on the updated network weights and reorders

them, showing to the user the results which have a higher potential or score.

4 Validation

The Intelligent Internet Search Assistant we have proposed emulates how Web search

engines work by using a very similar interface to introduce and display information.

We validate our ISA algorithm with a set of three different experiments. Users in the

experiments can both choose between the different Web search engines and the N

number of results they would to retrieve from each one. We propose the following

formula to measure Web search quality; it is based on the concept that a better search

engine provides with a list of more relevant results on top positions. In an list of N

results, we score N to the first result and 1 to the last result, the value of the quality

proposed is then the summation of the position score based of each of the selected

results. Our definition of Quality, Q, can be defined as:

Q ¼
X

Y

i¼1

RSEi ð22Þ

where RSEi is the rank of the result i in a particular search engine with a value of N if

the result is in the first position and 1 if the result is the last one. Y is the total number

of results selected by the user. The best Web search engine would have the largest

Quality value. We define normalized quality, Q, as the division of the quality, Q, by the

optimum figure which it is when the user consider relevant all the results provided by

the Web search engine. On this situation Y and N have the same value:

Q ¼
Q

N(Nþ 1Þ
2

ð23Þ

We define I as the quality improvement between a Web search engine and a reference:

I ¼
QW� QR

QR
ð24Þ

where I is the Improvement, QW is the quality of the Web search engine and QR is the

quality reference; we use the Quality of Google as QR in our validation exercise.
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4.1 ISA Web Search Engine

In our first experiment, validators can select from which Web search engine they would

their results to be retrieved from; as in our first experiment, the users need to select the

relevant results. Our ISA combines the results retrieved from the different Web search

engines selected. We present the average values for the 18 different queries. We show

the normalized quality of each Web search engine selected including our ISA; because

users can choose any Web search engine; we are not introducing the improvement

value as we do not have a unique reference Web search engine (Table 1).

where Web term represents the Web Search Engines selected by the user and Q is the

average Quality for the 18 different queries for each Web Search Engine including our

ISA.

4.2 ISA Relevant Center Point

In our second experiment we have asked to our validators to search for different queries

using only Google; ISA provides with a set of reordered results from which the user

needs to select the relevant results. We show the average values for the 20 different

queries, the average number of results retrieved by Google and the average number of

results selected by the user. We represent the normalized quality of Google and ISA

with the improvement of our algorithm against Google. In our third experiment, ISA

provides with a reordered list from where the user needs to select which results are

relevant. Our ISA reorders the results using the dimension relevant centre point pro-

viding to the user with another reordered result list from where the user needs to select

the relevant ones. We show the average values for the 16 different queries, the average

number of results selected by the user and the average number of results selected. We

also represent the normalized quality of Google, ISA and the ISA with the relevant

circle iteration including the improvement against Google in both scenarios (Table 2).

Table 1. Web search engine validation

Experiment 1–18 queries

Web Google Yahoo Ask Lycos Bing ISA

Q 0.2691 0.2587 0.3454 0.3533 0.3429 0.4448

Table 2. Relevant center point validation

Experiment 2–20 queries

Results

retrieved

Results

selected

Google

Q

ISA Q ISA I ISA

Circle Q

ISA

Circle I

19.35 8.05 0.4626 0.4878 15.39 % – –

Experiment 3–16 queries

Results

retrieved

Results

selected

Google

Q

ISA Q ISA I ISA

Circle Q

ISA

Circle I

21.75 8.75 0.4451 0.4595 18 % 0.4953 26 %
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where Experiment 2 and 3 results retrieved are the average results shown to the user,

results selected are the average results the user considers relevant. Google and ISA Q

are the average Quality values based on their different result list ranking. ISA I is the

average improvement of our algorithm against Google. ISA Circle Q and I is the

average Quality value with its associated Improvement after the first iteration where

the user selects the relevant results and our algorithm reorder the results based on the

minimum distance to the Relevant Centre Point.

4.3 ISA Learning

Users in this validation can choose between Google and Bing with either Gradient

Descent or Reinforcement Learning type. Our ISA then collects the first 50 results from

the Web search engine selected, reorders them according to its cost function and finally

show to the user the first 20 results. We consider 50 results is a good approximation of

search depth as more results can add clutter and irrelevance; 20 results is the average

number of results read by a user before he launches another search if he does not find

any relevant one.

Our ISA reorders results while learning on the two step iterative process showing

only the best 20 results to the user. We present the average Quality values of the Web

search engine and ISA for the 29 different queries searched by different users, the

learning type and the Web search engine used (Table 3).

where Web and ISA represent the Quality of the selected Web Search Engine and ISA

respectively in the three successive learning iterations. The first I represents the

improvement from ISA against the Web search; the second I is between ISA iterations

2 and 1 and finally the third I is between the ISA iterations 3 and 2.

5 Conclusions

We have defined a different process; the application of the Random Neural Network as

a biological inspired algorithm to measure both user relevance and result ranking based

on a predetermined cost function. We have proposed a novel approach to Web search

Table 3. Learning validation

Gradient descent learning: 17 queries

First iteration Second iteration Third iteration

Web ISA I Web ISA I Web ISA I

0.41 0.58 43 % 0.45 0.61 14 % 0.46 0.62 8 %

Reinforcement learning: 12 queries

First iteration Second iteration Third iteration

Web ISA I Web ISA I Web ISA I

0.42 0.57 34 % 0.47 0.67 36 % 0.49 0.68 0.0 %
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where the user iteratively trains the neural network while looking for relevant results.

Our Intelligent Search Assistant performs generally slightly better than Google and

other Web search engines however, this evaluation may be biased because users tend to

concentrate on the first results provided which were the ones we showed in our

algorithm. Our ISA adapts and learns from user previous relevance measurements

increasing significantly its quality and improvement within the first iteration. Rein-

forcement Learning algorithm performs better than Gradient Descent. Although Gra-

dient Descent provides a better quality on the first iteration; Reinforcement Learning

outperforms on the second one due its higher learning rate. Both of them have a

residual learning on their third iteration. Gradient Descent would have been the pre-

ferred learning algorithm if only one iteration is required; however Reinforcement

Learning would have been a better option in the case of two iterations. It is not

recommended three iterations because learning is only residual. Deep learning may also

be used [19]. Further work includes the validation of our Intelligent Search Assistant

with more queries against other search engines such as metasearch engines, online

academic databases and recommender systems. This validation comprises its ranking

algorithm and its learning performance.
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Abstract. One-dimensional Bin Packing Problem (1D-BPP) is a chal-
lenging NP-Hard combinatorial problem which is used to pack finite num-
ber of items into minimum number of bins. Large problem instances of
the 1D-BPP cannot be solved exactly due to the intractable nature of
the problem. In this study, we propose an efficient Grouping Genetic
Algorithm (GGA) by harnessing the power of the Graphics Processing
Unit (GPU) using CUDA. The time consuming crossover and mutation
processes of the GGA are executed on the GPU by increasing the eval-
uation times significantly. The obtained experimental results on 1,238
benchmark 1D-BPP instances show that our proposed algorithm has a
high performance and is a scalable algorithm with its high speed fit-
ness evaluation ability. Our proposed algorithm can be considered as one
of the best performing algorithms with its 66 times faster computation
speed that enables to explore the search space more effectively than any
of its counterparts.

Keywords: 1D Bin packing · Grouping genetic · CUDA · GPU

1 Introduction

One-dimensional Bin Packing Problem (1D-BPP) is a challenging NP-Hard com-
binatorial problem which is used to pack finite number of items into minimum
number of bins [1]. The general purpose of the 1D-BPP is to pack items of interest
subject to various constraints such that the overall number of bins is minimized.
More formally, 1D-BPP is the process of packing N items into bins which are
unlimited in numbers and same in size and shape. The bins are assumed to have
a capacity of C > 0, and items are assumed to have a size Si for I in {1, 2, ..., N}
where (Si > 0). The goal is to find minimum number of bins in order to pack all
of N items.

Although problems with a small number of items up to 30 can be solved
with brute-force algorithms, large problem instances of the 1D-BPP cannot be
solved exactly. Therefore, metaheuristic approaches such as genetic algorithms
(GA), particle swarm, tabu search, and minimum bin slack (MBS) have been

c© The Author(s) 2016
T. Czachórski et al. (Eds.): ISCIS 2016, CCIS 659, pp. 52–60, 2016.
DOI: 10.1007/978-3-319-47217-1 6
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widely used to solve this important problem (near-) optimally [2–5]. Most of
the state-of-the-art algorithms that have been proposed to solve the 1D-BPP
are designed to run on a single processor and do not make use of the high
performance computation opportunities that are offered by the recent parallel
computation technologies. In this study, introduce an efficient Grouping Genetic
Algorithm (GGA) by making use of the Graphics Processing Unit (GPU) using
Compute Unified Device Architecture (CUDA) [6–9]. The population of solutions
is kept on memory of GPU and the time consuming crossover, mutation, and
fitness evaluation processes of the proposed GGA are also executed on the GPU.
Therefore, a high performance heterogeneous computing environment is provided
with a parallel computation support of GPU [10,11]. Our proposed algorithm
is tested on 1,238 benchmark problem instances and has been observed to be
a robust and scalable algorithm that can be considered as one of the best per-
forming algorithms with its up to 66 times faster computation speed than the
CPU-based version of GGAs. This talent of our proposed algorithm enables it
to explore the solution space more effectively than any of its single-processor
versions and obtain (near-)optimal results.

2 Proposed Algorithm (1D-BPP-CUDA)

Falkenaur’s chromosome structure is chosen for our study due to its high per-
formance [6,7].

Exon Shuffling Crossover: We use exon shuffling crossover [12], a recent tech-
nique borrowed from molecular genetics, for our proposed parallel algorithm.
Molecular genetics is the field of biology and genetics that studies genes at a
molecular level and employs methods to elucidate the molecular function and
interactions among genes. An offspring is generated by a two phase crossover.
In the first phase, all mutually exclusive segments are combined. In the second
phase, the remaining items are used to build a new bin. During the execution of
the algorithm, the exon shuffling crossover operations are run on the GPU.

The Mutation operator: enables new solutions using the current optimal solution.
In this study, the mutation operator works based on the predefined mutation
ratio. The number of groups chosen change depending on the population size and
mutation ratio. The mutation operator works on a number of groups computed
as multiplication of population size and the mutation ratio and select a number
of groups randomly. The items of the selected groups are removed from the
current solution list and they are added to remaining item list. At then end of
mutation process, items in the remaining item list are inserted back to groups
in the solution list using BFD algorithm.

Inversion operator: is applied to increase the transfer probability of fitter gene
pair to the next generation. At the beginning of process, selected groups are
interchanged [6]. The upcoming crossover and mutation operators take place on
these interchanged sets. The inversion operator provides an increased opportu-
nity for promising future generations without changing the item list during the
operation.
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Fitness function: gives us a value that is based on an equation defined by
Falkenauer given below:

FF =
nb
∑

i=1

(

Fi

c

)k

(1)

There are different approaches to compute a fitness value in order to lead
choice procedure. Some of the approaches to calculate fitness value increase the
solution space by keeping suboptimal solutions. From the other side if we only
prefer to use group size as the fitness value, better solutions can be discarded.
As a result, the choice of fitness function (FF) requires additional caution. nb is
the number of bins, Fi is the sum of weights of the elements packed into the bin
i (i = 1 ,..., nb), c is the bin capacity, and k is a heuristic exponential factor.
The value k expresses a concentration on the almost full bins in comparison to
less filled ones. Falkenauer used k = 2 but Stawowy reported that k = 4 gives
slightly better results therefore, we prefer the second value [15].

For calculating the fitness values of each chromosome, we prefer to have an
enough block size division of size of population by 64 and 64 threads. So every
chromosome’s fitness value is calculated by concurrent blocks and threads. Com-
munication between host and device has a price. Since item weights are constant
values, it doesn’t need to transfer back from device to host. But the population
is needed to transfer from the device to host after the initial generation on the
device for the truncating and adding BFD to the population. After these func-
tions we need to transfer the population back again to the device to find slacks.
For crossover, mutation and calculating fitness values, the population is trans-
ferred to the device again. Finally after the last function in the last generation
on GPU, we transfer it back to host for validating and displaying the results.
At that time we no longer need the Random Numbered Arrays, item values and
population on the device. So, the final operation takes place on the device is to
free the memory they are occupied on GPU.

For the mutation and generation of initial population, we need to generate
integer random numbers. We use CURAND library of GPU side for this process.
A basic generation of CURAND is used in our study. We send the state pointers
to kernels to make the states ready for the generation-kernels. In this study, we
use two different generation states to have completely different two 1000-element
arrays. One of them generated by MTGP32 pseudorandom sequence generator
which is an NVIDIA’s adaption of an algorithm proposed by Saito et al. [13].
The other state we used is CURAND’s default state which generates an array of
pseudorandom numbers greater than 2190. Kernel Concurrency and Host-Device
Memory Copy Concurrency are used to do asynchronous operation for generation
of two distinct random numbered arrays. Three streams are created totally in
this step. First two of three are used for the generation, and the last one is used
for asynchronous memory copy of item weights from host to device. These three
operations are completely independent and run asynchronously.

An initial population is generated with the random numbered arrays for the
proposed algorithm. After allocation enough memory on the device the kernel
which executes the generation procedure, is launched. After the generation of



1D-BPP 55

each chromosome, the population array is filled with the chromosomes resident
on the device memory.

Generating an initial population that is larger than the population that you
will be working on by executing generations and pruning its size by selecting
the fittest individuals is a very effective way for GA. With this method, it is
possible to start with a higher quality population. This is called truncation. In
our proposed algorithm, we applied this method on GPU. A number of random
individuals are generated on the GPU and sent to CPU memory. CPU side
code selected the best individuals by pruning the all initial population with a
truncation ratio. The high-quality population is sent back to the GPU to be
improved through the generations.

BFD is one of the simplest and high performance algorithms for solving the
1D-BPP. In our proposed algorithm, crossover and mutation operators use a
BFD heuristic to reinsert the remaining items [4].

3 Performance Evaluation of Experimental Results

The PC used during the experiments has Intel Core i5-2467M CPU 1.60 GHz
with 4 cores, 4 GB Memory (RAM), 64 bit Windows 7 Operating System, and
EVGA NVIDIA GeForce GTX 750 Ti GPU (a mid-sized GPU designed for both
gaming and computing environment).

Four different sets of problem instances are used during the experiments. The
problem instances are set 1, set 2, set 3 [14] and hard28 [16] (Table 1).

Launching a kernel with N Blocks contains one Thread in each, equals to
launching with one Block contains N Thread in terms of generating N software
depended parallel processes. But execution times of each can be different for
each configuration therefore, we set the best block and thread sizes to have a
reasonable execution time.

The results of (near-)optimal population size for the Set 1 data set are pre-
sented in Table 2 (Bold face numbers are selected as the optimal solution, 80 indi-
viduals). # of Optimal Solutions shows the amount of optimal solution with com-
paring every instance with given optimal solutions for each data set instances.
Total Number of Extra Bins shows the summation of extra bins which is calcu-
lated by subtracting found best solution, which is group/bin number required to
pack all items, with the best solution for each data set instances. It is observed

Table 1. Information about the problem instances

problem # instances item weights bin capacity (c) # items (n)
instance

set 1 720 [1,100] {100, 120, 150} {50, 100, 200, 500}

set 2 480 [3, 9] items at each bin 1,000 {50, 100, 200, 500}

set 3 10 [20,000, 35,000] 100,000 200

hard28 28 [1, 800] 1,000 {160, 180, 200}
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Table 2. The effect of changing population size for Set 1 data set (# of generations is
40, truncate ratio is 20, mutation ratio is 0.2, inversion ratio is 0.2)

population size # of optimal solutions # of extra bins execution time (sec.)

20 574 212 1239.00

40 584 174 1374.57

60 612 117 1570.78

80 622 102 1696.64

100 614 108 1701.86

150 613 110 2233.97

300 611 611 3712.35

that increase in population size has a limited effect on number of optimal solu-
tions when number of generations is constant. The optimal number of population
is selected for the remaining problem sets as it is performed on Set 1.

After finding the best population size for the algorithm, we performed tests
on the number of generations to observe how it effects the solution quality and
execution time of the algorithm. When we run the algorithm for this given set up
on Set 1 data set, number of optimal solutions stays as 619 after the number of
generation 40 and so the total number of extra bins required stays unchanged as
expected. Additionally, execution time increases with the number of generations.
The results for the Set 1 data set with each Number of Generations between 20
and 300 are presented in Table 3.

Mutation and inversion ratios correspond to the size of the array that will
be generated in mutation and inversion processes. We tried to select the most
effective ratios to find (near-)optimal solutions. The number of optimal solutions
has an increasing pattern for Set 1 and Set 2 data sets. Additionally, an optimal
number of solution 5 and extra number of bins 23 are found as a result for hard28
data set.

Table 3. The effect of changing the number of generations for Set 1 data set (# of
population is 80, truncate ratio is 20, crossover ratio is 0.5, mutation ratio is 0.2, and
inversion ratio is 0.2)

# of generations # of optimal solutions # of extra bins execution time (sec.)

20 611 118 1038.01

40 619 107 1282.00

60 619 107 1457.57

80 619 107 1832.35

100 619 107 2205.55

150 619 107 3150.46

300 619 107 6171.10
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Table 4. Comparisons between CPU and GPU implementation for Set 1 data set

population CPU-based GPU-based CPU GPU speed-up
size exec.time exec.time solutions solutions ratio

20 4852 773 547 571 6.28

40 5907 835 547 585 7.07

60 8296 927 547 610 8.95

80 10387 999 547 612 10.40

100 12897 1014 547 613 12.72

Table 5. Comparisons between CPU and GPU implementation for hard28 data set

population size CPU-based exec.time GPU-based exec.time speed-up ratio

20 148 10.92 13.56

40 193 24.38 7.92

60 290 30.67 9.46

80 394 30.85 12.77

100 486 31.40 15.48

150 726 22.75 31.91

300 1434 21.58 66.47

The results of the comparisons made on problem Set 1 are presented in
Table 4 for both CPU and GPU-parallel versions. Increasing the Population Size
causes increase in the execution time for both CPU and GPU versions. The last
column of Table 4 shows the Speed-Up Ratio. There is a constant increase in
the Speed Up Ratio. For the data set 1, we have not only better solutions but
have a speed up nearly 12 times approximately. In addition to that increase in
the Population Size it does not have any effect on CPU implementation. The
most important reason of this is to have a well distributed random generation of
integers which provides us a wider search space of chromosomes and its groups.

Table 5 presents the speed-up performance of the proposed algorithm for
the hard28 problem instances. The speed-up ratio is observed to be 66.47 for
the problem set. The 1D-BPP-CUDA algorithm terminates the execution of the
generations when it finds the optimal solution of the problem instance otherwise,
it continues to search the solution space through larger number of generations.
Therefore, the speed-up value of the algorithm is observed to be the highest on
the problem set hard28 where obtained number of optimal solutions is less than
the other problem sets and the number of generations are performed much more
than the other problem sets.

As shown in the results, our algorithm both improves the solution quality
while reducing the execution time even for a large population size and number of
generations. In this section we compare our proposed algorithm with state-of-the-
art algorithms in literature. Hard28 data set, one of the well known and widely
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Table 6. Comparing the solution quality of GPU parallel 1D-BPP-GGA-CUDA algo-
rithm with state-of-the-art algorithms on the hard28 data set

Algorithm # of optimal solutions Time (ms.)

BFD 2 2.3

MBS
′

2 3.6

MBS 3 4.2

B2F 4 3.6

FFD 5 2.2

SAWMBS
′

5 129.9

Pert-SAWMBS 5 6,946.4

Parallel Exon-MBS-BFD 5 5,341.0

1D-BPP-CUDA 5 7,023.6

preferred data set in BPP, is used for the comparisons [4]. See Table 6 for the
results. This comparison may seem unfair however, we have parallel, sequential,
GA and single solution versions of solutions in the same table. Yet, it may give
a hint about execution times. A fair comparison can be made between Parallel
Exon-MBS-BFD algorithm and our proposed 1D-BPP-CUDA algorithm.

With the (near-)optimal parameter settings of the 1D-BPP-GGA-CUDA
algorithm, 84.57 % of the problem instances are solved optimally and the solu-
tions found for each of the remaining problem instances produced only a single
extra bin, which can be considered as high performance when compared with
the sate-of-the-art algorithms.

4 Conclusions and Future Work

In this study, we propose a scalable heterogeneous computation based algorithm
(1D-BPP-CUDA) that take advantage of CUDA, evolutionary grouping genetic
metaheuristics, and bin-oriented heuristics to obtain high quality solutions for
large scale 1D-BPP instances. A total number of 1,238 benchmark problems are
examined with the proposed algorithm and it is shown that optimal solutions for
84.57 % of the problem instances can be obtained within practical optimization
times while solving the rest of the problems with no more than one extra bin
(250 additional bins in total). In addition to the higher solution quality, we have
a speed-up of 66.47 times depending on the examined data set. When the results
are compared with the existing state-of-the-art heuristics, the developed parallel
hybrid grouping genetic algorithms can be considered among the best 1D-BPP
algorithms in terms of computation time and solution quality.
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Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.

The images or other third party material in this chapter are included in the work’s
Creative Commons license, unless indicated otherwise in the credit line; if such mate-
rial is not included in the work’s Creative Commons license and the respective action
is not permitted by statutory regulation, users will need to obtain permission from the
license holder to duplicate, adapt or reproduce the material.
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Abstract. ABC analysis is a well-established categorization technique
based on the Pareto Principle which dispatches all the items into three
predefined and ordered classes A, B and C, in order to derive the maxi-
mum benefit for the company. In this paper, we present a new approach
for the ABC Multi-Criteria Inventory Classification problem based on
the Artificial Bee Colony (ABC) algorithm with the Multi-Criteria Deci-
sion Making method namely VIKOR. The ABC algorithm tries to learn
and optimize the criteria weights, which are then used as an input para-
meters by the method VIKOR. The MCDM method generates a ranking
items and therefore an ABC classification. Each established classification
is evaluated by an estimation function, which also represents the objec-
tive function. The results of our proposed approach were obtained from
a widely used data set in the literature, and outperforms the existing
classification models from the literature, by obtaining better inventory
cost.

Keywords: ABC multi-criteria inventory classification · Hybrid model ·
Artificial Bee Colony · VIKOR

1 Introduction

The ABC analysis is a popular and widely used technique for the inventory
classification problem and categorizes inventory items into three groups: A, B,
or C based on some criteria in order to establish appropriate levels of control
over each group.

For some time now, several metaheuristics have been deployed to tackle the
MCIC problem. Tsai and Yeh [31] uses the particle swarm optimization technique
and presents an inventory classification algorithm that simultaneously search the
optimum number of inventory classes and perform classification, while Moham-
maditabar et al. deploys the simulating annealing method [24] and proposes an
integrated model to categorize the items and at the same time find the best
policy. Saaty [30] has developed the Analytic Hierarchy Process (AHP) method,
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which has been widely deployed by some researchers to tackle the MCIC prob-
lem [4,7,8,27,28]. Other researchers [12,14,15] used a fuzzy version of the AHP
method (FAHP). Lolli et al. [22] established a multi-criteria classification model
called AHP-K-Veto, based on the AHP method and the K-means algorithm.
Bhattacharya et al. [3] developed a model which combines Topsis (Technique
for Order Preferences by Similarity to the Ideal Solution) with AHP method in
order to generate a ranking items and then an ABC classification. Chen et al.
[6] proposed an alternative approach to MCIC problem by using Topsis and two
virtual items. Guvenir and Erel [9] developed a method that uses the generic
algorithm for the sake of learning criteria weight, and established cut-off points
between the classes A-B and B-C, in order to generate a classification of items.
Then they showed in a second study [10] that their method based on genetic
algorithm gives better performance than the AHP method. Al-Obeidat et al. [1]
proposed an hybrid model which combine Differential Evolution method with the
PROAFTN method, by using the evolutionary algorithm to inductively obtain
PROAFTN’s parameters from data to achieve a high classification accuracy. Liu
et al. [21] combined the methods of Electre III and the simulating annealing
to deal with the compensatory effect of the items against criteria and opted
for grouping criteria. A new MCDM method of Evaluation based on Distance
from Average Solution (called EDAS) [19] is introduced by calculating the best
alternative according to the distance from positive and negative solutions.

To the best of our knowledge, the Artificial Bee Colony algorithm [16–18] and
the VIKOR method [23,26,32] were not used to solve the ABC MCIC problem.
In this paper, we present a new hybrid approach based on these two methods,
which attempt to combine the main advantages of each used method. In our
approach, the multi-criterion decision problem is modeled by using Vikor model
whose parameters are tuned by using a bee colony optimization algorithm. Each
established classification is evaluated by using an estimation function based on
the inventory cost and the fill rate service level [2], which also represents the
objective function of our model, by minimizing the classification cost.

The rest of the paper is organized as follows. In Sect. 2, the ABC algorithm
and the VIKOR method are briefly presented. We also describe our proposed
hybrid optimization model by adapting the ABC algorithm to be in compliance
with the constraints of the problem. Section 3 presents the experimental results
and a comparative numerical study with some models from the literature, based
on a widely used dataset. We end this paper with a conclusion and discussion
regarding future research.

2 The Proposed Work

2.1 Artifical Bee Colony Algorithm

The Artificial Bee Colony optimization algorithm which belongs to the family of
evolutionary algorithms is based on a particular intelligent behavior of swarms
bees. This approach is inspired by the real behaviors of the bees in their food
research and how to share the information on the location of these food sources
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with other bees from the hive. The method classify the artificial bees into three
distinct groups with specific tasks for each category of bees (employed bees,
onlookers and scouts). More explicitly, the ABC algorithm is defined by the
following steps:

• Initialization: We begin by generating randomly the initial population in the
search space following this equation:

uj = xmin
j + rand[0, 1](xmax

j − xmin
j ) (1)

Where xmin
j and xmax

j represent the bounds of the search space and rand[0, 1]
generates a random number between 0 and 1. Each employed bee evaluate the
nectar amount of a food source corresponding to the quality (Fitness) of the
associated solution, by:

Fitness(i) =
1

FObjective(i)
(2)

Where FObjective represents the objective function used in our approch.
• Moving onlooker bees: The onlookers choose a food source according to the

probability value associated with this food source, denoted Pi and calculated
by the following expression:

Pi =
Fitness(i)

∑SN

n=1 Fitness(n)
(3)

where SN is the number of food sources equal to the number of employed
bees. The onlooker bee selects a food source and then evaluates its amounts
of nectar. Then, the bee moves according to the following formula:

vij = xij + φij(xij − xkj) (4)

Where k ∈ [1, 2, ..., SN ] and j ∈ [1, 2, ..., D] are randomly chosen indexes.
Although k is determined randomly, it has to be different from i. φij is a
random number between [−1, 1]. It controls the production of neighbor food
sources around xij .

• Moving scout bees: If the values of the fitness function of employed bees
are not improved for a predetermined number of iterations (Limit), these food
sources are abandoned, and the bee that is in this area will move randomly
to explore other new food sites, hence the conversion of employed bee to the
scout bees. The movement is done by this following equation:

vij = vmin
ij + rand[0, 1](vmax

ij − vmin
ij ) (5)

At each iteration, the solution having the best value of the Fitness function
and the position of the food source found by bees are saved. All these steps
are repeated for a predefined number of iterations or until a stopping criterion
is satisfied.
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2.2 VIKOR

Starting with criteria weights, the VIKOR method operates in order to obtain a
compromise ranking-list, as well as the compromise solution, and determines the
weight stability intervals for preference stability of the compromise solution. The
basic idea of this MCDM method is that the ranking items is based on an index,
computed from the measure of “closeness” to the “ideal” solution [23,26,32].

We consider that the value of the ith criterion function for the alternative aj

is denoted fij and the alternatives are denoted a1, a2, ..., aJ , with n as the total
number of criteria. f∗

i and f−
i represents the best and the worst values of all

criterion functions, and B and C represent respectively the sets of benefit and
cost criteria. The VIKOR method use the following Lp −metric as an aggregate
function:

Lp,j =

{

n
∑

i=1

[(wj(f
∗
i − fij)/(f∗

i − f−
i )]p

}
1

p

1 ≤ p ≤ ∞; j = 1, 2, ..., J. (6)

f∗
i = {(maxj{fij}|j ∈ B,minj{fij}|j ∈ C)} (7)

f−
i = {(minj{fij}|j ∈ B,maxj{fij}|j ∈ C)} (8)

The next step consists of calculating the three measures S, R and Q (VIKOR
Index) of compromise ranking method VIKOR and sort all the alternatives
according to these 3 ordered lists:

Sj =
n
∑

i=1

wj(f
∗

i − fij)/(f∗

i − f−

i
) (9)

Rj = maxi

[

(wj(f
∗

i − fij)/(f∗

i − f−

i
)
]

(10)

Qj = v(Sj − S∗)/(S−
− S∗) + (1 − v)(Rj − R∗)/(R−

− R∗)

S∗ = minj Sj , S− = maxj Sj , R∗ = minj Rj , R− = maxj Rj . (11)

wi are the criteria weights and v represents a factor used by the decision maker
and reflects the weight of the strategy of “the maximum group utility”. By
convention, this factor v is set to 0.5. Once the VIKOR indexes Qj , Sj and Rj

are calculated, it only remains to sort all the alternatives in decreasing order
of the values S, R and Q, for the purpose of obtaining three ranking lists. The
VIKOR algorithm proposes as a compromise solution, for given criteria weights,
the alternative (a′), which is the best ranked by measure Q, if a two conditions
are satisfied [26].

2.3 A New Hybrid Approach for ABC MCIC

We present our proposed hybrid approach developed for the ABC MCIC prob-
lem. First, we describe the adjustments made to the Artificial Bee Colony algo-
rithm, in order to comply with the constraints of the problem. The ABC algo-
rithm initializes a population of solutions where each solution has D parameters.
These parameters are generated respectively according to the Eqs. 1 and 5 and
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each vector represents a candidate solution for the optimization problem. But,
given that the sum of these generated value may be different from 1, we used a
generation procedure of initial solutions to adjust these values according to the
constraints of VIKOR method, using the following equation:

xi,j = xmax − rand

[

0,
[

xmax −

D
∑

t=1

xi,t

]

]

(12)

This formulation ensures whenever the sum of the solution parameters is equal
to 1. When the onlooker bee move (Eq. 4), the mutation operation of ABC
algorithm must be adapted, because the values of the generated solution can
overflow the search space. To address this ambiguity, we calibrated the values so
that the parameters are still within the range of our required search space:

Xi,j =

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

0 if Xi,j < 0

1 if Xi,j > 1

Xi,j otherwise.

(13)

This adjustment values can still generate values that their sum is not equal
to 1. In this sense, we proceeded to the normalization of the vector to achieve a
unitary sum, using the following equation:

Xi,j =
Xi,j

∑D

z=1 Xi,z

(14)

Once these solutions are generated by the ABC algorithm, they will be con-
sidered by the VIKOR method as an input parameters, to calculate a score for
each item, establish a total ranking items and consequently generate an ABC
classification (according to the 20 %–30 %–50 % ABC distribution).

3 Experimental Results

To evaluate the performance of our proposed hybrid approach in the ABC MCIC
problem, we consider a data set provided by an Hospital Respiratory Therapy
Unit (HRTU). This data set has been widely used in the literature and contains
47 inventory items evaluated in terms of three criteria. This data set is displayed
in the Table 1. The ABC classification results of the existing ABC classification
models (R model [29], ZF model [33], Chen model [5], H model [11], NG model
[25], ZF-NG model [20] and ZF-H model [13]) and our model are showed also
in Table 1. Note that all the established classifications respect the same ABC
distribtion, with 10 items in the class A, 14 items in the class B and 23 items
in the class C. We clearly observe that our proposed approach provides a more
efficient classification cost (833.677) than all other models presented from the
literature, with a good Fill Rate (0.972) reflecting a good classification.
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Table 1. Our approach vs existing classification models

Item ADU AUC LT R [29] ZF [33] Chen [5] H [11] NG [25] ZF-NG ZF-H ABC-Vikor

[20] [13]

1 5840.64 49.92 2 A A A A A A C C

2 5670 210 5 A A A A A A A A

3 5037.12 23.76 4 A A A A A A A C

4 4769.56 27.73 1 B C B A A B B C

5 3478.8 57.98 3 B B B A A A A C

6 2936.67 31.24 3 C C B B A B B C

7 2820 28.2 3 C C B B B B B C

8 2640 55 4 B B B B B B A B

9 2423.52 73.44 6 A A A A A A A A

10 2407.5 160.5 4 B A A A A A A A

11 1075.2 5.12 2 C C C C C C A C

12 1043.5 20.87 5 B B B B B B B C

13 1038 86.5 7 A A A A A A A A

14 883.2 110.4 5 B A B A B A A A

15 854.4 71.2 3 C C C C C C B B

16 810 45 3 C C C C C C B C

17 703.68 14.66 4 C C C C C C C C

18 594 49.5 6 A A B B B B B B

19 570 47.5 5 B B B B B B B B

20 467.6 58.45 4 C B C C C C B B

21 463.6 24.4 4 C C C C C C C C

22 455 65 4 C B C C C C B B

23 432.5 86.5 4 C B C B B B B A

24 398.4 33.2 3 C C C C C C C C

25 370.5 37.05 1 C C C C C C C C

26 338.4 33.84 3 C C C C C C C C

27 336.12 84.03 1 C C C C C C C C

28 313.6 78.4 6 A A A B B A B A

29 268.68 134.34 7 A A A A A A A A

30 224 56 1 C C C C C C C C

31 216 72 5 B B B B B B B A

32 212.08 53.02 2 C C C C C C C C

33 197.92 49.48 5 B B B B B B C B

34 190.89 7.07 7 A B A B B B C B

35 181.8 60.6 3 C C C C C C C B

36 163.28 40.82 3 C C C C C C C C

37 150 30 5 B B B C C C C B

38 134.8 67.4 3 C C C C C C C B

39 119.2 59.6 5 B B B B B B C B

40 103.36 51.68 6 B B B B B B C A

41 79.2 19.8 2 C C C C C C C C

42 75.4 37.7 2 C C C C C C C C

43 59.78 29.89 5 B C C C C C C B

44 48.3 48.3 3 C C C C C C C C

45 34.4 34.4 7 A B A B B B B B

46 28.8 28.8 3 C C C C C C C C

47 25.38 8.46 5 B C C C C C C C

Classification cost 927.517 945.357 958.143 999.892 1011.007 985.599 971.018 833.677

Fill Rate 0.986 0.984 0.988 0.99 0.991 0.989 0.989 0.972
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4 Conclusions

In this paper, we present a new hybrid approach for ABC MCIC problem. The
main contribution of the proposed work is to exploit the efficiency of the ABC
algorithm and the method VIKOR on a hybrid manner, to classify the inventory
items based on objective weights and to reduce the inventory cost. A comparison
has been made between the proposed approach and some existing methods and
showed the good performance of the proposed method that outperforms some
models from the literature. The idea of combining these two methods in our
approach can be easily applied to general multi-criteria classification problems,
not just the ABC MCIC problem. To extend this research, it would be interesting
to assess the benefits of applying our model empirically using larger datasets.

Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.

The images or other third party material in this chapter are included in the work’s
Creative Commons license, unless indicated otherwise in the credit line; if such mate-
rial is not included in the work’s Creative Commons license and the respective action
is not permitted by statutory regulation, users will need to obtain permission from the
license holder to duplicate, adapt or reproduce the material.
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9. Güvenir, H.A.: A genetic algorithm for multicriteria inventory classification. In:
Artificial Neural Nets and Genetic Algorithms, pp. 6–9. Springer, Vienna (1995)

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


70 H. Cherif and T. Ladhari

10. Guvenir, H.A., Erel, E.: Multicriteria inventory classification using a genetic algo-
rithm. Eur. J. Oper. Res. 105(1), 29–37 (1998)

11. Hadi-Vencheh, A.: An improvement to multiple criteria abc inventory classification.
Eur. J. Oper. Res. 201(3), 962–965 (2010)

12. Hadi-Vencheh, A., Mohamadghasemi, A.: A fuzzy ahp-dea approach for multiple
criteria abc inventory classification. Expert Syst. Appl. 38(4), 3346–3352 (2011)

13. Kaabi, H., Jabeur, K.: A new hybrid weighted optimization model for multi criteria
ABC inventory classification. In: Abraham, A., Wegrzyn-Wolska, K., Hassanien,
A.E., Snasel, V., Alimi, A.M. (eds.) AECIA 2015. AISC, vol. 427, pp. 261–270.
Springer, Heidelberg (2016). doi:10.1007/978-3-319-29504-6 26

14. Kabir, G.: Multiple criteria inventory classification under fuzzy environment. Int.
J. Fuzzy Syst. Appl. (IJFSA) 2(4), 76–92 (2012)

15. Kabir, G., Hasin, M.: Multiple criteria inventory classification using fuzzy analytic
hierarchy process. Int. J. Ind. Eng. Comput. 3(2), 123–132 (2012)

16. Karaboga, D., Akay, B.: A comparative study of artificial bee colony algorithm.
Appl. Math. Comput. 214(1), 108–132 (2009)

17. Karaboga, D., Basturk, B.: On the performance of artificial bee colony (ABC)
algorithm. Appl. Soft Comput. 8(1), 687–697 (2008)

18. Karaboga, D., Gorkemli, B., Ozturk, C., Karaboga, N.: A comprehensive survey:
artificial bee colony (abc) algorithm and applications. Artif. Intell. Rev. 42(1),
21–57 (2014)

19. Ghorabaee Keshavarz, M., Zavadskas, E.K., Olfat, L., Turskis, Z.: Multi-criteria
inventory classification using a new method of evaluation based on distance from
average solution (edas). Informatica 26(3), 435–451 (2015)

20. Ladhari, T., Babai, M., Lajili, I.: Multi-criteria inventory classification: new con-
sensual procedures. IMA J. Manag. Math., dpv003 (2015)

21. Liu, J., Liao, X., Zhao, W., Yang, N.: A classification approach based on the
outranking model for multiple criteria abc analysis. Omega (2015)

22. Lolli, F., Ishizaka, A., Gamberini, R.: New AHP-based approaches for multi-criteria
inventory classification. Int. J. Prod. Econ. 156, 62–74 (2014)

23. Mardani, A., Zavadskas, E.K., Govindan, K., Amat Senin, A., Jusoh, A.: Vikor
technique: a systematic review of the state of the art literature on methodologies
and applications. Sustainability 8(1), 37 (2016)

24. Mohammaditabar, D., Ghodsypour, S., O’Brien, C.: Inventory control system
design by integrating inventory classification and policy selection. Int. J. Prod.
Econ. 140(2), 655–659 (2012)

25. Ng, W.L.: A simple classifier for multiple criteria abc analysis. Eur. J. Oper. Res.
177(1), 344–353 (2007)

26. Opricovic, S.: Multicriteria optimization of civil engineering systems. Fac. Civil
Eng. Belgrade 2(1), 5–21 (1998)

27. Partovi, F., Burton, J.: Using the analytic hierarchy process for ABC analysis. Int.
J. Oper. Prod. Manag. 13(9), 29–44 (1993)

28. Partovi, F., Hopton, W.: The analytic hierarchy process as applied to two types of
inventory problems. Prod. Invent. Manag. J. 35(1), 13 (1994)

29. Ramanathan, R.: Abc inventory classification with multiple-criteria using weighted
linear optimization. Comput. Oper. Res. 33(3), 695–700 (2006)

30. Saaty, T.: The Analytical Hierarchy Process: Planning, Setting Priorities, Resource
Allocation. McGraw-Hill, New York (1980)

http://dx.doi.org/10.1007/978-3-319-29504-6_26


A Novel Multi-criteria Inventory Classification Approach 71

31. Tsai, C.Y., Yeh, S.W.: A multiple objective particle swarm optimization approach
for inventory classification. Int. J. Prod. Econ. 114(2), 656–666 (2008)

32. Yazdani, M., Graeml, F.R.: Vikor and its applications: a state-of-the-art survey.
Int. J. Strat. Dec. Sci. (IJSDS) 5(2), 56–83 (2014)

33. Zhou, P., Fan, L.: A note on multi-criteria abc inventory classification using
weighted linear optimization. Eur. J. Oper. Res. 182(3), 1488–1491 (2007)



Android Malware Classification by Applying

Online Machine Learning
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Abstract. A malware is deployed to execute malicious activities in the
compromised operating systems. The widespread use of android smart-
phones with high speed Internet and permissions granted to applications
for accessing internal logs provides a favorable environment for the exe-
cution of unauthorized and malicious activities. The major risk and chal-
lenge lies along classification of a large volume and variety of malware. A
malware may evolve and continue to hide its malicious activies against
security systems. Knowing malware features a priori and classification of
a malware plays a crucial role at defending the safety and liability critical
user’s information. In this paper, we study android malware activities,
features and apply online machine learning algorithm to classify a new
android malware. We extract a fairly adequate set of malware features
and we evaluate a machine learning based classification method. The run-
time model is built and it can be implemented to detect variants of an
android malware. The metrics illustrate the effectiveness of the proposed
classification method.

1 Introduction

According to Internet Security Report, 1.4 billion smartphones were sold in 2015
and 83,3 % phones were running Android, [1]. Their users may save information
about their personal identities, online payment system access and user’s cre-
dentials. Malware authors, cyber criminals aim to steal these information via
the distribution and installation of android applications. Overall, 3.3 million
applications were classified as malware in 2015. Malware authors deliver this
large variety and volume of malicious software by using advanced obfuscation
techniques. Therefore, behavior-based malware analysis and classification of a
malware sample to its original family plays a crucial and timely role at taking
security and protection counter measures.

Android is a complete operating system that uses Android application (app)
package (APK) for distribution and installation of mobile apps. APK file con-
tains components which share a set of resources like database, preference, files,
classes compiled in the dex file format, etc., App components are divided in
four categories: activities handling the user interaction; services carrying out
background tasks; content providers managing app’s data; broadcast receivers

c© The Author(s) 2016
T. Czachórski et al. (Eds.): ISCIS 2016, CCIS 659, pp. 72–80, 2016.
DOI: 10.1007/978-3-319-47217-1 8
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Table 1. List of system commands and command’s execution frequency by our malware
test set

Command Description Frequency

/system/bin/cat (i.e. cat) display files 33

logCat reads the compressed logging files and
outputs human-readable messages

13

ping verifies IP-level connectivity by using
ICMP

6

chmod used to change the permissions of files
or directories

4

ln creates a link to an existing file 3

mount attaches additional filesystem 2

echo outputs text to the screen or a file 2

su used to execute commands with the
privileges of another account

2

id print user ID and group ID of the
current user

2

assuring communications between components, app’s, even more Android OS.
The manifest declares the app’s components and how they interact. Also user
permissions required by the apps are placed in the manifest file. Android is a
privilege-separated operating system, in which each application runs with a dis-
tinct system identity (Linux user ID and group ID). Parts of the system are also
separated into distinct identities. Linux thereby isolates applications from each
other and from the system.

Several commands can be used to infect Android devices. For example, Cat
command, i.e., System/bin/cat displays files in the system and it can be executed
for malicious purposes. The command-line tool LogCat can be used for viewing
the internal logs. Log messages may include privacy-related information. An app
can access the log file by giving every app the READ LOGS permission with aid
of the chmod command. The list of commands is described in Table 1.

In line with the emerging market of android smartphones, detection and clas-
sification of its malware has attracted a lot of attention. Static analysis of the exe-
cutables by using commands, and modelling of malware features by using permis-
sions and API calls is presented for the detection of a malware in [2,3]. K-means
algorithm for clustering and a decision tree learning algorithm for classification
of a malware is presented by monitoring various permission based features and
events extracted from applications in [4]. A learning model database is obtained
by collecting the extracted features and N-gram signatures are created in [5]. Text
mining and information retrieval is applied for the static analysis of a malware in
[6]. In [7], a heuristics approach by using 39 different behaviour flags such as Java
API calls, presence of embedded executables and code size is developed to deter-
mine whether an application is malicious or not. A deep learning for automatic
generation of malware signature is studied to detect a majority of new variants
of a malware in [8]. And, a detection model is trained with the information gath-
ered via the communication among components. A security framework has been
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deployed by an European project called NEMESYS for gathering and analyzing
information about the nature of cyber-attacks targeting mobile devices and pre-
sented a model-based approach for detection of anomalies [9–11].

The paper is organized as follows: In Sect. 2, we present the selected features.
In Sect. 3, we implement online machine learning algorithm to the classification
of malware samples and we evaluate the results. Finally, we conclude our paper.

2 Feature Set

Cuckoo Sandbox is an open source analysis system and relies on virtualization
technology to run a given file, [12]. It can analyze both executable and non-
executable files and monitor the run-time activities. In this study, we extracted

Table 2. Features and their types

Feature category Type Value

commands String /system/bin/cat

services String com.houseads.AdService,

com.applovin.sdk.AppLovinService,’

fingerprint String getSimCountryIso, getDeviceId, getLine1Number

permissions String INTERNET, ACCESS NETWORK STATE,

READ PHONE STATE, GET ACCOUNTS

data leak String getAccounts

file accessed String /proc/net/if inet6, /proc/meminfo ...

httpConnections String http://houseads.eu/ads/new user.php?id=147
&im= 351451208401216 &l=en&c=us&bm
=Nexus+5&bv=4.1.2&v=4.2&ct=UMTS
&a=null&ts=04032016070451&m=&s=16

send sms Boolean FALSE

receive sms Boolean FALSE

read sms Boolean FALSE

call phone Boolean FALSE

ap execute shell commands Boolean TRUE

app queried account info Boolean TRUE

app queried installed apps Boolean FALSE

app queried phone number Boolean TRUE

app queried private info Boolean FALSE

app recording audio Boolean FALSE

app registered receiver runtime Boolean TRUE

app uses location Boolean FALSE

embedded apk Boolean FALSE

is dynamic code Boolean TRUE

is native code Boolean FALSE

is reflection code Boolean TRUE

http://houseads.eu/ads/new
http://houseads.eu/ads/new
http://houseads.eu/ads/new
http://houseads.eu/ads/new
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Table 3. Top 20 requested permissions

Permissions Frequency

INTERNET 867

READ PHONE STATE 826

WRITE EXTERNAL STORAGE 764

ACCESS NETWORK STATE 744

SEND SMS 565

INSTALL SHORTCUT 535

ACCESS WIFI STATE 524

WAKE LOCK 473

RECEIVE BOOT COMPLETED 420

VIBRATE 382

RECEIVE SMS 348

GET TASKS 337

WRITE SETTINGS 306

READ SMS 285

ACCESS COARSE LOCATION 281

READ SETTINGS 278

CHANGE WIFI STATE 277

ACCESS FINE LOCATION 270

CALL PHONE 215

SYSTEM ALERT WINDOW 182

the most significant and distinguishing behavioral features from the Cuckoo’s
analysis report. The list of android malware features is given in Table 2. The
permissions requested by the applications are ranked according to their persis-
tency in Table 3.

3 Implementation

The testing malware dataset is obtained from “VirusShare Malware Sharing
Platform” ([13]), which provides a huge amount of different type malware includ-
ing PE, HTML, Flash, Java, PDF, APK etc. All experiments were conducted
under the Ubuntu 14.04 Desktop operating system with Intel(R) Core(TM)
i5-2410M@2.30 GHz processor and 2 GB of RAM. The analysis with 5 guest
machines took 5 days to analyze approximately 2000 samples. For labeling mal-
ware samples, we used Virustotal, an online web-based multi anti-virus scanner,
[14]. The malware classes along their class-specific measures are given in Table 4.
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Table 4. Malware families and their class-specific measures

Family Code # Recall Specificity Precision Balanced
accuracy

android.trojan.fakeinst 1 193 0.94 0.98 0.94 0.96

android.riskware.smsreg 2 104 0.67 0.99 0.86 0.83

android.trojan.agent 3 79 0.60 1.00 1.00 0.80

android.adware.gingermaster 4 74 0.67 0.99 0.80 0.83

android.adware.adwo 5 69 0.83 1.00 1.00 0.92

android.trojan.smssend 6 66 1.00 0.84 0.35 0.92

android.trojan.smskey 7 48 0.25 1.00 1.00 0.63

android.adware.utchi 8 45 1.00 1.00 1.00 1.00

android.trojan.clicker 9 37 1.00 0.99 0.75 0.99

android.adware.appquanta 10 34 1.00 1.00 1.00 1.00

android.adware.plankton 11 34 0.50 1.00 1.00 0.75

android.trojan.fakeapp 12 19 1.00 1.00 1.00 1.00

android.trojan.boqx 13 18 0.50 1.00 1.00 0.75

android.trojan.killav 14 17 1.00 1.00 1.00 1.00

android.riskware.tocrenu 15 14 0.50 1.00 1.00 0.75

android.exploit.gingerbreak 16 12 1.00 1.00 1.00 1.00

android.trojan.bankun 17 12 1.00 1.00 1.00 1.00

android.trojan.smsspy 18 11 1.00 1.00 1.00 1.00

3.1 Online Classification Algorithms

In general, an online learning algorithm works in a sequence of consecutive
rounds. At round t, the algorithm takes an instance xt ∈ R

d , d-dimensional
vector, as input to make the prediction ŷt ∈ {+1,−1} (for binary classification)
regarding to its current prediction model. After predicting, it receives the true
label yt ∈ {+1,−1} and updates its model (a.k.a. hypothesis) based on pre-
diction loss ℓ(yt, ŷt) meaning the incompatibility between prediction and actual
class. The goal of online learning is to minimize the total number of incorrect
predictions; sum(t : yt �= ŷt). Pseudo-code for generic online learning is given in
Algorithm-1.

3.2 Classification Metrics

To evaluate the proposed method, the following class-specific metrics are used:
precision , recall (a.k.a. sensitivity), specificity , balanced accuracy , and
overall accuracy (the overall correctness of the model). Recall is the probabil-
ity for a sample in class c to be classified correctly. On the contrary, specificity is
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Algorithm 1. Generic online learning algorithm

Input : wt=1 = (0, ..., 0)
1 foreach round t in (1,2,..,N) do

2 Receive instance xt ∈ Rd

3 Predict label of xt : ŷt = sign(xt.wt)
4 Obtain true label of the xt : yt ∈ {+1, −1}
5 Calculate the loss: ℓt

6 Update the weights: wt+1

7 end

Output: wt=N = (w1, ..., wd)

the probability for a sample not in class c to be classified correctly. The metrics
are given as follows:

precision =
tp

tp + fp
(1)

recall =
tp

tp + fn
(2)

specificity =
tn

tn + fp
(3)

balanced accuracy =
recall + specificity

2
=

1

2

(

tp

tp + fn
+

tn

tn + fp

)

(4)

accuracy =
correctly classified instances

total number of instances
(5)

For instance, consider a given class c. True positives (tp) refer to the number
of the samples in class c that are correctly classified while true negatives (tn)
are the number of the samples not in class c that are correctly classified. False
positives (fp) refer the number of the samples not in class c that are incorrectly
classified. Similarly, false negatives (fn) are the number of the samples in class
c that are incorrectly classified. The terms positive and negative indicate the
classifier’s success, and true and false denotes whether or not the prediction
matches with ground truth label.

3.3 Testing Accuracy Results

The accuracy of testing is computed subject to different value of regularization
weight parameter. The regularization weight parameter is denoted by C and
determines the size of weight change at each iteration. A larger value means a
possibility of a higher change in the updated weight vector and the model is
created faster. But as a consequence, the model becomes more dependent to the
training set and more susceptible to noise data. 10-fold cross-validation approach
is used. The class-wise results for the most successful algorithm (i.e. Confidence-
weighted linear classification in [15]) according to the different weight C are
given in Table 5.
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Table 5. Classification accuracy versus different regularization weight parameter

C = 1 C = 2 C = 3 C = 4 C = 5 C = 10 C = 100

0.81 0.83 0.84 0.89 0.80 0.78 0.76
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Fig. 1. Normalized confusion matrix

To analyze how well the classifier can recognize instance of different classes,
we created the confusion matrix as shown in Fig. 1. The confusion matrix dis-
plays the number of correct and incorrect predictions made by the classifier with
respect to ground truth (actual classes). The diagonal elements in the matrix
represent the number of correctly classified instances for each class, while the
off-diagonal elements represent the number of misclassified elements by the clas-
sifier. The higher the diagonal values of the confusion matrix are, the better the
model fits the dataset (higher accuracy in individual family prediction). Since
android.trojan.bankun family combines many functionalities executed also by
other families in our dataset, android.trojan.agent, android.trojan.smskey and
android.exploit.gingerbreak are incorrectly estimated as android.trojan.bankun.
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4 Conclusions

This paper addresses the challenge of classifying android malware samples by
using runtime artifacts while being robust to obfuscation. The presented classi-
fication system is usable on a large scale in real world due to its online machine
learning methodology. The proposed method uses run-time behaviors of an exe-
cutable to build the feature vector. We evaluated an online machine learning
algorithm with 2000 samples belonging to 18 families. The results of this study
indicate that runtime behavior modeling is a useful approach for classifying an
android malware.
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Abstract. The presented paper addresses problem of evaluation of deci-
sion systems in authorship attribution domain. Two typical approaches
are cross-validation and evaluation based on specially created test
datasets. Sometimes preparation of test sets can be troublesome. Another
problem appears when discretization of input sets is taken into account.
It is not obvious how to discretize test datasets. Therefore model eval-
uation method not requiring test sets would be useful. Cross-validation
is the well-known and broadly accepted method, so the question arose
if it can deliver reliable information about quality of prepared decision
system. The set of classifiers was selected and different discretization
algorithms were applied to obtain method invariant outcomes. The com-
parative results of experiments performed using cross-validation and test
sets approaches to system evaluation, and conclusions are presented.

1 Introduction

Evaluation of classifier or classifiers applied in a decision system is the impor-
tant step during a model building process. Two approaches are typical: cross-
validation and using of test datasets. Both have some advantages and disadvan-
tages. Cross-validation is easy to apply and in different application domains is
accepted as good tool for measuring of classifiers performance. Evaluation based
on test datasets requires at the beginning preparation of special sets containing
data disjunctive of training one used during the creation process of a decision
system. Sometimes it can be difficult to satisfy such condition.

Another issue, which arose during the author’s former research, was utiliza-
tion of test sets in conjunction with discretization of input data [3]. There are
fundamental questions, how discretize test datasets in relation to learning sets to
keep both sets coherent. Some approaches were analyzed, but they did not deliver
unequivocal results. Therefore another idea came out - use of cross-validation
instead of test data to validate the decision system. Such approach required
deeper investigation and comparison with the first method of model validation.
The paper presents experimental results, discussion and conclusions about that
issue.

Authorship attribution is a part of stylometry which deals with recognition of
texts’ authors. Subject of analysis ranges from short Twitter messages to huge

c© The Author(s) 2016
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works of classical writers. Machine learning techniques and statistic-oriented
methods are mainly involved in that domain. Different authorship attribution
tasks have been categorized in [12], and three kinds of problems were formu-
lated: profiling – there is no candidate proposed as an author; the needle-in-a-
haystack – author of analyzed text should be selected from thousands of candi-
dates; verification – there is an candidate to be verified as author of text.

The first important issue is to select characteristic features (attributes) to
obtain author invariant input data which ensure good quality and performance
of decision system [16]. Linguistic or statistical methods can be applied for that
purpose. The analysis of syntactic, orthographic, vocabulary, structure, and lay-
out text properties can be performed in that process [9].

The next step during building a decision system for authorship attribution
task is selecting and applying the classifier or classifiers. Between different meth-
ods some unsupervised ones like cluster analysis, multidimensional scaling and
principal component analysis can be mentioned. Supervised algorithms are repre-
sented by neural networks, decision trees, bayesian methods, linear discriminant
analysis, support vector machines, etc. [9,17]

As aforementioned the aim of presented research was to compare two gen-
eral approaches to evaluation of decision system: cross-validation [10] and test
datasets utilization. To obtain representative results, a set of classifiers was cho-
sen, applied and tested for stylometric data performing authorship attribution
tasks. The idea was to select classifiers characterized by different ways of data
processing. Finally the following suite of classifiers was applied: Naive Bayes,
decision tree C4.5, k -Nearest Neighbors k -NN, neural networks – multilayer per-
ceptron and Radial Basis Function network – RBF, PART, Random Forest.
Test were performed for non-discretized and discretized data applying different
approaches to test datasets discretization [3].

The paper is organized as follows. Section 2 presents the theoretical back-
ground and methods employed in the research. Section 3 introduces the experi-
mental setup, datasets used and techniques employed. The test results and their
discussion are given in Sect. 4, whereas Sect. 5 contains conclusions.

2 Theoretical Background

The main aims of presented research were analysis and comparison of cross-
validation and test dataset approaches to evaluation of classifier or classifiers
used in decision system especially in authorship attribution domain. Therefore
a suite of classifiers has been set. The main idea was to select classifiers which
behave differently because of performed algorithm and way of data processing.
The final list of used classifiers contains: decision trees – PART [6] and C4.5 [14],
Random Forest [4], k-Nearest Neighbors [1], Multilayer Perceptron, Radial Basis
Function network, Naive Bayes [8].

Discretization is a process which allows to change the nature of data – it
converts continuous values into nominal (discrete) ones. Two main circumstances
can be mentioned, where discretization may or even must be applied. The first
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situation is when there are some suspicions about possible improvement of a
decision system quality when discretized data is applied [2]. The second one is
when method or algorithm employed in decision system can operate only on
nominal, discrete data.

Because discretization reduces amount of data to be processed in a sub-
sequent modules of decision system, sometimes it allows to filter information
noise or allow to represent data in more consistent way. But on the other hand
improper discretization application can lead to significant loss of information,
and to degradation of overall performance of decision system.

Discretization algorithms can be divided basing on the different criterions.
There are global methods which operate on whole attribute domain or local
ones which process only part of input data. There are supervised algorithms
which utilize class information in order to select bin ranges more accurately
or unsupervised ones which perform only basic splitting of data into desired
number of intervals [13]. Unsupervised methods are easier in implementation
but supervised ones are considered to be better and more accurate.

In the presented research four discretization methods were used: equal width
binning, equal frequency binning, as representatives of unsupervised algorithms,
and supervised Fayyad & Irani’s MDL [5] and Kononenko MDL [11].

The equal width algorithm divides the continuous range of a given attribute
values into required number of discrete intervals and assigns to each value a
descriptor of appropriate bin. The equal frequency algorithm splits the range of
data into a required number of intervals so that every interval contains the same
number of values.

During the developing of decision system, where input data is discretized
and classifier is evaluated using test datasets, another question arises, namely
how to discretize test datasets in relation to training data. Depending on the
discretization methods different problems can appear such as uneven number
of bins in training and test data, or cut-points which define boundaries of bins
can be different in both datasets. That can lead to some inaccuracy during the
evaluation of decision system. In [3] three approaches to discretization of test
datasets were proposed:

– “independent” (Id) – training and test datasets are discretized separately,
– “glued” (Gd) – training and test datasets are concatenated, the obtained set

is discretized, and finally resulting dataset is split back into learning and test
sets,

– “test on learn” (TLd) – firstly training dataset is discretized, and then test
set is processed using cut-points calculated for training data.

3 Experimental Setup

The following steps were performed during the execution of experiments:

1. training and test data preparation,
2. discretization of input data applying selected algorithms using various

approaches to test data processing,
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3. training of selected classifiers,
4. system evaluation using cross-validation and test data approaches.

Input datasets were built basing on the several works of two male and two
female authors. To obtain input data containing characteristic features satisfy-
ing author invariant requirement the following procedure was employed. Some
linguistic descriptors from lexical and syntactic groups were chosen [15]. The
works of each author were divided into parts. Then for each part frequencies
of usages of selected attributes were calculated. Finally separate training and
test sets were prepared with two classes (corresponding to two authors) in each.
Attention was given during data preparation in order to obtain well-balanced
training sets.

All experiments were performed using WEKA workbench, especially dis-
cretization methods and classifiers come from that software suite. It was neces-
sary to make some modifications and develop additional methods to implement
discretization algorithms allowing to discretize test data in “test on learn” and
“glued” manner. Unsupervised discretization such as equal width and equal fre-
quency were performed for required number of bins parameter ranged from 2 to
10. Base on the author’s former experiences that was the range, where results
are worth of notice.

According to the main aim of the presented research classifiers were eval-
uated using cross-validation and test datasets. Cross-validation was performed
typically in 10-folds version. As a measure of classifier quality the number of
correctly classified instances was taken.

4 Results and Discussion

The experiments were performed separately for male and female authors but
final results were averaged for analysis and presentation purposes. For both
neural network classifiers the best results obtained during experiments performed
using multistart strategy are presented. Abbreviations used for classifiers nam-
ing in Figs. 1–3 are as follows: NB – Naive Bayes, C4.5 – decision tree C4.5,
Knn – k-Nearest Neighbors, PART – decision tree PART, RF – Random Forest,
RBF – Radial Basis Function network, MLP – Multilayer Perceptron. Addition-
ally in Fig. 3 postfix “ T” denotes results obtained for evaluation using test data
whereas postfix “ CV” is used for cross-validation results.

Results of the preliminary experiments performed for non-discretized data
are presented in Fig. 1. It is easy to notice that classifiers performance measured
using cross-validation are about 10 % better than results obtained for evaluation
performed using test datasets. Only k-Nearest Neighbor classifier behave slightly
better for evaluation using test data.

Figure 2 shows comparative results obtained for both analyzed evaluation
approaches for data discretized using Kononenko MDL and Fayyad & Irani
MDL respectively. Because test datasets were discretized using “Test on Learn”,
“Glued”, and “Independent” approaches, the X axis is parted into three sections
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Fig. 1. Performance of classifiers for non-discretized data for evaluation performed
using cross-validation and test datasets
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Fig. 2. Performance of classifiers for data discretized using supervised Kononenko
MDL (above) and Fayyad & Irani MDL (below) for evaluation performed using cross-
validation and test datasets. Three sections of the X axis present evaluation results
obtained for test datasets discretized using “Test on Learn” – TLd, “Glued” – Gd, and
“Independent” – Id approaches

which present results for mentioned ways of discretization. The huge domina-
tion of outcomes obtained for cross-validation evaluation is visible. Especially
for “Independent” discretization of test datasets differences are big for PART
and RBF classifiers.
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Results obtained for unsupervised equal width and equal frequency dis-
cretization are shown in Fig. 3. Because experiments were parametrized using
required number of bins ranged from 2 to 10, the boxplot diagrams were used
to clearly visualize averaged results and relations between cross-validation and
test set approaches to classifiers evaluation. The general observations are similar
to the previous ones. For all classifiers, for all ways of discretization of test sets,
and for both equal width and equal frequency discretization methods number
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Fig. 3. Performance of classifiers for data discretized using unsupervised equal width
(left column) and equal frequency (right column) discretization performed using the
following approaches: “Test on Learn” – TLd (top row), “Glued” – Gd (middle row),
and “Independent” – Id (bottom row), for evaluation performed using cross-validation
(“ CV”) and test datasets (“ T”)
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of correctly classified instances reported for cross-validation evaluation is bigger
than for test dataset approach. The average difference is about 10 % (taking the
medians of boxplots as reference points).

Summarizing the presented observations it can be stated that for almost all
experiments (only one exception was observed) evaluation performed using cross-
validation delivered quality measurements about 10 % greater comparing to the
evaluation based on test datasets. In some cases that results reached 100 %. This
is a problem because can lead to false conclusions about real quality of created
decision system. Practically it is impossible to develop a system working with so
high efficiency. Evaluation based on test datasets proved this opinion. Test sets
were prepared basing on the texts other than that used for training of classifiers.
So that evaluation results can be considered as more reliable. Depending on the
classifier and discretization method they are smaller up to 30 %.

The general conclusion is that cross-validation which is acceptable and
broadly used in different application domains is rather not useful for evaluat-
ing of decision systems in authorship attribution tasks performed in conditions
and for data similar to that presented in the paper. If one decides to apply this
method, must take into account that real performance of the system is much
worse than reported using cross-validation evaluation.

5 Conclusions

The paper presents research on evaluation of decision systems in authorship attri-
bution domain. Two typical approaches, namely cross-validation and evaluation
based on specially created test datasets are considered. The research was the
attempt to answer the question if evaluation using test datasets can be replaced
by cross-validation to obtain reliable information about overall decision system
quality. The set of different classifiers was selected and different discretization
algorithms were applied to obtain method invariant outcomes. The comparative
results of experiments performed using cross-validation and test sets approach
to system evaluation are shown.

For almost all experiments (there were only one exception) evaluation per-
formed using cross-validation delivered quality measurements (percent of cor-
rectly classified instances) about 10 % greater comparing to the evaluation
based on test datasets. There were outliers where difference up to 30 % could
be observed. On the other hand in some cases number od correctly classified
instances for cross-validation was equal to 100 % what is not probable in real
live tasks.

Concluding the research, it must be stated that cross-validation is rather
not useful method for evaluating of decision systems in authorship attribution
domain. It can be conditionally applied but strong tendency to overrating the
quality of examined decision system must be taken into consideration.
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Abstract. In this work we focus on improving the time efficiency of
Inductive Logic Programming (ILP)-based concept discovery systems.
Such systems have scalability issues mainly due to the evaluation of
large search spaces. Evaluation of the search space cosists translating
candidate concept descriptor into SQL queries, which involve a number
of equijoins on several tables, and running them against the dataset. We
aim to improve time efficiency of such systems by reducing the number
of queries executed on a DBMS. To this aim, we utilize cosine similar-
ity to measure the similarity of arguments that go through equijoins and
prune those with 0 similarity. The proposed method is implemented as an
extension to an existing ILP-based concept discovery system called Tab-
ular Cris w-EF and experimental results show that the poposed method
reduces the number of queries executed around 15 %.

1 Introduction

Concept discovery [3] is a multi-relational data mining task and is concerned
with inducing logical definitions of a relation, called target relation, in terms of
other provided relations, called background knowledge. It has extensively been
studied under Inductive Logic Programming (ILP) [12] research and successful
applications are reported [2,4,7,10].

ILP-based concept discovery systems consist of two main steps, namely search
space formation and search space evaluation. In the first step candidate concept
descriptors are generated and in the second step candiate condept descriptors
are converted into queries, i.e. SQL queries, and are run against the dataset.
As the search space is generally large and the queries involve multiple joins
over several tables, the second step is computationally expensive and dominates
the total running time of a concept discovery system. Several methods such as
parallelization, memoization have been investigated to improve running time of
the search space evaluation step.

In this paper we propose a method that improves the running time of concept
discovery systems by reducing the number of SQL queries run on a database.
The proposed method calculates the cosine similarity of the tables that appear

c© The Author(s) 2016
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in a query, and prunes those with 0 similarity. To realize this, (i) term-document
count matrix where domain values of arguments of tables correspond to terms
and relation arguments correspond to documents is built, and (ii) cosine sim-
ilarity of table arguments that participate in a query are calculated from the
term-document count matrix and those with 0 similarity are pruned.

The proposed method is implemented as an extension to an existing concept
discovery system called Tabular CRIS w-EF [14,15]. To evaluate the performance
of the proposed method several experiments are conducted on data sets that
belong to different learning problems. The experimental results show that the
proposed method reduces the number of queries executed by 15 % on the average
without any loss in the accuracy of the systems.

The rest of the paper is organized as follows. In Sect. 2 we provide the back-
ground related to the study, in Sect. 3 we introduce the proposed method, and in
Sect. 4 we present and discuss the experimental results. Last section concludes
the paper.

2 Background

Concept discovery is a predictive multi relational data mining problem. Given
a set facts, called target instances, and related observations, called background
knowledge, concept discovery is concerned with inducing logical definitions of the
target instances in terms of background knowledge. The problem has primarily
been studied by ILP community and successful application have been reported.

In ILP-based concept discovery systems data is represented within first order
logic framework and concept descriptors are generated by specialization or gen-
eralization of some an initial hypothesis. ILP-based concept discovery systems
follow generate and test approach to find a solution and usually build large
search spaces. Evaluation of the search space consists of translating concept
descriptors into queries and running them against the data set. Evaluation of
the queries is computationally expensive as queries involve multiple joins over
tables. To improve running time of such systems several methods including par-
allelization [9], caching [13], query optimization [20] have been proposed. In
parallelization based approaches either the search space is built or evaluated
in parallel by multiple processors, in caching based methods queries and their
results are stored in hash tables in case the same query is regenerated, and in
query optimization based approaches several query optimization techniques are
implemented to improve the running time of the search space evaluation step.

Cosine similarity is a popular metric to measure the similarity of data that
can be represented as vectors. Cosine similarity of two vectors is the inner prod-
uct of these vectors divided by the product of their lengths. Cosine similarity
of −1 indicates exactly opposition, 1 indicates exact correlation, and 0 indi-
cates decorrelation between the vectors. It has been applied in several domains
including text document clustering [5], face verification [16].

In this work we propose to measure the cosine similarity of table arguments
that partake in equijoins and prune those with cosine similarity of 0 without
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running them against the data set. To achieve this, firstly we group attributes
that belong to the same domain, build a term-document matrix for each domain
where domain values of the attributes constitute the terms, and individual argu-
ments constitute the documents. When two arguments go through an equijoin
we calculate their cosine similarity from the term-document matrix and prune
those queries that have cosine similarity of 0. The proposed method is imple-
mented as an extension to an existing ILP-based concept discovery system called
Tabular CRIS w-EF. Tabular CRIS w-EF is an ILP-based concept discovery sys-
tem that employs association rule mining techniques to find frequent and strong
concept descriptors and utilizes memoization techniques to improve search space
evaluation step of its predecessor CRIS [6].

3 Proposed Method

ILP-based systems represent the concept descriptors as Horn clauses where the
positive literal represents the target relation, and the negated literals represent
relations from the background knowledge. To evaluate such clauses, they are
translated into SQL queries, where relations constitute the FROM clause and
argument values form the WHERE clause of the query. As an example, consider
the concept descriptor like brother(A, B):-mother(C, A), mother(C, B). This
concept descirptor is mapped to the following SQL query:

SELECT SELECT b.arg1, brother.arg2
FROM brother AS b, mother AS m1, mother AS m2
WHERE brother.arg1=m1.arg2 and b.arg2=m2.arg2 and m1.arg1=m2.arg1

Fig. 1. Sample concept descriptor evaluation query

In such a transformation argument values with the same value go through
equijoins. The proposed method targets such equijoins and prevents execution
of queries that involve equjoins whose participating arguments have cosine sim-
ilarity 0.

To achieve this,

(1) arguments are grouped based on their domains,
(2) for each such group term-document matrix is formed where values of the

domain are the terms, arguments are the documents and values of an argu-
ment is the bag of the words of the argument

(3) for each term-document matrix a cosine similarity matrix is calculated.

To populate the count vector of an argument of a relation, i.e. rel(arg1, . . . ,
argn) the following SQL statement is executed

ILP-based concept discovery systems construct concept descriptors in an iter-
ative manner. At each iteration, a concept descriptor is specialized by appending
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SELECT arg1, COUNT(*)-1 vector FROM
(SELECT arg1 FROM rel

UNION ALL
SELECT arg1 FROM rel domain) t

GROUP BY arg1;

Fig. 2. Query for creating a count vector for rel.arg1

a new literal to the body of the concept descriptor in order to reduce the num-
ber of negative target instances it models, and it is evaluated. The proposed
method inputs the refined concept descriptors, and checks if the newly added
literal causes an equijoin. If and equijoin is detected, the cosine similarity of the
arguments is fetched from the previously built matrix. If the cosine similarity
is 0 then the concept descriptor is pruned, otherwise it is evaluated against the
data set. If the newly added literal does not produce an equijoin then the query
is directly evaluated against the data set. The proposed method is outlined in
Algorithm 1.

Algorithm 1. PruneBasedOnSimilarity(vector<conceptDescriptors> C)

1: for (i = 0; i < C.size() ; i++) do

2: newLiteral=C[C[i].literals.size()]
3: for (j = 0; j < C[i].literals.size() - 1; j++) do

4: for (k = 0; k < C[i].literals[j].arguments.size(); k++) do

5: for (m = 0; m < newLiteral.argument.size(); m++) do

6: if (C[i].literals[j].argument[k]=newLiteral.argument[m] AND similar-
ity(C[i].literals[j].argument[k],newLiteral.argument[m])==0) then

7: prune pC[i]
8: end if

9: end for

10: end for

11: end for

12: end for

In literature, there exists several ILP-based concept discovery systems that
work on Prolog engines [11,17]. Such systems benefit from depth bounded inter-
preters for theorem proving to test possible concept descriptors. The proposed
method is also applicable for such systems, as in Prolog notation each predicate
can be considered a table and arguments of the literal can be considered as the
fields of the table. With such a transformation, the proposed method can be
utilized to prune hypotheses for ILP-based concept discovery systems that work
on Prolog like environments.

In terms of algorithmic complexity, the proposed method consists of two main
steps (i) matrix construction and (ii) cosine similarity calculation. To construct
the matrix, one SQL query needs to be run for each literal argument. Complexity
of cosine similarity is quadratic, hence applicable to real world data sets.
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4 Experimental Results

To evaluate the performance of the proposed method we conducted experiments
on data sets with different characteristics. Table 1 lists the data sets used in the
experiments. Dunur and Elti are family relationship datasets. They are Turkish
terms and are defined as follows: A is dunur of B if a child of A is married to
a child of B, A is elti of B if As husband is brother of Bs husband. All the
arguments of the two data sets belong to the same domain and both data sets
are highly relational. Mutagenesis [19] and PTE [18] are biochemical datasets
and aim is to classify the chemicals as to being related to mutagenicity and
carcinogenicity or not, respectively. Mesh [1] is an engineering problem dataset
where the problem is to find rules that define mesh resolution values of edges of
physical structures. In the Eastbound [8] dataset there are two types of trains:
(a) those that travel east called eastbound; and those that travel west called
westbound. The problem is to find concept descriptors that define properties
of the trains that travel to east. In these data sets there several domains that
arguments belong to. The experiments are conducted on MySQL version 5.5.44-
0ubuntu0.14.04.1. The DBMS resides on a machine with Core i7-2600K CPU
processor and 7.8 GB RAM.

Table 1. Experimental parameters for each used data sets

Data set Num of relations Num of instances Argument types

Dunur 9 234 Categorical

Elti 9 234 Categorical

Eastbound 12 196 Categorical, real

Mesh 26 1749 Categorical, real

Mutagenesis 8 16,544 Categorical, real

PTE 32 29,267 Categorical, real

In Table 2 we report the experimental results. Filtering Queries column shows
the decrease in the number of queries when the proposed method is employed.
The experimental results show that the proposed method performs well on the
data sets that are highly relational, i.e. Dunur and Elti data sets. The pro-
posed method performs sligly worse for the data sets that contains numerical
attributes as well as categorical attributes to theose that only contains categori-
cal attributes. This is indeed due to the fact that, arguments from the categorical
domain go through equijoins, while arguments that belong to numerical domain
go through less than (<), greater than (>) comparisons in SQL statements.

The last column of Table 2 reports the time impreovement when the pro-
posed method is employed. When compared to decrease in the number of queries
executed, the decrease in running time is less. This is due to the fact that Tabu-
lar CRIS w-EF employs advanced memoization mechanisms to store evaluation
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Table 2. Improvements of proposed method

Data set Tabular CRIS-wEF Pruning by the proposed method Improvement %

Num. Num. Time Num. Num. Time Rules Queries Time

rules queries (mm:ss.sss) rules queries (mm:ss.sss)

Dunur 1887 5807 00:02.086 1279 4607 00:01.783 32.22 20.66 14.54

Elti 1741 5333 00:02.655 1422 4922 00:02.470 18.32 7.71 6.99

Eastbound 7294 34654 00:04.091 6805 32665 00:03.895 6.70 5.74 4.77

Mesh 56512 249084 00:27.302 54314 238982 00:27.314 3.89 4.06 −0.05

Mutagenesis 62486 223644 34:04.099 55477 216635 33:42.752 11.22 3.13 1.04

PTE 64322 237082 35:50.340 58503 231191 35:15.975 9.05 2.48 1.60

PTE No Aggr. 11166 43862 03:46.457 10328 43024 03:40.578 7.50 1.91 2.60

queries and retrieve results of repeated queries from hash tables. Nevertheless,
the proposed method improves the running time of Tabular CRIS w-EF around
7.5 % on average.

5 Conclusion

Concept discovery systems face scalability issues due to the evaluation of the
large search spaces they build. In this paper we propose a pruning mechanism
based on cosine similarity to improve running time of concept discovery sys-
tems. The proposed method calculates the cosine similarity of arguments that
participate in equijoins and prunes those concept descriptors that have argu-
ments with cosine similarity 0. The proposed method is applicable to concept
descovery systems that work on relational databases or Prolog like engines. The
experimental results show that the proposed method decreased the number of
concept descriptor evaluations around 15 % on the average, and improved the
running time of the system around 7.5 % on the average.
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4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
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are indicated.
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Abstract. Web Service Modeling Language (WSML), based on the Web
Service Modeling Ontology (WSMO), is a large and highly complex lan-
guage designed for the specification of semantic web services. It has dif-
ferent variants based on logical formalisms, such as Description Log-
ics, First-Order Logic and Logic Programming. We perform an in-depth
study of both WSMO and WSML, critically evaluating them by iden-
tifying their strong points and areas in which improvement would be
beneficial. Our studies show that in spite of all the features WSMO and
WSML support, their sheer size and complexity are major weaknesses,
and there are other areas in which important deficiencies exist as well.
We point out those discovered deficiencies, and propose remedies for
them, laying the foundation for a more tractable and useful formalism
for specifying semantic web services.

Keywords: Semantic web services · WSMO · WSML · Evaluation

1 Introduction

The goal of web services is to allow normally incompatible applications to inter-
operate over the Web regardless of language, platform, or operating system [10].
Web services are much like remote procedure calls, but they are invoked using
Internet and WWW standards and protocols such as Simple Object Access Pro-
tocol (SOAP) [2] and Hypertext Transfer Protocol (HTTP) [1].

Web Services Modeling Ontology (WSMO) [3] is a comprehensive framework
for describing web services, goals (high-level queries for finding web services),
mediators (mappings for resolving heterogeneities) and ontologies. Web Services
Modeling Language (WSML) [5] is a family of concrete languages based on F-
logic [11] that implement the WSMO framework. The variants of WSML are
WSML-core, WSML-flight, WSML-rule, WSML-DL, and WSML-full. WSML is
large, relatively complex, and somewhat confusing, with different variants being
based on different formalisms. The complexity and confusion arise mainly from
the many variants of the language, and the rules used to define the variants.
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The variants of WSML form a hierarchy, with WSML-full being on top (the
most powerful) and WSML-core being at the bottom (weakest).

Our literature search has failed to reveal any significant industrial real-life
application that uses WSML. We believe this is due to the inherent complexity
of the language, the “less-than-complete” state of WSML (e.g. the syntax of
WSML-DL does not conform to the usual description logic syntax, choreography
specification using abstract state machines (ASM) [8] seems unfit for the job due
to the execution semantics of ASMs, goals, choreographies and web services are
not integrated in the same logical framework etc.), as well as the lack of proper
development tools and execution environments. So WSML looks like it is still in
a “work-in-progress” state, rather than a finished product.

In this work, we critically evaluate the strengths and weaknesses of WSMO
and WSML, and determine the areas of improvement that will result in a usable
semantic web service specification language. This is the main contribution of this
work, which will be input to the next phase of our research, the actual design
and implementation of such a language.

The remainder of the paper is organized as follows. Section 2 contains a crit-
ical evaluation of WSMO and WSML, including their strengths, weaknesses and
deficiencies, discovered both through our detailed study of the documentation
provided for WSMO and WSML, as well as experimentation with the paradigm
in several use-cases. In Sect. 3 we have a brief discussion of related work, and
finally Sect. 4 is the conclusion and future research directions.

2 Evaluation of WSMO and WSML

In this section we discuss the strong and weak points of WSMO and WSML
as discovered through our studies of their specification and the practical expe-
rience gained through experimentation. We also suggest possible improvements
wherever possible.

2.1 General Observations

WSMO boasts a comprehensive approach that tries to leave no aspect of semantic
web services out. These include ontologies, goals, web services and mediators. In
the same spirit of thoroughness, designers of WSML have adopted the paradigm
of trying to provide everything everybody could ever want and let each potential
user chose the “most suitable” variant of the language for the job at hand. This
approach has resulted in a complex syntax, as well as a complex set of rules that
differentiate one version of the language form another.

2.2 Deficiencies in Syntax

WSML-DL and WSML-full have no explicit syntax for the description logic
component [5], relying on a first-order encoding of description logic statements.
Without proper syntax, it is not possible to use them in the specification of
semantic web services in a convenient way.
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2.3 Logical Basis of WSMO

The ontology component of WSMO is based on F-logic, which gives this compo-
nent a solid theoretical foundation. However, its precise relationship to F-logic
has not been given formally, and what features of F-logic have been left out are
not specified explicitly.

2.4 Lack of a Semantics Specification for Web Service
Methods/Operations

In spite of all the effort at comprehensiveness, there are significant omissions in
WSMO, such as specification of the semantics of actual methods (operations)
that the web service provides, which makes it impossible to prove that after
a “match” occurs between a goal and a web service, the post-condition of the
goal will indeed be satisfied. Even worse, once matching succeeds and the web
service is called according to the specified choreography, the actual results of
the invocation may not satisfy the post-condition of the goal. Below, we explain
why.

In WSMO, matching between a goal and web service occurs by considering
the pre-post conditions of the goal and web service, and this is fine. The problem
occurs because of the lack of a semantic specification (for example, in the form of
pre-post conditions) for web service methods/operations, and how these methods
are actually called through the execution of the choreography engine. Method
calls are generated according to availability of “data” in the form of instances,
and the mapping of instances to parameters of methods. There is no consider-
ation of logical conditions which must be true before the method is called, and
no guarantee of the state of the system after the method is called, since these
are not specified for the web methods. Instances of a concept can be parameters
to more than one web method. Assuming two methods A and B have the same
signature, it may be the case that an unintended method call can be made to B,
when in fact the call should have been made to A, which results in wrong com-
putation. Consequently, not only is it impossible to prove that after a “match”
occurs between a goal and a web service, the post-condition of the goal will be
satisfied, but also once the web service execution is initiated, the computation
itself can produce wrong results, invalidating the logical specification of the web
service.

Unfortunately, the interplay between choreography, grounding and logical
specification of what the web service does (including the lack of the specification
of semantics for web service methods) has been overlooked in WSMO. All these
components need development and integration in order to make them part of a
coherent whole.

2.5 Implementation and Tool Support

Some developmental tools, such as the “Web Services Modeling Toolkit” [4]
exist which make writing WSML specifications relatively easy. However, these
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tools depend on external reasoner support, rather than having intrinsic reasoning
capabilities. As such, development and testing of semantic web service specifi-
cations cannot be made in a reliable manner. For example, no explanations are
given when discovery fails for a given goal.

2.6 Choreography in WSMO

We have already talked about how the interplay of choreography and ground-
ing can result in incorrect execution, invalidating the logical specification of a
web service. In this section, we delve more deeply into the problems of WSMO
choreography.

– WSMO choreography is purportedly based on the formalism of abstract state
machines [8], but in fact it is only a crude approximation. Very significantly,
evolving algebras are magically replaced with the state of the ontologies as
defined by instances of relations and concepts. This transformation seems to
have no logical basis, so the applicability of any theory developed for abstract
state machines to WSMO choreography specifications is questionable. The
choreography attempt of WSMO looks more like a forward-chained expert
system shell, where the role of the “working memory” is played by the current
set of instances in the ontologies. It probably would be more reasonable to
consider WSMO choreography in this way, rather than being based on abstract
state machines.

– The fact that in an abstract state machine rules are fired in parallel does not
match well with the real life situation that method calls implied by the firing
of rules have to be executed sequentially.

– Both goals and web services have choreography specifications, but there is
no notion of how the choreographies of goals and web services are supposed
to match during the discovery phase. It is also not clear how the two are
supposed to interact during the execution phase. Although restrictions on who
can modify the state of the ontology and in what way can be specified in the
form of modes of concepts, this is relatively complex, and far from practical.
In the documentation of WSMO, only the choreography of the service is made
use of.

– Choreography grounding in WSMO tries to map instances to method parame-
ters of the web service methods by relating concepts to the methods directly.
Methods are then called when their parameters are available in the current
working memory. The firing of the rules are intermixed with the invocation
of methods (with appropriate lowering/lifting of parameters), and changes to
working memory by actions on the right hand side are forbidden (presuming
that any changes will be made by the actual method call). This is a strange
state of affairs, since the client may itself need to add something to the working
memory, and there is no provision for this.

– The choreography rule language allows nested rules. Although this nesting per-
mits very expressive rules to be written, using the “if”, “forall” and “choose”
constructs in any combination in a nested manner, the resulting rules are
prohibitively complex, both to understand, and to execute.
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– As mentioned before, in the grounding process, only the availability of
instances that can be passed as parameters to methods, and the pre-
determined mapping between concepts and parameters, are considered, with
no pre-conditions for method calls. This is a major flaw, since it may be that
two methods have exactly the same parameter set, but they perform very
different functions, and the wrong one gets called.

– The choreography specification is disparate from the capability specification
(pre-conditions, post-conditions), whereas they are in fact intimately related
and intertwined. The actions specified in the choreography should actually
take the initial state of the ontologies to their final state, through the inter-
action of the requester and web service. This fact is completely overlooked in
WSMO choreography.

– Choreography engine execution stops in WSMO when no more rules apply.
A natural time for it to stop would be when the conditions specified in the
goal are satisfied by the current state of the ontology stores. Again this is a
design flaw, which is due to the fact that the intimate relationship between
the capability specification and choreography has been overlooked.

2.7 Orchestration in WSMO

The orchestration component of WSMO is yet to be defined. The creators of
WSMO say it will be similar to choreography, and be part of the interface speci-
fication of a web service. At a conceptual level, however, we find the specification
of orchestration for a web service somewhat unnecessary. Why would a requester
care about how a service provider provides its service? Composition of web ser-
vices to achieve a goal would be much more meaningful, however. So the idea
of placing orchestration within a web service specification seems misguided. Its
proper place would be inside the specification of a complex goal, which would
help and guide the service discovery component to not only find a service that
meets the requirements of the goal, but also mix-and-match and compose differ-
ent web services to achieve the requirements of the goal.

2.8 Goal Specification

The goal specification includes the components “assumptions,” “pre-conditions,”
“post-conditions” and “effects,” just like the web service specification. The
logical correspondence between the “pre-conditions,” “assumptions,” “post-
conditions” and “effects,” of goals and web services is not specified at all. The
usage of the same terminology for both goals and web services is also misleading.
In reality, the web service requires that its pre-conditions and assumptions hold
before it can be called, and guarantees that if it is called, the post-conditions
and effects will be true. On the other hand, the goal declares that it guarantees
a certain state, perhaps by adding instances to the instance store, of the world
before it makes a request to a web service, and requires certain conditions to
be true as a result of the execution of the web service. The syntax of the goals
should be consistent with this state of affairs.
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2.9 Reusing Goals Through Specialization

Being able to reuse an existing goal after specializing it in some way would be
very beneficial. The template mechanism of programming languages, or “pre-
pared queries with parameters” in the world of databases are concepts which
can be adapted to goals in WSMO to achieve the required specialization. Such
functionality is currently missing in WSML.

2.10 Specialization Mechanism for Web Service Specifications

Developing a web service specification from scratch is a very formidable task.
Just like in the case of specializing goals, a mechanism for taking a “generic”
web service specification in a domain, and specializing it to describe a specific
web service functionality would be a very useful proposition. To take this idea
even further, a hierarchy of web service specifications can be published in a
central repository, and actual web services can just declare that they implement
a pre-published specification in the hierarchy. Or, they can grow the hierarchy
by specializing an existing specification, and “plugging” their specification into
the existing hierarchy. Such an approach will help in service discovery as well. A
specialization mechanism for web services does not exist in WSMO, and would
be a welcome addition to it.

2.11 Missing Aggregate Function Capability

The logic used in WSML (even in WSML full) does not permit aggregate func-
tions in the sense of database query languages (sum, average etc.). Such an
addition however would require moving away from first order logic into higher
order logic, with corresponding loss of computational tractability. Still, it may be
worthwhile to investigate restricted classes of aggregate functionality which lend
themselves to practical implementation. For example, a built-in setof predicate
could be used to implement aggregate functions.

2.12 Extra-Logical Predicates

The ability to check whether a logic variable is bound to an object, or whether
it is in an unbound state (the var predicate of Prolog [16]) is missing. The
availability of this feature is of practical importance, since for example a web
service pre-condition may be a disjunction, and depending on the input provided
by the goal, some variables in the disjunction may remain unbound after a
successful match.

2.13 Multiple Functionality in a Web Service

A WSML goal or web service may only have one capability [9]. This is a severe
restriction, since a web service can possibly provide different results, depending
on the provided input. Ideally, each web service specification should be able to
have a set of capabilities. This is not currently available in WSMO or WSML.
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2.14 Automatic Mapping Between Attributes and Relations

Although one can define a binary relation for each attribute using an axiom,
relating objects and their attribute values, this is cumbersome when done manu-
ally. Having it done automatically would be nice, a feature currently not available
in WSML.

2.15 Error Processing

There is currently no mechanism specifying how to handle errors when they arise.
For example, what should be done when a constraint is violated in some ontol-
ogy? There should be a way of communicating error conditions to the requester
when they arise. This could be the counterpart of the exception mechanism in
programming languages.

2.16 No Agreed-Upon Semantics for WSML-Full

WSML-full, which is a combination of WSML-DL and WSML-rule, has no
agreed-upon semantics yet [9] yet. With no formal semantics available, it is
hard to imagine how WSML-full specifications could be processed at all.

3 Related Work

The authors have benefited from practical experience gained through semantic
web service specification use cases reported in [6,13,14] in determining weak
points of WSMO and WSML, in addition to unreported extensive experimenta-
tion. Although some of the drawbacks of WSML reported here have been pointed
out in the master thesis by Cobanoglu [7] as well, our coverage of the choreog-
raphy issue is unique in its depth and scope. We also offer solutions wherever
possible to improve WSMO and WSML.

Our literature search failed to reveal any additional comprehensive study on
the weaknesses of WSMO and WSML. However, we should also mention WSMO-
lite [12,15], a relatively recent bottom-up semantic web service specification
framework inspired by WSMO, that recognizes and provides solutions for the
problems of specifying pre and post conditions for web service operations, as
well as dealing with error conditions.

4 Conclusion and Future Work

We investigated the WSMO semantic web service framework, and the WSML
language through an in-depth study of both, as well as extensive practical exper-
imentation. Our investigation has revealed several deficiencies and flaws with
WSMO and WSML, which we presented in this paper. We also provided sug-
gestions for improvement where possible.
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In future work, we are planning to develop a logic based semantic web service
framework that builds on the strengths of WSMO, but at the same time remedies
the weaknesses identified in this paper. Our proposal will aim to be coherent,
where all the components are in harmony with each other, manageable, not
unnecessarily complex, and practical enough to be used in real life.

Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.

The images or other third party material in this chapter are included in the work’s
Creative Commons license, unless indicated otherwise in the credit line; if such mate-
rial is not included in the work’s Creative Commons license and the respective action
is not permitted by statutory regulation, users will need to obtain permission from the
license holder to duplicate, adapt or reproduce the material.
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by Attributes and Attribute Rankings
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Abstract. Pruning is a popular post-processing mechanism used in
search for optimal solutions when there is insufficient domain knowl-
edge to either limit learning data or govern induction in order to infer
only the most interesting or important decision rules. Filtering of gener-
ated rules can be driven by various parameters, for example explicit rule
characteristics. The paper presents research on pruning rule sets by two
approaches involving attribute rankings, the first relaying on selection of
rules referring to the highest ranking attributes, which is compared to
weighting of rules by calculated quality measures dependent on weights
coming from attribute rankings that results in rule ranking.

Keywords: Decision rules · Pruning · Weighting · Attribute · Ranking

1 Introduction

Rule classifiers express patterns discovered in data in learning processes through
conditions on attributes included in the premises and pointing to specific classes
[5]. A variety of available approaches to induction enable construction of clas-
sifiers with minimal numbers of constituent rules, with all rules that can be
inferred from the training samples, or with subsets of interesting elements [3].

To limit the number of considered rules [9] either pre-processing can be
employed, with reducing rather data than rules, by selection of features or
instances, or in-processing relaying on induction of only those rules that satisfy
given requirements, or post-processing, which implements pruning mechanisms
and rejection of some unsatisfactory rules. The paper focuses on this latter app-
roach.

One of the most straightforward ways to prune rules and rule sets involves
exploiting direct parameters of rules, such as their support, length [11], strength
[1]. Also specific condition attributes can be taken into account and indicate
rules to be selected by appearing in their premises [12]. Such process can lead to
improved performance or structure and in the presented research it is compared
to weighting of rules by calculated quality measures, also based on attributes [13],
both procedures actively using rankings of considered characteristic features [7].

The paper is organised as follows. Section 2 briefly describes some elements
of background, that is feature weighting and ranking, and aims of pruning of

c© The Author(s) 2016
T. Czachórski et al. (Eds.): ISCIS 2016, CCIS 659, pp. 106–114, 2016.
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rules and rule sets. Section 3 explains the proposed research framework, details
experimental setup, and gives test results. Section 4 concludes the paper.

2 Background

The research described in this paper incorporates characteristic feature weights
and rankings into the problem of pruning of decision rules and rule sets.

2.1 Feature Ranking

Roles of specific features exploited in any classification task can vary in signif-
icance and relevance in a high degree. The importance of individual attributes
can be discovered by some approach leading to their ranking, that is assigning
values of a score function which causes putting them in a specific order [7].

Rankings of characteristic features can be obtained through application of
statistical measures, machine learning approaches, or systematic procedures [12].
The former assign calculated weights to all variables, while the latter can return
only the positions in a ranking, reflecting discovered order of relevance.

Information Gain coefficient (InfoGain, IG) is defined by employing the
concept of entropy from information theory for attributes and classes:

InfoGain(Cl, af ) = H(Cl) − H(Cl|af ), (1)

where H(Cl) denotes the entropy for the decision attribute Cl and H(Cl|af )
condition entropy, that is class entropy while observing values of attribute a.

An attribute relevance measure can be based on rule length [11], with spe-
cial attention given to the shortest rules that often possess good generalisation
properties:

MREV M(a) = Nr(a,MinL) : Nr(a,MinL + 1), (2)

where Nr(a, L) denotes the number of rules with length L in which attribute a

appears, and MinL is the length of the shortest rule containing a. The attribute
ranking constructed in this way is wrapped around the specific inducer, not its
performance, since other parameters of rules are disregarded, but structure.

2.2 Pruning of Decision Rules

To limit the number of rules three approaches can be considered [8]:

– pre-processing — the input data is reduced before the learning stage starts by
rejecting some examples or cutting down on characteristic features. With less
data to infer from, it follows that fewer rules are induced.

– at the algorithm construction stage — by implementation of specific proce-
dures only some rules meeting requirements are found instead of all possible.

– post-processing — the set of inferred rules is analysed and some of its elements
discarded while others selected.
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When lower numbers of rules are found the learning stage can be shorter, yet
solutions are not necessarily the best. If higher numbers of rules are generated,
more thorough and in-depth analysis is enabled, yet even for rule sets with small
cardinalities some measures of quality or interestingness can be employed [6].

Rule quality can be weighted by conditional attributes [13]:

QM(ri) =

Kri∏

j=1

w(aj), (3)

where Kri
denotes the number of conditions included in rule ri and w(aj) weight

of aj attribute taken from a ranking. It is assumed that w(aj) ∈ (0, 1].

3 Experimental Setup and Obtained Results

The research works presented were executed within the general framework:

– Initial preparation of learning and testing data sets
– Obtaining rankings of attributes
– Induction of decision algorithms
– Pruning of decision rules in two approaches:

• Selecting rules referring to specific attributes in the ranking
• Calculating measures for all rules while exploiting weights assigned to

positions in the attribute rankings, which led to weighting of rules and
their rankings, and from these rankings rules in turn were selected

– Comparison and analysis of obtained test results

Steps of these procedures are described in the following subsections.

3.1 Input Datasets

As a domain of application for the research stylometric analysis of texts was
selected. Stylometry enables authorship attribution while basing on employed
linguistic characteristic features. Typically they refer to lexical and syntactic
markers, giving frequencies of occurrence for selected function words and punc-
tuation marks that reflect individual habits of sentence and paragraph formation.

Learning and testing samples corresponded to parts of longer works by two
pairs of writers, female and male, giving binary classification with balanced data.

As attribute values specified usage frequencies of textual descriptors, they
were small fractions, which means that for data mining there was needed either
some technique that can deal efficiently with continuous numbers, or some dis-
cretization strategy was required [2]. Since regardless of a selected method dis-
cretization always causes some loss of information, it was not attempted.
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3.2 Rankings of Attributes

In the research presented two attribute rankings were tested. The first one relied
on statistical properties detected in input datasets and was completely inde-
pendent on the classifier used later for prediction, and the other was wrapped
around characteristics of induced rules, observing how often each variable occurs
in shortest rules, which usually are of higher quality as they are better at gener-
alisation and description of detected patterns than those with many conditions.
Orderings of variables for both rankings and both datasets are given in Table 1.

Table 1. Rankings of condition attributes

No w(a) Female writers Male writers

InfoGain MREVM InfoGain MREVM

1 1 not not and and

2 1/2 : : that by

3 1/3 ; but by from

4 1/4 , and but of

5 1/5 - . from in

6 1/6 on , what :

7 1/7 ? by for !

8 1/8 ( for - on

9 1/9 as to ? ,

10 1/10 but this if as

11 1/11 by as at (

12 1/12 that what with with

13 1/13 for ! not

14 1/14 to from : this

15 1/15 at ? to at

16 1/16 . - in not

17 1/17 and of ( ;

18 1/18 in in as ?

19 1/19 this that ! -

20 1/20 ! with ; to

21 1/21 with if on if

22 1/22 of at . what

23 1/23 what ( of for

24 1/24 if on this but

25 1/25 from ; , that
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InfoGain returns a specific score for each feature while MREVM gives a
ratio. To unify numbers considered as attribute weights they were assigned in
an arbitrary manner, listed in column denoted w(a), and equal 1/i, where i is
a position in the ranking. Thus the distances between weights decrease while
going down the ranking. It is assumed that each variable has nonzero weight.

3.3 DRSA Rule Classifiers

The rules were induced with the help of 4eMka Software (developed at the
Poznań University of Technology, Poland), which implements Dominance-Based
Rough Set Approach (DRSA). By substituting the original indiscernibility rela-
tion [4] of classical rough sets with dominance DRSA observes ordinal properties
in datasets and enables both nominal and ordinal classification [10].

As the reference points classification systems with all rules on examples were
taken. For female writers the algorithm consisted of 62383 rules, which with
constraints on minimal rule support to be equal at least 66 resulted in 17 decision
rules giving the maximal classification accuracy of 86.67 %. For male writers the
algorithm contained 46191 rules, limited to 80 by support equal at least 41,
and it gave the correct recognition of 76.67 % of testing samples. In all cases
ambiguous decisions were treated as incorrect, without any further processing.

3.4 Pruning of Rule Sets by Attributes

Selection of decision rules while following attribute rankings was executed as
follows: at i-th step only the rules with conditions on the i highest ranking
features were taken into account. The rules could refer to all or some proper
subsets of variables considered, and these with at least one condition on any
of lower ranking attributes were discarded. Thus at the first step only rules
with single conditions on the highest ranking variable were filtered, while at
the last 25-th step all features and all rules were included. For example at 5-th
step for female writer dataset for InfoGain ranking only rules referring to any
combination of attributes: not, colon, semicolon, comma, hyphen, were selected.
The detailed results for both datasets and both rankings are listed in Table 2.

It can be observed that with each variable added to the studied set the num-
bers of recalled rules rose significantly, but the classification accuracy equal to
or even higher than the reference points was detected quite soon in process-
ing, for InfoGain for female dataset after selection of just four highest ranking
attributes, for male writers and MREVM for just three most important features.

3.5 Pruning of Rule Sets Through Rule Rankings

Calculation of QM measure for rules can be understood as translating feature
rankings into rule rankings. Depending on cardinalities of subsets of rules selected
at each step, the total number of executed steps can significantly vary. The
minimum is obviously one, while the maximum can even equal the total number
of rules in the analysed set, if with each step only a single rule is added.
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Table 2. Characteristics of decision algorithms with pruning of rules referring to spe-
cific conditional attributes: N indicates the number of considered attributes, (a) number
of recalled rules, (b) maximal classification accuracy [%], (c) minimal support required
of rules, (d) number of rules satisfying condition on support

N Female Male

InfoGain MREVM InfoGain MREVM

(a) (b) (c) (d) (a) (b) (c) (d) (a) (b) (c) (d) (a) (b) (c) (d)

1 10 61.11 55 4 10 61.11 55 10 6 13.33 14 4 6 13.33 14 4

2 27 81.11 55 13 27 81.11 55 13 15 21.11 9 8 27 55.56 9 23

3 36 81.11 55 13 56 82.22 32 27 45 61.11 6 35 80 80.00 25 39

4 79 86.67 55 27 97 81.11 55 14 73 61.11 10 41 127 80.00 25 50

5 91 86.67 55 27 203 82.22 44 26 153 75.56 21 62 219 81.11 20 115

6 128 86.67 55 27 324 86.67 55 28 198 75.56 21 65 290 80.00 41 25

7 167 86.67 55 27 578 86.67 55 30 239 75.56 26 46 562 75.56 41 28

8 202 86.67 55 27 877 86.67 66 13 307 75.56 21 72 778 75.56 41 29

9 356 86.67 66 11 1317 86.67 66 13 422 75.56 21 79 1073 75.56 41 30

10 570 86.67 66 11 1923 86.67 66 15 531 75.56 21 89 1355 75.56 41 31

11 1011 86.67 66 12 2755 86.67 66 16 689 75.56 32 44 1591 78.89 41 41

12 1415 86.67 66 14 3793 86.67 66 16 866 75.56 32 48 1975 76.67 41 45

13 2201 86.67 66 14 4995 86.67 66 17 1395 75.56 32 65 3169 76.67 41 45

14 3137 86.67 66 14 6671 86.67 66 17 1763 75.56 32 67 4456 78.89 41 53

15 4215 86.67 66 14 8099 86.67 66 17 2469 75.56 32 67 5774 78.89 41 53

16 5473 86.67 66 14 9485 86.67 66 17 3744 75.56 41 42 8476 76.67 41 63

17 7901 86.67 66 14 13255 86.67 66 17 4336 75.56 41 56 11055 76.67 41 66

18 10732 86.67 66 14 17589 86.67 66 17 5352 75.56 41 57 13428 76.67 41 69

19 14187 86.67 66 16 21238 86.67 66 17 7214 75.56 41 60 16188 76.67 41 69

20 18087 86.67 66 17 26821 86.67 66 17 9819 75.56 41 63 22035 76.67 41 75

21 23408 86.67 66 17 33834 86.67 66 17 14282 75.56 41 64 26674 76.67 41 78

22 31050 86.67 66 17 43225 86.67 66 17 18590 75.56 41 64 30846 76.67 41 78

23 39235 86.67 66 17 52587 86.67 66 17 26474 75.56 41 70 36630 76.67 41 78

24 48583 86.67 66 17 58097 86.67 66 17 35014 76.67 41 79 40024 76.67 41 78

25 62383 86.67 66 17 46191 76.67 41 80

On the other hand, once the core sets of rules, corresponding to the decision
algorithms limited by constraints on minimal support of rules and giving the
best results for the complete algorithms, are retrieved, there is little point in
continuing, thus the results presented in Table 3 stop when only fractions of the
whole rule sets are recalled, for female writers just few hundreds, and for male
writers close to ten thousand (still less than a quarter of the original algorithm).

3.6 Summary of the Best Results

Out of the two tested and compared approaches to rule filtering, selection gov-
erned by attributes included when following their rankings enabled to reject
more rules from the reference algorithms, even over 35 % and 48 %, respectively
for female and male datasets, with prediction at the reference level. For male
writers recognition could be increased (at maximum by over 4 %) either with
keeping or lowering constraints on minimal support required of rules.
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Table 3. Characteristics of decision algorithms with pruning of rules while weighting
them by measures based on rankings of conditional attributes: N indicates the weighting
step, (a) number of recalled rules, (b) maximal classification accuracy [%], (c) minimal
support required of rules, (d) number of rules satisfying condition on support

N Female Male

InfoGain-RDD MREVM -RDD InfoGain-RDD MREVM -RDD

(a) (b) (c) (d) (a) (b) (c) (d) (a) (b) (c) (d) (a) (b) (c) (d)

1 10 61.11 55 4 10 61.11 55 4 36 55.56 9 26 27 55.56 9 23

2 12 61.11 55 4 12 61.11 55 4 113 61.11 13 58 48 61.11 13 39

3 29 81.11 55 13 39 83.33 32 23 128 61.11 13 62 60 61.11 13 45

4 46 87.78 52 25 55 84.44 14 37 154 61.11 13 70 71 61.11 13 53

5 48 87.78 52 25 70 84.44 14 45 185 66.67 10 99 112 80.00 25 52

6 67 87.78 52 25 104 87.78 52 28 215 66.67 10 120 127 73.33 26 56

7 71 87.78 52 25 129 87.78 52 31 231 66.67 10 130 149 73.33 26 63

8 80 90.00 46 29 161 87.78 52 36 265 73.33 26 86 189 73.33 26 66

9 94 90.00 46 33 182 87.78 52 39 301 73.33 26 90 251 73.33 26 79

10 106 90.00 46 33 212 88.89 52 45 329 73.33 26 99 288 73.33 26 87

11 131 90.00 46 38 226 88.89 52 48 384 73.33 26 110 331 73.33 41 33

12 166 86.67 66 12 265 86.67 66 16 396 73.33 26 116 368 73.33 41 41

13 181 86.67 66 14 279 86.67 66 17 511 73.33 26 124 382 73.33 41 44

14 202 86.67 66 14 327 86.67 66 17 667 75.56 25 143 451 73.33 41 48

15 206 86.67 66 14 339 86.67 66 17 794 75.56 32 91 483 75.56 27 130

16 221 86.67 66 14 362 86.67 66 17 912 73.33 32 94 514 76.67 27 135

17 237 86.67 66 14 388 86.67 66 17 949 73.33 26 148 624 75.56 37 74

18 268 86.67 66 14 441 86.67 66 17 1011 73.33 41 54 848 75.56 37 77

19 285 86.67 66 16 452 86.67 66 17 1117 75.56 27 153 937 78.89 35 87

20 305 86.67 66 17 498 86.67 66 17 1189 75.56 27 155 1236 76.67 35 91

21 1228 75.56 27 157 1965 76.67 41 65

22 1900 75.56 41 61 2160 76.67 41 67

23 1993 75.56 41 63 2264 76.67 41 68

24 2667 76.67 41 67 3291 76.67 41 71

25 3610 76.67 41 68 4036 76.67 41 72

26 4577 76.67 41 70 4519 76.67 41 74

27 4825 76.67 41 71 5637 76.67 41 76

28 5725 76.67 41 74 6269 76.67 41 77

29 7901 76.67 41 76 9820 76.67 41 79

30 9250 76.67 41 78 9830 76.67 41 80

31 9394 76.67 41 79 9841 76.67 41 80

32 9404 76.67 41 80 9844 76.67 41 80

When rules were wighted, ranked, and then selected the quality of prediction
was enhanced at maximum by over 3 % for both datasets, and for female and
male writers datasets respectively over 29 % and 18 % of rules could be pruned.

For female dataset for both approaches to rule pruning better results were
obtained while exploiting InfoGain attribute ranking, and for male dataset the
same can be stated for MREVM ranking.
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4 Conclusions

The paper presents research on selection of decision rules while following rank-
ings of considered conditional attributes and exploiting weights assigned to them,
which constitute alternatives to the popular approaches to rule filtering. Two
ways to prune rules were compared, the first relying on selection of the rules
with conditions only on the highest ranking attributes, while those referring to
lower ranking features were rejected. Within the second methodology, the weights
of attributes from their rankings formed a base from which for all rules the
defined quality measures were calculated, and their values led to rule rankings.
Next, the highest ranking rules were filtered out. For both described approaches
two attribute rankings were tested, and the test results show several possibili-
ties of constructing optimised rule classifiers, either with increased recognition,
decreased lengths of decision algorithms, or both.
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Skowron, A. (eds.) RSEISP 2007. LNCS (LNAI), vol. 4585, pp. 726–735. Springer,
Heidelberg (2007)
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Abstract. This paper studies energy harvesting wireless sensor nodes in
which energy is gathered through harvesting process and data is gathered
through sensing from the environment at random rates. These packets
can be stored in node buffers as discrete packet forms which were pre-
viously introduced in “Energy Packet Network” paradigm. We consider
a standby energy loss in the energy buffer (battery or capacitor) in a
random rate, due to the fact that energy storages have self discharge
characteristic. The wireless sensor node consumes Ke and Kt amount of
harvested energy for node electronics (data sensing and processing oper-
ations) and wireless data transmission, respectively. Therefore, whenever
a sensor node has less than Ke amount of energy, data can not be sensed
and stored, and whenever there is more than Ke amount of energy, data
is sensed and stored and also it could be transmitted immediately if
the remaining energy is greater or equal than the Kt. We assume that
the values of both Ke and Kt as one energy packet, which leads us
a one-dimensional random walk modeling for the transmission system.
We obtain stationary probability distribution as a product form solution
and study on other quantities of interests. We also study on transmission
errors among a set of M identical sensor with the presence of interference
and noise.

Keywords: Wireless sensors · Energy harvesting · Energy packets ·
Data packets · Standby energy loss · Energy leakage · Data leakage ·
Markov modeling

1 Introduction

Wireless sensor network (WSN) is an essential part of IoT, which is composed of
several sensors to sense physical data from the environment. The sensed data may
be processed, stored, and transmitted by the sensor and communicate with a user
or observer via Internet. A WSN can be used in many different areas such as [1]:
health monitoring [2], environmental and earth sensing [3], industrial monitoring
[4], and military applications [5]. Several application areas increase the usage of

c© The Author(s) 2016
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WSN numerously. While the worldwide number of the wireless-sensing points
available is 4 million in 2011, more than 25 million available wireless-sensing
points would be expected by 2017 [6], so that the envisaged market rise of WSN
is from $0.5 billion in 2012 to $2 billion in 2022 [7].

When all energy is consumed in a sensor, it can not operate properly and can
not achieve its role unless a new energy source is provided. However, replacing
batteries or maintaining line connection for WSN usage is not convenient, so
that the finite energy sources is a major constraint of WSNs. This has pushed to
find an alternative energy source for WSNs, so that harvesting ambient energy
from the environment has been addressed this problem and it has particular
importance among these systems.

Earlier works [8,9] studied the performance of an energy harvesting sensor
node as a function of random data and energy flow. Moreover, in [10,11] per-
formance analysis was improved by taking into account the energy leakage from
the storage due to standby operation, and [12] studied the case where exactly K

energy packets are needed for successful transmission of 1 data packet. In ear-
lier works, one of the main assumptions is that energy is only consumed for the
packet transmission, not packet sensing and processing operations in the node.
In this paper, the main contribution is that we consider energy consumption
not only for data transmission but also for node electronics, i.e., data sensing-
processing-stroring in an energy harvesting wireless sensor. The quantities of
interest such as stationary probability distributions, excessive packet rates, and
backlog probabilities for stability analysis is obtained. We also consider the trans-
mission errors for the system and study on relation between system parameters
and error probabilities.

2 Mathematical Model

We model a wireless sensor node where data and energy is received randomly
from the environment. The arrivals of data packets and energy packets to the
node are assumed to be independent Poisson process with rates λ and Λ, respec-
tively. The term “energy packet” is a paradigm where energy is assumed to be
in a discrete form. The sensor node contains a data buffer and an energy storage
(capacitor or battery) to store receiving packets. Due to self discharge nature
of energy storages, there is a standby loss in the system, that can be modeled
as another independent Poisson process with rate µ. The sensing and the trans-
mission occurs very fast at the node compared to the data and energy gathering
rates from the environment, so that the operation times required for sensing
and transmission processes are negligible, i.e., they occur instantaneously. In
a sensor node, the harvested energy is basically consumed for packet sensing,
storing, processing and transmission. In our system, we assume that Ke = 1
energy packet is required for the node electronics (sensing, storing, processing)
and Kt = 1 energy packet is required for the data transmission, so that total two
energy packets are needed for transmitting one data packet. Therefore, whenever
a sensor node has less than Ke = 1 energy packet, data can not be sensed and
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Fig. 1. State diagram representation of the system

stored, and whenever there is more than Ke amount of energy packet, data is
sensed and stored and also it could be transmitted immediately if the remaining
energy is greater or equal than the Kt = 1 energy packet.

Consider the system at a time t ≥ 0 contains amount of D(t) data packets
in the buffer and amount of E(t) energy packets in the storage, so that we can
model the state of sensor node by the pair of (D(t), E(t)). Whenever E(t) ≥ 1,
node can sense the data packet and one energy packet is consumed by the node
electronics instantaneously. Also, if there is still available energy in the storage,
node can also transmit the data packet by consuming one more energy packet
immediately.

When we examine the system model carefully, since the model has a finite
state space, an unbounded growth of data or energy packets is not allowed. In
fact, when one data packet arrives to the node whose state is (D(t) = 0, E(t) =
1), the state will change as (D(t) = 1, E(t) = 0) and it is the only state where
data buffer is not empty. This interesting situation leads the system has great
amount of excessive data packets, which we will consider later.

Let us write p(d, e, t) = Prob[D(t) = d, E(t) = e]. By using above remark,
we should only consider p(d, e, t) for the state space S such that (e − d) ∈ S,
where E ≥ (e − d) ≥ −1 and E is the maximum amount of energy packets that
can be stored in the node.

In fact, the system can be modeled as finite Markov chain whose states and
transition diagram can be seen in Fig. 1. The stationary probabilities p(e − d) =
limt→∞ Prob[D(t) = d, E(t) = e] can be computed from following balance
equations:

p(−1)[Λ] = λ p(1) (1)

p(0)[Λ] = Λ p(−1) + λ p(2) + µ p(1) (2)

p(N)[Λ + λ + µ] = Λp(N − 1) + λp(N + 2) + µp(N + 1) (3)

p(E − 1)[Λ + λ + µ] = Λ p(E − 2) + µ p(E) (4)

p(E)[λ + µ] = Λ p(E − 1). (5)

Note that (3) is valid for 0 < N < E − 1 and has a solution of the form:

p(N) = c ϕN (6)

where c is an arbitrary constant and ϕ can be computed from following charac-
teristic equation:

λϕ3 + µϕ2 − (Λ + λ + µ)ϕ + Λ = 0 (7)
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whose roots are {ϕ1 = 1, ϕ2,3 =
−(λ+µ)∓

√
(λ+µ)2+4Λλ

2λ
. Here only viable root is

ϕ3, since the solution must lie in the interval (0, 1). In the rest of the paper, we
consider ϕ3 = ϕ for the sake of simplicity.

After finding stationary probabilities of the states between the interval (0, E−
1), we may also reach:

p(−1) = c
λ

Λ
ϕ, p(0) = c(

λ

Λ
ϕ2 +

λ + µ

Λ
ϕ),

p(E − 1) = c[1 +
λ + µ

Λ
− µ

λ + µ
]−1ϕE−2,

p(E) = c[(
λ + µ

Λ
)(

Λ + λ + µ

Λ
) − µ

Λ
]−1ϕE−2.

Using the fact that summation of the probabilities is one:

E∑

N=−1

p(N) = c(
2λ + µ

Λ
ϕ +

λ

Λ
ϕ

2) + c

E−2∑

N=1

ϕ
N + c[

λ + µ

Λ
−

µ

Λ + λ + µ
]−1

ϕ
E−2 = 1.

After further calculations, we may reach:

c = [
2λ + µ

Λ
ϕ +

λ

Λ
ϕ2 +

ϕ − ϕE−1

1 − ϕ
+

Λ(Λ + λ + µ)

(λ + µ)(Λ + λ + µ) − µΛ
ϕE−2]−1.

2.1 Excessive Packets Due to Finite Buffer Sizes

Since the energy storage capacity (maximum E energy packets) and data buffer
capacity (maximum B data packets) are finite and data buffer is forced to be
empty most of the time, we have some excessive packets that arrive at the node,
but can not be sensed and stored. These excessive packets rates, Γd and Γe for
data and energy packets, respectively and can be computed as:

Γd = λ

−B
∑

N=0

p(N) = λ(p(0) + p(−1)) = cλ(
2λ + µ

Λ
ϕ +

λ

Λ
ϕ2),

Γe = Λp(E) = c[
1

Λ
[(

λ + µ

Λ
)(

Λ + λ + µ

Λ
) − µ

Λ
]]−1ϕE−2.

Obviously, increase in the arrival rates of the energy and the data packets
will increase the excessive packet rates. We can observe Γd remains zero until a
certain level of λ and after this level, it starts showing a decreasingly growing
behavior in Fig. 2, where we assume Λ = 10, µ = 1, E = 100 for several values
of λ. Although the system does not allow to store more than one data packet in
the buffer, we observe reasonable amount of excessive data packet rate, which
is due to the fact that most of the data packets can be sensed and transmitted
when there are two or more energy packets in the node.

In Fig. 2, we may also observe similar effect on Γe where we assume λ =
10, µ = 0.1Λ,E = 100 for several values of Λ. Apart from the previous observa-
tion, increase in Γe is nearly linear after a certain level of Λ.
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Fig. 2. Excessive data and energy packet rates.

2.2 Stability of the System

System stability is the question of whether finite number of segregated data
packets and energy packets remain finite with certain probability for unlimited
data and energy storage capacity when t → ∞. If the condition is satisfied, then
the system will be said to be stable.

Here, in order to make further analysis, we need to re-consider system with
unlimited storages. In this case, we may reach:

p(−1) = c′ λ

Λ
ϕ, p(0) = c′(

λ

Λ
ϕ2 +

λ + µ

Λ
ϕ), p(N) = c′ϕN , 0 < N < ∞.

where ϕ is the same with the one solution of 7 and c′ value can be computed as:

c′ =
(λ + µ − 2Λ) +

√

(λ + µ)2 + 4Λλ

2(2λ + µ)
.

Also, we can express the marginal probabilities as:

pd(d) =
∞
∑

e=0

p(e − d) and pe(e) =
∞
∑

d=0

p(e − d).

In steady state, the probabilities that segregated data packets and energy packets
do not exceed some finite values D′ and E′, respectively:

Pd(D
′) = limt→∞Prob[0 < D(t) ≤ D′ < ∞], (8)

Pe(E
′) = limt→∞Prob[0 < E(t) ≤ E′ < ∞]. (9)

We can calculate 8 and 9 by using marginal probabilities:

Pd(D
′) =

D′

∑

d=0

∞
∑

e=0

p(e − d) = pd(1) + pd(0) = p(−1) + p(0) +

∞
∑

N=1

c′ϕN = 1.
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and

Pe(E
′) =

E′

∑

e=0

∞
∑

d=0

p(e − d) = pe(0) + pe(e)1[e > 0] = p(−1) + p(0) +

E′

∑

N=1

c′ϕN

= 1 − c′ ϕ
E′+1

1 − ϕ
.

Thus, we can conclude that the system with unlimited storage capacities is
always stable with respect to data packets and unstable with respect to energy
packets, as expected.

3 Analysis of Transmission Error Among a Set of Nodes

The total power that is entering the sensor node is simply energy harvesting
rate Λ, due to the fact that energy rate is in unit of power. All harvested power
can not be used by the node, since there are some energy packet losses, namely
standby loss due to the self-discharge nature of the storage and excessive packet
loss due to limited capacity storage of the node, so that the total power consumed
by the node is:

ξi = Λi − Γei
− µi

E
∑

N=1

pi(N), (10)

where the subscript i relates to the parameters of the i-th node among the set of
M nodes. Whenever a node transmits a data packet, it consumes amount of Ke

and Kt energy packets for node electronics and packet transmission, respectively.
Since it is assumed that Ke = Kt, the total radiating power from a sensor on
average is simply:

φi =
ξi

2
. (11)

Furthermore, if the probability of correctly receiving (or decoding) the packet
sent by a given node i that transmits at power level Kti

be denoted by:

1 − ei = f(
ηiKti

Ii + Bi

), (12)

where f is some increasing function of its argument which is the signal to inter-
ference Ii plus noise Bi and 0 ≤ ηi ≤ 1 represents the propagation factor of the
transmission power that is sensed by the receiver.

Some number of ’α’ separate frequency channels may be used in the commu-
nication medium. If the number of transmitting sensor nodes does not exceed
α, distinct frequency channels are being used by each transmitter. In this case,
interference can be considered as Ii1 = ηiκ0i

(M − 1) ξi

2 , where 0 ≤ κ0i
≤ 1 is

a factor that represents the effect of side-band frequency channels and its value
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Fig. 3. Transmission error probability vs number of sensor nodes

is expected to be very small. On the other hand, if the number of transmitting
sensor nodes exceeds α, some of the transmitters is forced to use a frequency
channel already used by others, so that it will cause an additional interference
Ii2 = κi

M−α
M

1[M > α], where κi is very close to 1 since interference is direct to
the channel. Thus the total interference is:

Ii = Ii1 + Ii2 = ηi

ξi

2
κ0i

(M − 1) + ηi

ξi

2
(
M − α

M
)1[M > α]. (13)

If we assume that all nodes are identical, we can replace (12) by:

1 − e = f(
ηKt

η ξ
2κ0(M − 1) + η ξ

2 (M−α
M

)1[M > α] + B
). (14)

Obviously, transmission error will raise with increase in number of sensor
nodes in the network due to greater effect of the interference over the transmis-
sion. On the other hand, after a certain number of sensor nodes, α the system
will face an additional interference, I2 so that the error values will get higher
values. We observe these effects in Fig. 3, where we assume that single bit trans-
mission with Λ = 10, λ = 10, µ = 1, E = 100, B = 0.1, η = 0.5, κ0 = 0.05, α = 20
and several values of M . Also, we assume BPSK transmission, so that:

1 − e = Q(

√

ηKt

η ξ
2κ0(M − 1) + η ξ

2 (M−α
M

)1[M > α] + B
), (15)

where Q(x) = 1
2 [1 − erf( x√

2
)].

4 Conclusions

This paper analyses wireless sensor nodes that gather both data and energy
from the environment in random manners, so that they are able to operate
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autonomously. The energy consumption in a node is divided in two operations:
for the data transmission Kt, and for the node electronics (sensing and process-
ing) Ke that is the main novelty of this work. We modeled data transmission
scheme as one-dimensional random walk and we express stationary probability
distributions as a product form solution. We then study on the excessive packet
rates and the system stability. We also consider the probability of a transmitted
bit is correctly received by a receiver node that operates in a set of M identical
sensor nodes with the existence of noise and interference. A numerical result
show the effect of number of sensors in the network on interference values and
transmission error probability.
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Abstract. We show how to model system management tasks such
as load-balancing and delayed download with backoff penalty using
G-networks with restart. We use G-networks with a restart signal, multiple
classes or positive customers, PS discipline and arbitrary PH service distri-
bution. The restart signal models the possibility to abort a task and send it
again after changing its class and its service distribution. These networks
have been proved to have a product form steady-state distribution.

Keywords: Performance · G-Networks · Phase-type distributions ·
Product form steady-state distribution · Restart

1 Introduction

Since the seminal papers [2,5,6] published by Gelenbe more than 20 years ago,
G-networks of queues have received considerable attention. G-networks have
been previously presented to model Random Neural Networks [7,8]. They contain
queues, customers (like ordinary networks of queues) and signals which interact
with the queues and disappear instantaneously. Due to these signals G-networks
exhibit much more complex synchronization and allow to model new classes of
systems (artificial or biological). Despite this complexity, most of the G-networks
studied so far have a closed form solution for their steady-state.

For most of the results already known, the effect of the signal is the cance-
lation of customer or potential (for an artificial random neuron) [1]. Recently,
we have studied G-networks with multiple classes where the signal is used to
change the class of a customer in the queue [4]. Such a signal is denoted as a
restart because in some models it is used to represent that a task is aborted and
submitted again (i.e. restarted) when it encounters some problems (see [9,10] for
some systems with restart). These models still have a product form steady-state
solution under some technical conditions on the queue loads.

Here we present some examples to illustrate how this new model and theoret-
ical result can help to evaluate the performance of a complex system. We hope
that this result and the examples presented here open new avenues for research
and applications of G-networks. The technical part of the paper is organized as
follows. The model and the results proved in [4] are introduced in Sect. 2 while
the examples are presented in Sect. 3.

c© The Author(s) 2016
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2 Model Assumptions and Closed Form Solutions

We have considered in [4] generalized networks with an arbitrary number N of
queues. We consider K classes of positive customers and only one class of signals.
The external arrivals to the queues follow independent Poisson processes. The

external arrival rate to queue i is denoted by λ
(k)
i for positive customers of class k

and Λ−
i for signals. The customers are served according to the processor sharing

(PS) policy. The service times are assumed to be Phase-type distributed, with
one input (say 1) and one output state (say 0). At phase p, the intensity of

service for customers of class k in queue i is denoted as µ
(k,p)
i . The transition

probability matrix H
(k)
i describes how, at queue i, the phase of a customer of

class k evolves. Thus the service in queue i is an excursion from state 1 to state

0 following matrix H
(k)
i for a customer of class k. We consider a limited version

of G-networks where the customers do not change into signals at the completion
of a service. Here, customers may change class while they move between queues
but they do not become signals. More precisely, a customer of class k at the
completion of its service in queue i may join queue j as a customer of class l

with probability P
+(k,l)
i,j . It may also leave the network with probability d

(k)
i . We

assume that a customer cannot return to the queue it has just left: P
+(k,l)
i,i = 0

for all i, k and l. As usual, we have for all i,k:
∑N

j=1

∑K
l=1 P

+(k,l)
i,j + d

(k)
i = 1.

Signals arrive from the outside according to a Poisson process of rate Λ−
i

at queue i. Signals do not stay in the network. Upon its arrival into a queue, a
signal first choses a customer, then it interacts with the selected customer, and it
finally vanishes instantaneously. If, upon its arrival, the queue is already empty,
the signal also disappears instantaneously without any effect on the queue. The
selection of the customer is performed according to a random distribution which
mimics the PS scheduling. At state x i, the probability for a customer to be

selected is
x
(k,p)
i

|x i|
11{|x i|>0} and the signal has an effect with probability α

(k,p)
i . The

effect is the restarting of the customer: this customer (remember it has class k

and phase p) is routed as a customer of class l at phase 1 with probability R
(k,l)
i .

We assume for all k, R
(k,k)
i = 0. Of course we have for all k,

∑K
l=1 R

(k,l)
i = 1

(Fig. 1).
The state of the queueing network is represented by the vector x =

(x 1,x 2, . . . ,xN ), where the component x i denotes the state of queue i. As usual
with multiple class PS queues with Markovian distribution of service, the state of

queue i is given by the vector (x
(k,p)
i ), for all class indices k and phase indices p.

Clearly x is a Markov chain. Let us denote by |x i| the total number of cus-
tomers in queue i. In [4] we have proved that the steady-state distribution, when
it exists, has a product-form solution under some technical conditions on a fixed
point system on the load.



128 J.M. Fourneau and K. Wolter

restart

Fig. 1. Model of a queue with restart. The colors represent the classes

Theorem 1. Consider an arbitrary open G-network with p classes of positive

customers and a single class of negative customers the effect of which is to restart

one customer in the queue. If the system of linear equations:

ρ
(k,1)
i =

λ
(k)
i +

P
∑

o=1

µ
(k,o)
i ρ

(k,o)
i H

(k)
i [o, 1] + ∇k,1

i + ∆
k,1
i

µ
(k,1)
i + Λ−

i α
(k,1)
i

, (1)

where

∆
k,1
i =

P
∑

p=1

K
∑

l=1

Λ−
i α

(l,p)
i ρ

(l,p)
i R

(l,k)
i , (2)

∇k,1
i =

N
∑

j=1

K
∑

l=1

P
∑

q=1

µ
(l,q)
j ρ

(l,q)
j H

(l)
j [q, 0]P

+(l,k)
j,i , (3)

and,

∀p > 1, ρ
(k,p)
i =

P
∑

o=1

µ
(k,o)
i ρ

(k,o)
i H

(k)
i [o, p]

µ
(k,p)
i + Λ−

i α
(k,p)
i

(4)

has a positive solution such that for all stations i
∑K

k=1

∑P
p=1 ρ

(k,p)
i < 1, then

the system stationary distribution exists and has product form:

p(x) =
N
∏

i=1

(1 −
K

∑

k=1

P
∑

p=1

ρ
(k,p)
i )|xi|!

K
∏

k=1

P
∏

p=1

(ρ
(k,p)
i )x

(k,p)
i

x
(k,p)
i !

. (5)

Property 1. This result is used to obtain closed form solutions for some per-

formance measures: the probability to have exactly m customers in the queue and

the expected number of customers in the queue.
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Pr(m customers) = (1 −

K
∑

k=1

P
∑

p=1

ρ
(k,p)
i )

[

K
∑

k=1

P
∑

p=1

ρ
(k,p)
i

]m

,

E [N ] =

∑K
k=1

∑P
p=1 ρ

(k,p)
i

1 −
∑K

k=1

∑P
p=1 ρ

(k,p)
i

. (6)

3 Examples

We now present some examples to put more emphasis on the modeling capabili-
ties of G-networks with restart signals. We model a load balancing system where
the restarts are used to migrate the customers between queues and a back off
mechanism for delayed downloading.

Example 1. Load Balancing: We consider two queues in parallel as depicted in
Fig. 2. We want to represent a load balancing mechanism between them and we
want to get the optimal rates to operate this mechanism and obtain the best
performance.

The queues receive two types of customers: type 1 customers need to be
served while type 2 customers represent the customers which must be moved to
the other queue to balance the load. Customers of type 1 arrive from the outside

according to two independent Poisson process with rate λ
(1)
1 for queue 1 and

λ
(1)
2 for queue 2. There are no arrivals from the outside for type 2 customers.

Type 2 customers are created by a restart. The service rates do not depend on
the queue. They are equal to µ(1) for type 1 and µ(2) for type 2. For the sake
of simplicity, we assume here that the service distributions are exponential. PH
distributions will be added at the end of this example.

Restarting signals arrive to queues 1 and 2 according to two independent
Poisson processes with rate Λ−

1 and Λ−
2 . When it arrives to a queue, a signal

choses a customer at random as mentioned in the previous section and tries to

change it to type 2. We assume the following probabilities of success: α
(1)
1 = 1

and α
(2)
1 = 0. Similarly, α

(1)
2 = 1 and α

(2)
2 = 0. Note that we have simplified the

notation as we only have one phase of service (we consider exponential rather
than PH distributions). This value of the acceptance probability means that the
restarting signals is always accepted when the signal selects a type 1 customer
and it fails when it tries to restart a type 2 customer (as by definition in this
model, a type 2 customer is already restarted).

After its service, a type 1 customer leaves the system while a type 2 customer
moves to the other queue and changes its type during the movement to become
a type 1 customer. Thus the load balancing mechanism proceeds as follows:
the signal is received by the queue and it selects a customer at random. If the
customer has type 2, nothing happens. If the selected customer has type 1, it
is restarted as a type 2 customer with another service time distribution and
another routing matrix. The service time for a type 2 customer represents the
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1

2

restart

restart

Fig. 2. Two queues in parallel with load balancing performed by restart signals

time needed to organize the job migration. It is assumed that it is much shorter
than the the service type of a type 1 customer which represents the effective
service. Let us now write the flow equations:

ρ
(1)
1 =

λ
(1)
1 + ρ

(2)
2 µ(2)

µ(1) + Λ−
1

, ρ
(2)
1 =

Λ−
1 ρ

(1)
1

µ(2)
, ρ

(1)
2 =

λ
(1)
2 + ρ

(2)
1 µ(2)

µ(1) + Λ−
2

, ρ
(2)
2 =

Λ−
2 ρ

(1)
2

µ(2)
.

(7)
Let us now consider the performance of such a system. We control the system
with the rate of arrival of signals Λ−

1 and Λ−
2 and the objective is to balance

the load with the smallest overhead. More formally, we say that the system is
balanced if the loads for customers in service (i.e. not preparing their migration)

are equal for both queues (i.e. ρ
(1)
1 = ρ

(1)
2 = ρ) and we assume that the overhead

is the load of the queues due to the migration (i.e. ρ
(2)
1 + ρ

(2)
2 ). Assuming that

the system is balanced, we have:

ρ =
λ

(1)
1 + ρ

(2)
2 µ(2)

µ(1) + Λ−
1

=
λ

(1)
2 + ρ

(2)
1 µ(2)

µ(1) + Λ−
2

After substitution, we get: ρ =
λ

(1)
1 +ρΛ−

2

µ(1)+Λ−

1

=
λ

(1)
2 +ρΛ−

1

µ(1)+Λ−

2

. Without loss of generality

we assume that λ
(1)
1 > λ

(1)
2 . Taking into account the first part of the equation,

we obtain: ρ(Λ−
1 − Λ−

2 ) = λ
(1)
1 − ρµ(1). Similarly using the second equation we

get:

ρ(Λ−
1 − Λ−

2 ) = ρµ(1) + λ
(1)
2 .

Thus, ρ =
λ

(1)
1 −λ

(1)
2

2µ(1) , and Λ−
1 − Λ−

2 =
λ

(1)
1 +λ

(1)
2

2 . Taking now the other part of the

objective into account we want to minimize the overhead of the load balancing
mechanism. Remember that the global overhead is:

ρ
(2)
1 + ρ

(2)
2 = ρ

(Λ−
1 + Λ−

2 )

µ(2)
.



Some Applications of Multiple Classes G-Networks with Restart 131

Thus the optimal solution is achieved for Λ−
2 = 0 and Λ−

1 =
λ

(1)
1 +λ

(1)
2

2 . Let us
now consider a more complex problem where the services for type 1 customer
follow the same PH distribution. We still assume that type 2 customers receive
services with an exponential distribution. Let us now write the flow equations:

ρ
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λ
(1)
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∑
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(2,p)
2 µ(2,p)
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1
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,∀p > 1,
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, ρ
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H(1,p)ρ
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,∀p > 1,

ρ
(2)
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1
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p>0 ρ

(1,p)
1

µ(2) , ρ
(2)
2 =

Λ−

2

∑
p>0 ρ

(1,p)
2

µ(2) .

(8)

These equations can be used to optimize the system as we have done previously
for exponential service distributions.

Example 2. Delayed Downloading: We now study a small wifi network with a
delayed downloading mechanism (see for instance [11]). Queue A is the down-
loading queue (see Fig. 3). Customers and signals arrive from the outside to
queue A. The class of customers represents the delays that requests will expe-
rience. Type 1 requests (in white) are not delayed while delayed requests are
depicted in grey. The restart signals change the state of a request to “delayed”
according to the selection mechanism described in Sect. 2. The probability of
acceptance for the selection depends on the class of the customer and the phase
of service. Thus, we can model delay based on the steps of the downloading pro-
tocol, for instance. Once a request class has been changed due to selection by the
signal, it is routed after its service to queue B or C where it is changed again to
a class 1 request and experiences a random delay depending on the queue. The
flow equations are:

A

B

C

Restart

Fig. 3. The queuing network associated to the delayed downloading with back-off
penalties
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Assuming that these equations have a fixed point solution such that the queues
are stable, Theorem 1 proves that the steady-state distribution has product
form. This closed form solution allows us to study the performance of the down-
loading mechanism and to optimize the throughput when one changes the delay
distributions.

4 Concluding Remarks

Note that it is possible to add triggers in the model to increase the flexibility
while conserving the closed form solution [3]. We advocate that G-networks with
restart signals are a promising and flexible modeling technique.
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Abstract. We present the new version of XBorne a software tool for
the probabilistic modeling with Markov chains. The tool which has been
developed initially as a testbed for the algorithmic stochastic compar-
isons of stochastic matrices and Markov chains, is now a general purpose
framework which can be used for the Markovian modelling in education
and research.
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1 Introduction

The numerical analysis of Markov chains always deals with a tradeoff between
complexity and accuracy. Therefore we need tools to compare the approaches,
the codes and some well-defined examples to use as a testbed. After many years
of development of exact or bounding algorithms for stochastic matrices, we have
gathered the most efficient into XBorne, our numerical analysis tool [8]. Typically
using XBorne, one can easily build models with tens of millions of states. Note
that solving any questions with this size of models is a challenging issue. XBorne
was developed with the following key ideas:

1. Build one software tool dedicated to only one function and let the tools com-
municate with file sharing

2. If another tool already exists for free and is sufficiently efficient, use it and
write the export tool (only create tools you cannot find easily).

3. Allow to recompile the code to include new models.
4. Separate the data and the description of the data.

As a consequence, we have chosen to avoid the creation of a new modelling
language. The models are written in C and included as a set of 4 functions to be
compiled by the model generator. This aspect of the tool will be emphasized in
Sect. 2 with the presentation of an example (a queue with hysteresis). The tool
decomposition approach will also be illustrated in the paper.

XBorne is now a part of the French project MARMOTE which aims to build
a set of tools for the analysis of Markovian models. It is based on PSI3 to per-
form perfect simulation (i.e. Coupling from the past) of monotone systems and
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their generalizations [5], MarmoteCore to provide an object interface to Markov
objects and associated methods, and XBorne that we will present in this paper.
The aim of XBorne (and the other tools developed in the MARMOTE project)
is not to replace older modeling tools but to be included into a larger framework
where we can share tools and models developed in well-specified frameworks
which can be translated into one another. XBorne will be freely available upon
request.

The technical part of the paper is as follows: in Sect. 2, we present how we can
build a new model. We show in Sect. 3 how it can be solved and we present some
numerical results. Sections 4 and 5 are devoted to two new solving techniques.
In Sect. 4, we consider the quasi-lumpability technique. We modify the Tarjan
and Paige approach used for the detection of macro-states for aggregation or
bisimulation [12] to relax the assumption on the creation of macro states and
accommodate a quasi-lumpable partition of the state space. Section 5 is devoted
to the simulation of Markov chains and it is presented here to show how we have
chosen to connect XBorne with other tools.

2 Building a Model with XBorne

XBorne can be used to generate a sparse matrix representation of a Discrete
Time Markov Chain (DTMC) from a high level description provided in C.
Continuous-time models can be considered after uniformization (see the exam-
ple in the following). Like many other tools, the formalism used by XBorne is
based on the description of the states and the transitions. All the information
concerning the states and the transitions are provided by the modeler using 2
files (1 for the constants and one for the code, respectively denoted as “const.h”
and “fun.c”). States belong to a hyper-rectangle the dimension of which is given
by the constant NEt. The bounds of the hyper-rectangle must be given by func-
tion “InitEtendue()”. The states belong to the hyper-rectangle and they are
found by a BFS visit from an initial state given by the modeler through function
“EtatInitial()”.

The transitions are given in a similar manner. The constant “NbEvtsPossi-
bles” is the number of events which provoke a transition. The idea is that an
event is a mapping applied to a state (not necessarily a one to one mapping).
Each event has a probability given by function “Probabilite()” and its value may
depend on the state description. The mapping realized by an event is described
by function “Equation()”. To conclude, it is sufficient to describe 4 functions in
C and some definitions and recompile the model generator to obtain a new code
which builds the transition probability matrix.

#define NEt 2 #define NbEvtsPossibles 4

#define AlwaysOn 10 #define BufferSize 20

#define OnAndOff 5 #define UPandDOWN 0

#define WARMING 1 #define ALL_UP 2

#define UP 10 #define DOWN 5
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We now present an example for the various definitions and functions which
are written in the files “const.h” and “fun.c” to describe the model developed by
Mitrani in [11] to study the tradeoff between energy consumption and quality
of service in a data-center. It is a model of a M/M/(a+b) queue with hystere-
sis and impatience. We have slightly changed the assumptions as follows: the
queue is finite with size “BufferSize”. The arrivals still follow a Poisson process
with rate “Lambda”. The services are exponential with rate “Mu”. Initially only
“AlwaysOn” servers are available. Once the number of customers in the queue
is larger than “UP”, another set (with size OnAndOff) of servers is switched on.
The switching time has an exponential duration with rate “Nu”. If the number
of customers becomes smaller than “DOWN”, this set of servers is switched off.
This action is immediate. As NEt=2, a state is a two dimension vector. The first
dimension is the number of customers and the second dimension encodes the
state of the servers. The initial state is an empty queue with the extra block of
servers which is not activated.

void InitEtendue()

{

Min[0] = 0; Max[0] = BufferSize; Min[1] = UPandDOWN; Max[1] = ALL_UP;

}

void EtatInitial(E)

int *E;

{

E[0] = 0; E[1] = UPandDOWN;

}

double Probabilite(int indexevt, int *E) {

double p1, Delta;

int nbServer, inserv;

nbServer = AlwaysOn;

if (E[1]==ALL_UP) {nbServer += OnAndOff;}

inserv = min(E[0], nbServer);

Delta = Lambda + Nu + Mu*(AlwaysOn + OnAndOff);

switch (indexevt) {

case ARRIVAL: p1 = Lambda/Delta; break;

case SERVICE: p1 = (inserv)*Mu/Delta; break;

case SWITCHINGON: p1 = Nu/Delta; break;

case LOOP: p1 = Mu*(AlwaysOn + OnAndOff - inserv)/Delta; break;

}

return(p1);

}

The model is in continuous time. Thus we build an uniformized version of the
model adding a new event to generate the loops in the transition graph which
are created during the uniformization. After this process we have 4 events:
ARRIVAL, SERVICE, SWITCHINGON, LOOP. In all the functions, E and
F are states. The generation tool creates 3 files: one contains the transition
matrix in sparse row format, the second gives information on the number of
states and transitions and the third one stores the encoding of the states. Indeed
the states are found during the BFS visit of the graph and they are ordered by
this visit algorithm. Thus, we have to store in a file the mapping between the
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state number given by the algorithm and the state description needed by the
modeler and some algorithms.

void Equation(int *E, int indexevt, int *F, int *R)

{

F[0] = E[0]; F[1] = E[1];

switch (indexevt) {

case ARRIVAL: if (E[0]<BufferSize) {F[0]++;}

if ((E[0]>=UP) && (E[1]==UPandDOWN)) {F[1]=WARMING;}

break;

case SERVICE: if (E[0]>0) {F[0]--;}

if ((F[0]==DOWN) && (E[1]>UpandDOWN)) {F[1]=UPandDOWN;}

break;

case SWITCHINGON: if (E[1]==WARMING) {F[1]=ALL_UP;}

break;

case LOOP: break;

}

}

Once the steady-state distribution is obtained with some numerical algo-
rithms, the marginal distributions and some rewards are computed using the
description of the states obtained by the generation method and codes provided
(and compiled) by the modeler to specify the rewards (see in the left part of
Fig. 1 the marginal distribution for the queue size).
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Fig. 1. Mitrani’s model. Steady-state for the queue size (left). Sample path of the state
of the servers (right).

3 Numerical Resolution

In XBorne, we have developed some well-known numerical algorithms to com-
pute the steady-state distribution (GTH for small matrices), SOR and Gauss
Seidel for large sparse matrices but we have chosen to export the matrices into



138 J.M. Fourneau et al.

MatrixMarket format to use state of the art solvers which are now available
on the web. But we also provide new algorithms for the stochastic bounds or
the element-wise bound of the matrices, the stochastic bound or the entry-wise
bounds of the steady-state distribution. These bounds are based on the algorith-
mic stochastic comparison of Discrete Time Markov Chain (see [10] for a survey)
where stochastic comparison relations are mitigated with structural constraints
on the bounding chains. More precisely, the following methods are available:

– Lumpability: to enforce the bounding matrix to be ordinary lumpable. Thus,
we can aggregate the chain [9].

– Pattern based: to enforce the bounding matrix to follow a pattern which pro-
vides an ad-hoc numerical algorithm (think at a upper Hessenberg matrix for
instance) [2].

– Censored Markov chain: only the useful part of the chain is censored and we
provide bounds based on this partial representation of the chain [1,7].

Other techniques for entry-wise bounds of the steady state distribution have also
been derived and implemented [3]. They allow in some particular cases to deal
with infinite state space (otherwise not considered in XBorne).

More recently, we have developed a new low rank decomposition for a sto-
chastic matrix [4]. This decomposition is adapted to stochastic matrices because
it provides an approximation which is still a stochastic matrix while singular
value decomposition gives a low rank matrix which is not stochastic anymore.
Our low rank decomposition allows to compute the steady-state distribution and
the transient distribution with a lower complexity which takes into account the
matrix rank. For instance, for a matrix of rank k and size N , the computation of
the steady-state distribution requires O(Nk2) operations. We also have derived
algorithms to provide stochastic bounds with a given rank for any stochastic
matrix (see [4]).

Note that the integration with other tools we mention previously is not lim-
ited to numerical algorithms provided by statistical package like R. We also
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Fig. 2. Mitrani’s model. Directed graph of the chain (left). Energy consumption (right).
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use their graphic capabilities and the layout algorithms. We illustrate these two
aspects in Fig. 2. In the left part we have drawn the layout of the Markov chain
associated with Mitrani’s model for a small buffer size (i.e. 20). We have devel-
oped a tool which reads the Markov chains description and write it as a labelled
directed graph in “tgf” format. With this graph description, we use the graph
editors available on the web to obtain a layout of the chain and to visualize the
states and their transitions. On the right part of the figure, we have depicted a
heat diagram for the energy consumption associated to Mitrani’s model for all
the values of the thresholds U and D.

4 Quasi-Lumpability

Quasi-Lumpability testing has been recently added into XBorne to analyze very
large matrices. The numerical algorithms which have been developed are also
used to analyze stochastic matrices which are not completely specified. It is well-
known now that Tarjan’s algorithm can be used to obtain the coarsest partition
of the state space of a Markov chain which is ordinary lumpable and which is
consistent with an initial partition provided by the modeler. Lumpable matrix
can be aggregated to obtain a smaller matrix, easier to analyze. Logarithmic
reduction in size are often reported in the literature. We define quasi-lumpability
of partition A1, A2, . . . , Ak with threshold ǫ of stochastic matrix M as follows:
for all macro-states Ai and Aj we have

max
l1,l2∈Ai

∣

∣

∣

∣

∣

∣

∑

k∈Aj

M(l1, k) −
∑

k∈Aj

M(l2, k)

∣

∣

∣

∣

∣

∣

= E(i, j) ≤ ǫ. (1)

When ǫ = 0 we obtain the definition of ordinary lumpability. We have modified
Tarjan’s algorithm to obtain a partition which is quasi-lumpable given an initial
partition and a maximum threshold ǫ. The output of the algorithm is the coarsest
partition consistent with the initial partition and the real threshold needed in
the algorithm (which can be smaller than ǫ). Note that the algorithm always
returns a partition. However the partition may be useless as it may have a large
number of nodes. The next step is to lump matrix M according to the partition
found by the modified Tarjan’s algorithm. If the real threshold needed is equal
to 0, the matrix is lumpable and the aggregated matrix is stochastic. It is solved
with classical methods.

If the threshold needed is positive, we obtain two aggregated matrices Up and
Lo: one where the transition probability between macro states Ai and Aj is equal
to maxl∈Ai

∑

k∈Aj
M(l, k) and one where it is equal to minl∈Ai

∑

k∈Aj
M(l, k).

Up is super-stochastic while Lo is sub-stochastic. These two bounding matrices
also appear when the Markov chains are not completely specified and transitions
are associated with intervals of probability. We have implemented Courtois and
Semal algorithm [6] to obtain entry-wise bounds on the steady-state distribution
of all matrices between Up and Lo. We are still conducting new research to
improve this algorithm.
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5 Simulation

We have added several simulation engines in XBorne, mainly for educational
purpose and for verification. All of them define a model with the same functions
we have previously presented to design a Markov chain. The modeler just needs
to add the simulation time and the seed for the generator when a random number
generator is used by the simulation code. Thus, the same model description (i.e.
the four C functions) is used for the simulation and the Markov chain generation.

Two types of engines have been developed: a simulator with random number
generation in C and a trace base version where the random number generation
(and generally the random variables generation) are outside the simulation code
and previously stored in a file by some statistical packages (typically R). Simi-
larly, the output of the simulations are sample paths which are stored in separate
files to be analyzed by state of the art statistical packages where various test algo-
rithms and confidence intervals computations are performed by efficient methods
already available in these packages. Thus, the modeler is expected to concentrate
on the development of the model simulation, leaving the statistical details to
other packages. Similarly, the drawing of the paths can be obtained from the
statistical package like in the right part of Fig. 1 where we depict the evolution
of the second component of Mitrani’s model (i.e. the state of the server). The
trace based simulation is also used to simulate Semi-Markov processes.

The simulation engines also differ by the definition of paths: the general pur-
pose simulation engine builds one path per seed for the simulation time, while
the regenerative Markovian simulation stores one path per regenerative cycle.
Furthermore, to deal with the complexity of the simulation of discrete distribu-
tion by the reverse transform method, we have implemented two types of engine:
a general inverse distribution method when the distribution of probability for the
next event changes with the state, and an alias method when this distribution
is the same for all the states.
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Abstract. Based on hierarchy and recursion (shortly, HR), recursive
networking has evolved to become a possible architecture for the future
Internet. In this paper, we advance the study of HR-based routing by
means of the Gershenson-Fernandez information-theoretic framework,
which provides four different complexity measures. Then, we introduce
a novel and general approach for computing the information associated
to a known or estimated routing table. Finally, we present simulation
results regarding networks that are characterized by different topologies
and routing strategies. In particular, we discuss some interesting facts
we observed while comparing HR-based to traditional routing in terms
of complexity measures.

Keywords: Distributed systems · Recursive networking · Complexity
measures

1 Introduction

Recursive networking refers to multi-layer virtual networks embedding networks
as nodes inside other networks. It is based on hierarchy, i.e., the categorization
of a set of nodes according to their capability or status, and recursion, which is
the repeated use of a single functional unit over different scopes of a distributed
system. In the last decade, recursive networking has evolved to become a possible
architecture for the future Internet [2]. In particular, it is a prominent approach
to designing quantum networks [3]. In a recent work [1], we proposed to apply
hierarchy and recursion (HR) to build self-aware and self-expressive distributed
systems. In particular, we presented HR-based network exploration and routing
algorithms.

In this paper, we continue the characterization of HR-based routing by means
of a simple albeit powerful and general information-theoretic framework provid-
ing complexity measures, recently proposed by Gershenson and Fernandez [4].
Firstly, we introduce a novel and general (i.e., not HR-specific) approach for
computing the information associated to a known or estimated routing table.
Then we present simulation results regarding networks that are characterized by
different topologies and routing strategies. In particular, we discuss some inter-
esting facts we observed, while comparing HR-based to traditional routing in
terms of complexity measures.

c© The Author(s) 2016
T. Czachórski et al. (Eds.): ISCIS 2016, CCIS 659, pp. 145–153, 2016.
DOI: 10.1007/978-3-319-47217-1 16
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The paper is organized as follows. In Sect. 2, we summarize the basic con-
cepts of Gershenson and Fernandez’s information-theoretic framework [4]. In
Sect. 3, we illustrate our approach for computing the information associated to
a routing table. In Sect. 4, we recall the working principles of HR-based routing.
In Sect. 5, we present simulation results. Finally, in Sect. 6, we outline future
research directions.

2 Complexity and Information

It is difficult to provide an exhaustive list of the ways of defining and mea-
suring system complexity that have been proposed by the research community.
Among others, the Gershenson-Fernandez information-theoretic framework pro-
vides abstract and concise measures of emergence, self-organization, complexity
and homeostasis [4]. According to their framework, emergence is the opposite of
self-organization, while complexity represents their balance. Homeostasis can be
seen as a measure of the stability of the system.

In detail, a system can be described by a string X, composed by a sequence of
variables with values x ∈ {1, .., n} which follow a probability distribution P (x).
The information associated to that system is the normalized entropy

I = −

∑

x
P (x) log P (x)

Imax

(1)

where I ∈ [0, 1] and Imax = − log(1/n), since the maximum information value
is achieved when all values 1, .., n have the same probability.

Considering the dynamics of the system as a process, emergence can be
defined as the novel information generated by that process:

E =
I

Iinit

(2)

where I and Iinit are the current and initial information associated to the sys-
tem, respectively. The initial information can be referred to the initial state or
condition of the system. If the initial state is random, then Iinit = 1.

Self-organization is seen as the opposite of emergence, since high organiza-
tion (order) is characterized by low information. Vice versa, low organization is
characterized by high information. Thus

S = Iinit − I (3)

Thus, self-organization occurs (S > 0) if the dynamics of the system reduce
information.

Since E represents how much variety there is in a system, and S represents
how much order, complexity is defined as their product:

C = a · E · S (4)

where a is a normalization factor, due to the fact that E may be > 1/S.
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Last but not least, homeostasis is defined as

H = 1 − d (5)

where d is the normalized Hamming distance between the current and initial
state of the system, measuring how much change has taken place. Being defined
as its complement, homeostasis is a measure of the stability of the system. A
high H implies that there is no change, that is, information is maintained.

This framework has been used to study different kinds of complex systems,
ranging from self-organizing traffic lights [5] to adaptive peer-to-peer systems [6].

3 Information Associated to a Routing Table

Traditionally, routing strategies are compared in terms of effectiveness, efficiency
and scalability [7,8]. To this purpose, selected independent variables should
explain performance under a wide range of scenarios [9]. In particular, esti-
mating routing tables is an important and challenging task, as details of how a
route is chosen are diverse, and generally not publicly disclosed. An interesting
strategy has been recently proposed by Rotenberg et al. [10].

In this context, we propose a novel and general approach for characteriz-
ing the whole network, namely, by averaging the emergence, self-organization,
complexity and homeostasis values of its routers.

From now on, for simplicity, we assume that every node of the network is
provided with a routing table, allowing to forward packets to neighbor nodes
(routes), according to their destinations. A routing table can be modeled as a
set of (destination, route) pairs.

Consider a node with k neighbors. Then, its routing table takes into account
k possible routes. In terms of the framework illustrated in Sect. 2, this means
that x ∈ {1, .., k}. By inspecting the routing table, it is possible to determine
the relative frequency of each route. Thus, we define

P (x) =
nx

n
(6)

where n is the size of the routing table and nx is the number of destinations
whose route is x.

When a new node joins the network, its routing table is empty and every
route has the same probability. Thus, Iinit = 1. As a consequence, Eqs. 2–5
become:

– E = I/Iinit = I
– S = Iinit − I = 1 − I
– C = aES = 4I(1 − I)
– H = 1 − d

where a = 4 comes from: max{ES} = 0.5(1 − 0.5) = 1/4; d is the normalized
Hamming distance between the initial and current configurations of the routing
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table. In general, the Hamming distance between any two consecutive config-
urations of the routing table is computed per-node according to the following
equations:

∀ neighbor i :

Di+1 = Di + f(r)

f(i) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1 if r is route in new routing table only
1 if r is route in old routing table only
1 if r is route in both routing tables, but nold �= nnew

0 else

where n is the number of destinations associated to the selected route. Once
normalized, Di becomes di.

4 HR-Based Routing

We recall and explain HR-based routing by means of an example. Let us consider
the network shown in Fig. 1. The routing table at node 4.2 contains information
on how to reach any other node in the network. The table has more precise
information about nearby destinations (node 4.4 and node 4.7), and vague infor-
mation about more remote destinations (NET9).

Suppose that node 4.2 has to send a message to node 9.6. If routing tables
were filled only with local information (i.e., node 4.2’s direct neighbors), routing
would be quite inefficient. Instead, hierarchy and recursion make it possible to
find the route more quickly. Node 4.2 knows that NET9 is reachable through
NET6, whose node 6.1 is directly reachable. Thus, node 4.2 sends the message to
node 6.1. The complete HR-based routing algorithm is described by the flowchart
in Fig. 2.

HR-based routing is suitable for both intra-domain and inter-domain scenar-
ios. Compared to the two main classes of intra-domain routing, namely Link-
State and Distance-Vector [7], HR-based routing has the following advantages:

1. nodes are not required to know the whole network topology (unlike Link-State
routing);

2. nodes build collective awareness by exchanging recursive and hierarchical
information not only with direct neighbors, but also with neighbors of neigh-
bors, etc. (unlike Distance-Vector routing).

For further details about HR-based versus Link-State and Distance-Vector, the
reader may refer to our previous work [1]. Thanks to collective awareness, mes-
sages can be routed within the same subnetwork or from one subnetwork to
another; doing so they enable, for example, the Unified Architecture for inter-
domain routing proposed in RFC 1322.1

1 http://www.rfc-editor.org/rfc/rfc1322.txt.

http://www.rfc-editor.org/rfc/rfc1322.txt
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Fig. 1. Hierarchy and recursion: the routing table at node 4.2 contains information on
how to reach any other node in the network.
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Fig. 2. HR-based routing algorithm. RT stands for routing table; SN for subnetwork.

5 Simulation Results

To evaluate the proposed approach, we used the general-purpose discrete event
simulation environment DEUS [11]. The purpose of DEUS is to facilitate the
simulation of highly dynamic overlay networks with several hundred thousands
nodes, without needing to simulate also lower network layers.

Without loss of generality, we considered the (sub-optimal) scenario in which
every node knows which subnetworks can be reached through its direct neighbors.
In HR-based routing, no further knowledge — provided by neighbors of neighbors
(of neighbors etc.) — is necessary, when the number of subnetworks M is of the
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same order of magnitude as the mean node degree 〈k〉 of the network. Instead, for
large networks, with M ≫ 〈k〉, further knowledge is necessary to build effective
routing tables.

We took into account two network topologies, characterized by different sta-
tistics for the node degree, which is the number of links starting from a node.
The first network topology we considered is scale-free, meaning that its PMF
decays according to a power law P (k) = ck−τ , with τ > 1 (to be normalizable)
and c normalization factor. Such a distribution exhibits the property of scale
invariance (i.e., P (bk) = baP (k), ∀a, b ∈ R). The second network topology we
considered is a purely-random one, described by the well-known model defined
by Erdös and Rényi (ER model). Networks based on the ER model have N
vertices, each connected to an average of 〈k〉 = α nodes. Scale-free and purely-
random are the extremes of the range of meaningful network topologies, as they
represent the presence of strong hubs and the total lack of hubs, respectively.

We evaluated the HR-based routing strategy in terms of success rate (i.e.,
fraction of messages arrived to destination) and average route length, using dif-
ferent networks characterized by N = 1000 nodes, with M = 20 subnetworks.
With the BA topology, when m = 5 and m = 20, the mean node degree is
〈k〉 = 10 and 〈k〉 = 40, respectively. To have the same 〈k〉 values for the ER
topology, we set α = 10 and α = 40. Reported results are average values coming
from 25 simulation runs.

As a basis for comparison, we also simulated a routing strategy where the
nodes do not populate routing tables with information about subnetworks.
Instead, they only keep trace of direct neighbors and neighbors of neighbors.
Such a strategy (denoted as No-HR) has some common properties with Distance-
Vector routing, although it does not manipulate vectors of distances to other
nodes in the network. Mean values and standard deviations of success rate rs

and average route length nh, reported in Table 1, show that the HR-based strat-
egy outperforms the other one, provided that the average node degree 〈k〉 is
suitably high. Interestingly, with low 〈k〉 values, the HR-based routing strategy
has worse performance when the topology is ER. However, a small increase of 〈k〉
corresponds to a high performance increase of the HR-based routing strategy.

Then, we computed E, S, C and H at each node, from the initial configura-
tion corresponding to Iinit = 1, to the steady-state configuration corresponding
to the filled routing table. We averaged the resulting values, considering the
whole network. Their evolution is illustrated in Fig. 3.

Four main facts can be observed:

1. As m and α grow, E tends to 1, S tends to 0.
2. When m and α are low, HR-based and NoHR routing exhibit very different

H values.
3. When m and α are high, the values of H in HR-based and NoHR routing are

more similar.
4. Even if the mean node degree 〈k〉 is the same, BA and ER topologies result

in very different E, S and C values.
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Table 1. HR vs NoHR: success rate rs and average route length nh

Strategy Topology S µrs
σrs

µnh
σnh

HR BA, m = 5 20 0.88 2E-2 17.6 2.06

NoHR BA, m = 5 20 0.74 2.9E-1 19.7 9.8

HR BA, m = 20 20 0.99 9.3E-4 3.8 8E-2

NoHR BA, m = 20 20 0.99 9E-3 9.85 1.2

HR ER, α = 10 20 0.64 3E-2 43.7 2.72

NoHR ER, α = 10 20 0.55 3.3E-1 21.64 17.91

HR ER, α = 40 20 0.99 1E-3 4.0 1.2E-1

NoHR ER, α = 40 20 0.93 1.9E-1 15.33 4.75
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Fig. 3. Complexity measures of HR-based and NoHR routing with different topologies.

The reason for the first fact is that a higher number of connections, due to higher
m and α, makes the routing table more varied in terms of available routes. The
probability distribution P (x) has fewer spikes, thus I is higher. As a consequence,
E increases and S decreases. The second fact can be stated more precisely by
means of the following inequality: HHR ≪ HNoHR, when m and α are small. Our
interpretation is that a reduced number of connections enhances the differences
between routing tables, in HR-based and NoHR routing, i.e., with respect to
the initial state, the final state of the routing table is much more different in
HR-based routing rather than NoHR routing. The impact on performance is
evident: HR routing table are better than NoHR ones, thus producing a higher
success rate. It is not possible, however, to generalize associating higher H values
to higher performance. Conversely, a higher number of connections reduces the
differences between routing tables, explaining the third fact. The fourth fact is
further detailed by the following inequalities: EBA < EER, SBA > SER and
CBA ≫ CER, when m and α are such that the mean node degree 〈k〉 is the
same in the BA and ER topologies. It is difficult to explain the relationship
between C and performance, in general. It makes more sense to consider E
and S separately. Regarding E, our interpretation is that scale-free properties
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(characterizing the BA topology) make some routes intrinsically more probable
than others. Indeed, only a few nodes have a high number of connections (such
nodes are denoted as hubs). Thus, with respect to the ER topology, in scale-free
networks the probability distribution P (x) has more spikes, making I smaller.
Consequently, E is lower and S is higher. Indeed, the presence of hubs makes
routing more robust (S is higher), thus improving performance.

6 Conclusion

In this paper we have illustrated a novel approach to quantifying the information
associated to a known or estimated routing table, allowing to characterize the
whole network by averaging the emergence, self-organization, complexity and
homeostasis values of its nodes. Our simulation study shows that these measures
may represent an important complement to traditional performance indicators
for routing protocols.

Regarding future work, we plan to improve the information-theoretical inves-
tigation of HR-based routing strategies, considering larger networks with multi-
layered trees of subnetworks.

Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.

The images or other third party material in this chapter are included in the work’s
Creative Commons license, unless indicated otherwise in the credit line; if such mate-
rial is not included in the work’s Creative Commons license and the respective action
is not permitted by statutory regulation, users will need to obtain permission from the
license holder to duplicate, adapt or reproduce the material.
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Abstract. Selection hyper-heuristics perform search over the space
of heuristics by mixing and controlling a predefined set of low level
heuristics for solving computationally hard combinatorial optimisation
problems. Being reusable methods, they are expected to be applicable
to multiple problem domains, hence performing well in cross-domain
search. HyFlex is a general purpose heuristic search API which sepa-
rates the high level search control from the domain details enabling rapid
development and performance comparison of heuristic search methods,
particularly hyper-heuristics. In this study, the performance of six previ-
ously proposed selection hyper-heuristics are evaluated on three recently
introduced extended HyFlex problem domains, namely 0–1 Knapsack,
Quadratic Assignment and Max-Cut. The empirical results indicate the
strong generalising capability of two adaptive selection hyper-heuristics
which perform well across the ‘unseen’ problems in addition to the six
standard HyFlex problem domains.

Keywords: Metaheuristic · Parameter control · Adaptation · Move
acceptance · Optimisation

1 Introduction

Many combinatorial optimisation problems are computationally difficult to solve
and require methods that use sufficient knowledge of the problem domain. Such
methods cannot however be reused for solving problems from other domains. On
the other hand, researchers have been working on designing more general solu-
tion methods that aim to work well across different problem domains. Hyper-
heuristics have emerged as such methodologies and can be broadly categorised
into two categories; generation hyper-heuristics to generate heuristics from exist-
ing components, and selection hyper-heuristics to select the most appropriate
heuristic from a set of low level heuristics [3]. This study focuses on selection
hyper-heuristics.

c© The Author(s) 2016
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A selection hyper-heuristic framework operates on a single solution and iter-
atively selects a heuristic from a set of low level heuristics and applies it to the
candidate solution. Then a move acceptance method decides whether to accept
or reject the newly generated solution. This process is iteratively repeated until
a termination criterion is satisfied. In [5], a range of simple selection methods are
introduced, including Simple Random (SR) that randomly selects a heuristic at
each step, and Random Descent which works similarly to SR, but the selected low
level heuristic is applied repeatedly until no additional improvement in the solu-
tion is observed. Most of the simple non-stochastic basic move acceptance methods
are tested in [5]; including All Moves (AM), which accepts all moves, Only Improv-

ing (OI), which accepts only improving moves and Improving or Equal (IE), which
accepts all non-worsening moves. Late acceptance [4] accepts an incumbent solu-
tion if its quality is better than a solution that was obtained a specific number of
steps earlier. More on selection hyper-heuristics can be found in [3].

HyFlex [14] (Hyper-heuristics Flexible framework) is a cross-domain heuris-
tic search API and HyFlex v1.0 is a software framework written in Java, pro-
viding an easy-to-use interface for the development of selection hyper-heuristic
search algorithms along with the implementation of several problem domains,
each of which encapsulates problem-specific components, such as solution repre-
sentation and low level heuristics. We will refer to HyFlex v1.0 as HyFlex from
this point onward. HyFlex was initially developed to support the first Cross-
domain Heuristic Search Challenge (CHeSC) in 20111. Initially, there were six
minimisation problem domains implemented within HyFlex [14]. The HyFlex
problem domains have been extended to include three more of them, including
0–1 Knapsack Problem (KP), Quadratic Assignment Problem (QAP) and Max-
Cut (MAC) [1]. In this study, we only consider the ‘unseen’ extended HyFlex
problem domains to investigate the performance and the generality of some pre-
viously proposed well performing selection hyper-heuristics.

2 Selection Hyper-heuristics for the Extended HyFlex

Problem Domains

In this section, we provide a description of the selection hyper-heuristic meth-
ods which are investigated in this study. These hyper-heuristics use different
combinations of heuristic selection and move acceptance methods.

Sequence-based selection hyper-heuristic (SSHH) [10] is a relatively new
method which aims to discover the best performing sequences of heuristics
for improving upon an initially generated solution. The hidden Markov model
(HMM) is employed to learn the optimum sequence lengths of heuristics. The
hidden states in HMM are replaced by the low level heuristics and the observa-
tions in HMM are replaced by the sequence-based acceptance strategies (AS).
A transition probabilities matrix is utilised to determine the movement between
the hidden states; and an emission probabilities matrix is employed to determine

1 http://www.asap.cs.nott.ac.uk/external/chesc2011/.

http://www.asap.cs.nott.ac.uk/external/chesc2011/


156 A. Almutairi et al.

whether a particular sequence of heuristics will be applied to the candidate solu-
tion or will be coupled with another LLH. The move acceptance method used
in [10] accepts all improving moves and non-improving moves with an adaptive
threshold. The SSHH showed excellent performance across CHeSC 2011 prob-
lem domains achieving better overall performance than Adap-HH which was the
winner of the challenge.

Dominance-based and random descent hyper-heuristic (DRD) [16] is an iter-
ated multi-stage hyper-heuristic that hybridises a dominance-based and random
descent heuristic selection strategies, and uses a näıve move acceptance method
which accepts improving moves and non-improving moves with a given prob-
ability. The dominance-based stage uses a greedy-like method aiming to iden-
tify a set of ‘active’ low level heuristics considering the trade-off between the
delta change in the fitness and the number of iterations required to achieve that
change. The random descent stage considers only the subset of low level heuris-
tics recommended by the dominance-based stage. If the search stagnates, then
the dominance-based stage may kick in again aiming to detect a new subset
of active heuristics. The method has proven to perform relatively well in the
MAX-SAT and 1D bin-packing problem domains as reported in [16].

Robinhood (round-robin neighbourhood) hyper-heuristic [11] is an iterated
multi-stage hyper-heuristic. Robinhood contains three selection hyper-heuristics.
They all share the same heuristic selection method but differ in the move
acceptance. The Robinhood heuristic selection allocates equal time for each
low level heuristic and applies them one at a time to the incumbent solu-
tion in a cyclic manner during that time. The three move acceptance crite-
ria employed by Robinhood are only improving, improving or equal, and an
adaptive move acceptance method. The latter method accepts all improving
moves and non-improving moves are accepted with a probability that changes
adaptively throughout the search process. This selection hyper-heuristic outper-
formed eight ‘standard’ hyper-heuristics across a set of instances from HyFlex
problem domains. A detailed description of the Robinhood hyper-heuristic can
be found in [11].

Modified choice function (MCF) [6] uses an improved version of the tradi-
tional choice function (CF) heuristic selection method used in [5] and has a
better average performance than CF when compared across the CHeSC 2011
competition problems. The basic idea of a choice function hyper-heuristic is to
choose the best low level heuristic at each iteration. Hence, move acceptance is
not needed and all moves are accepted. In the traditional CF method, each low
level heuristic is assigned a score based on three factors; the recent effectiveness
of the given heuristic (f1), the recent effectiveness of consecutive pairs of heuris-
tics (f2), and the amount of time since the given heuristic was used (f3) where
each factor within CF is associated with a weight; α, β, and δ respectively [5].
It was also stated in the CF study that the hyper-heuristic was insensitive to
the parameter settings for solving Sales Summit Scheduling problems and are
consequently fixed throughout the search. MCF extends upon CF by control-
ling the weights of each factor for improving its cross-domain performance [6].
In MCF, the weights for f1 and f2 are equal as defined by the parameter φt,
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and the weight for f3 is set to 1−φt. φt is controlled using a simple mechanism.
If an improving move is made, then φt = 0.99. If a non-improving move is made,
then φt = max{φt−1 − 0.01, 0.01}.

Fuzzy late acceptance-based hyper-heuristic (F-LAHH) [8] was implemented
for solving MAX-SAT problems and showed promising results. F-LAHH utilises
a fitness proportionate selection mechanism (RUA1-F1FPS) [7] for the heuristic
selection method and uses late acceptance, whose list length is adaptively con-
trolled using a fuzzy control system, for its move acceptance method. In RUA1-
F1FPS, the low level heuristics are assigned scores which are updated based on
acceptance of the candidate solution as defined by the RUA1 scheme. A heuristic
is chosen using a fitness proportionate (roulette wheel) selection mechanism util-
ising Formula 1 (F1) ranking scores (F1FPS). Each low level heuristic is ranked
based on their current scores using F1 ranking and are assigned probabilities to
be selected proportional to their F1 rank. The fuzzy control system, as defined
in [8], adapts the list length of a late acceptance move acceptance method at the
start of each phase each to promote intensification or diversification within the
subsequent phase of the search based on the amount of improvement over the
current phase. The F1FPS scoring mechanism used in this study is the RUA1
method as used in [7,8]. The parameters of the fuzzy system are the same as
those used in [8] with the universe of discourse of the list length fuzzy sets
U = [10000, 30000], the initial list length of late acceptance L0 = 10000, and the
number of phases equal to 50.

Simple Random-Great Deluge (SR-GD) is a single-parameter selection hyper-
heuristic method. At each step, a random heuristic will be selected and applied to
the current solution. Great deluge move acceptance method [9] accepts improving
solutions by default. A non-improving solution is only accepted if its quality is
better than a threshold level at each iteration. Initially, the threshold level is
set to the cost of the initially constructed solution. The threshold level is then
updated at each iteration with a linear rate given by the following formula:

Tt = c + ∆C ×

(

1 −
t

N

)

(1)

where Tt is the value of the threshold level at time t, N is the time limit, ∆C is
the expected range for the maximum change in the cost, and c is the final cost.

3 Empirical Results

The methods presented in Sect. 2 are applied to 10 instances from each of the
recently introduced HyFlex problem domains. The experiments are conducted on
an i7-3820 CPU at 3.60 GHz with a memory of 16.00 GB. Each run is repeated 31
times with a termination criteria of 415 s corresponding to 600 nominal seconds of
the CHeSC 2011 challenge test machine2. The following performance indicators
are used for ranking hyper-heuristics across all three domains:

2 http://www.asap.cs.nott.ac.uk/external/chesc2011/benchmarking.html.

http://www.asap.cs.nott.ac.uk/external/chesc2011/benchmarking.html
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– rank: rank of a hyper-heuristic with respect to µnorm.
– µrank: each algorithm is ranked based on the median objective values that

they produce over 31 runs for each instance. The top algorithm is assigned to
rank 1, while the worst algorithm’s rank equals to the number of algorithms
being considered in ranking. In case of a tie, the ranks are shared by taking
the average. The ranks are then accumulated and averaged over all instances
producing µrank.

– µnorm: the objective function values are normalised to values in the range [0,1]
based on the following formula:

norm(o, i) =
o(i) − obest(i)

oworst(i) − obest(i)
(2)

where o(i) is the objective function value on instance i, obest(i) is the best
objective function value obtained by all methods on instance i, and oworst(i)

is the worst objective function value obtained by all methods on instance i.
µnorm is the average normalised objective function value.

– best: is the number of instances for which the hyper-heuristic achieves the
best median objective function value.

– worst: the number of instances for which the hyper-heuristic delivers the
worst median objective function value.

As a performance indicator, µrank focusses on median values and does not
consider how far those values are from each other for the algorithms in consid-
eration, while µnorm considers the mean performance of algorithms by taking
into account the relative performance of all algorithms over all runs across each
problem instance.

Table 1 summarises the results. On KP, SSHH delivers the best median values
for 8 instances including 4 ties. Robinhood achieves the best median results in 5
instances including a tie. SR-GD, F-LAHH and DRD show comparable perfor-
mance. On the QAP problem domain, SR-GD performs the best in 6 instances
and F-LAHH shows promising results in this particular problem domain. This
gives an indication that simple selection methods are potentially the best for solv-
ing QAP problems. SSHH ranked as the third best based on the average rank on
QAP problem. On MAC, SSHH clearly outperforms all other methods, followed
by SR-GD and then Robinhood. The remaining hyper-heuristics have relatively
poor performance, with MCF being the worst of the 6 hyper-heuristics. Overall,
SSHH turns out to be the best with µnorm = 0.16 and µrank = 2.28. SR-GD
also shows promising performance, scoring the second best. MCF consistently
delivers weak performance in all the instances of the three problem domains.
Table 1 also provides the pairwise average performance comparison of SSHH
versus (DRD, Robinhood, MCF, F-LAHH and SR-GD) based on the Mann-
Whitney-Wilcoxon statistical test. SSHH performs significantly better than any
hyper-heuristic on all MAC instances, except Robinhood which performs better
than SSHH on four out of ten instances. On the majority of the KP instances,
SSHH is the best performing hyper-heuristic. SSHH performs poorly on QAP
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Table 2. The performance comparison of SSHH, Adap-HH, FS-ILS, NR-FS-ILS, EPH,
SR-AM and SR-IE

when compared to F-LAHH and SR-GD and both hyper-heuristics produce sig-
nificantly better results than SSHH on almost all instances. SSHH performs
statistically significantly better than the remaining hyper-heuristics on QAP.

The performance of the best hyper-heuristic from Table 1, SSHH is com-
pared to the methods whose performances are reported in [1], including Adap-
HH, which is the winner of the CHeSC 2011 competition [13], an Evolutionary
Programming Hyper-heuristic (EPH) [12], Fair-Share Iterated Local Search with
(FS-ILS) and without restart (NS-FS-ILS), Simple Random-All Moves (SR-AM)
(denoted as AA-HH previously) and Simple Random-Improving or Equal (SR-
IE) (denoted as ANW-HH previously). Table 2 summarises the results based on
µrank, µnorm, best and worst counts. Adap-HH performs better than SSHH in
KP and QAP while SSHH performs the best on MAC. Overall, SSHH is the
best method based on µnorm with a value of 0.113, however Adap-HH is the top
ranking algorithm based on µrank with a value of 2.53 and SSHH is the second
best with a value of 3.20.

4 Conclusion

A hyper-heuristic is a search methodology, designed with the aim of reducing
the human effort in developing a solution method for multiple computationally
difficult optimisation problems via automating the mixing and generation of
heuristics. The goal of this study was to assess the level of generality of a set
of selection hyper-heuristics across three recently introduced HyFlex problem
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domains. The empirical results show that both Adap-HH and SSHH perform
better than the previously proposed algorithms across the problem domains
included in the HyFlex extension set. Both adaptive algorithms embed different
online learning mechanisms and indeed generalise well on the ‘unseen’ problems.
It has also been observed that the choice of heuristic selection and move accep-
tance combination could lead to major performance differences across a diverse
set of problem domains. This particular observation is aligned with previous
findings in [2,15].

Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.

The images or other third party material in this chapter are included in the work’s
Creative Commons license, unless indicated otherwise in the credit line; if such mate-
rial is not included in the work’s Creative Commons license and the respective action
is not permitted by statutory regulation, users will need to obtain permission from the
license holder to duplicate, adapt or reproduce the material.
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15. Özcan, E., Bilgin, B., Korkmaz, E.E.: A comprehensive analysis of hyper-heuristics.
Intell. Data Anal. 12(1), 3–23 (2008)
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Abstract. Cloud computing has become common practice for a wide
variety of user communities. Yet, the energy efficiency and end-to-end
performance benefits of cloud computing are not fully understood. Here,
we focus specifically on the trade-off between local power saving and
increased execution time when work is offloaded from a user’s PC to a
cloud environment. We have set up a 14-node private cloud and have exe-
cuted a variety of applications with different processing demands. We have
measured the energy cost at the level of the individual user’s PC, at the
level of the cloud, as well as at the two combined, contrasted to the execu-
tion time for each application when running on the PC and when running
on the cloud. Our results indicate that the tradeoff between energy cost
and performance differs considerably between applications of different
types. In most cases investigated, the total increase in energy consump-
tion, incurred by running that additional application, was reduced signif-
icantly. This shows that research on using cloud computing as a means
to reduce the overall carbon footprint of IT is warranted. Of course, the
energy gains were more pronounced for energy-selfish users, who are only
interested in reducing their own carbon footprint, but these savings came
at the expense of performance, with execution time increase ranging from
1 % to 84% for different applications.

Keywords: Cloud · Computation offloading · Energy · Performance ·

OpenStack

1 Introduction

Cloud computing has become a common paradigm for computational resource
provision. This paper investigates the viability of computation offloading to a
cloud for personal computers (PCs) with regard to reducing energy costs. In
other words, can computation offloading reduce the amount of required energy
for a PC to complete certain tasks? And what is the overall energy consumed
by the PC and the cloud in this case?

c© The Author(s) 2016
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2 Related Work

Computation offloading means executing certain tasks on more resourceful com-
puters which are not in the user’s immediate computing environment, so as to:
(1) reduce energy consumption of the user’s computing device, and/or (2)
improve the performance of computation. Computation offloading first began
and has been studied mainly for mobile devices [1–5] because of the notice-
able difference in computation power between mobile devices and cloud servers
[6]. Performance difference between PCs and computing resources from cloud
providers is often negligible and sometimes PCs outperform cloud computing
resources. Although resources from clouds can be massively scalable, it may
not be cost-effective depending on factors such as the type of tasks to offload,
required amount of data transmission, acceptable latency etc. [7,8]. Therefore, it
is important to know under what circumstances offloading is beneficial for PCs.

For mobile devices, proposed techniques may differ slightly in architectures or
implementations but all share the same fundamental idea, that a mobile device
can stay idle or compute less by offloading parts of program code to the cloud.
Most implementations, such as Phone2Cloud [9], Cuckoo [10], COMET [11] and
MAUI [12], focus on identifying tasks that can be offloaded at runtime and how
this can be achieved. Recently, other perspectives of computation offloading,
such as energy consumption, have been investigated. For example, the energy
cost of additional communication for offloading has been addressed in [13] in
order to make more energy-efficient offloading decisions in cellular networks.
Computation offloading as a service for mobile devices has been suggested by
[14] to bridge the gaps between the offloading demands of mobile devices and
the general computing resources, such as VMs, provided by commercial cloud
providers. Energy-aware scheduling of the executions of offloaded computation
into the cloud has been studied in [15].

3 Experimental Methodology

We have chosen to scope our initial investigation around the energy usage con-
sidered in isolation to provide an important baseline for further work, which will
take into account additional aspects including the energy cost of network com-
munication and the additional latency of the transfers. To evaluate whether com-
putation offloading is beneficial for PCs in terms of power consumption, we have
conducted experiments using a real world private cloud. In our experiments, com-
putation is offloaded at the application level which means the entire execution
of application software was offloaded to the cloud rather than offloading some
parts of computation (function/method level) like existing offloading techniques
for mobile devices, e.g., MAUI - method level (RPC-like) [12], Cuckoo - method
level (RMI-like) [10]. Different applications which require different amounts of
computation were run both locally on a PC and remotely on a VM created in
our private cloud. In the case of offloading, the VM ran the application and sent
the results back to the PC or saved resulting files in the cloud when completed.
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The total execution time of each application was measured as well as the power
loads (Wattage) of the PC and Cloud servers during this execution time, at
one-second intervals.

The experiments were conducted on a Dell Optiplex 7010 desktop machine
running the Linux operating system (Ubuntu 14.04.1). The PC has Intel Core
i5-3550 3.30 GHz (Quad core), 16 GB DDR3 1600 MHz memory, and 750 GB
SATA-II hard drive. The power-management configurations of the PC and the
OS were not changed from their default settings, e.g., sleep, hibernate, disk spin-
down configurations. It was possible that the screen timeout occurs in the PC
while waiting for the completion of remote execution but the power consumed
by its display (monitor) was not measured. Also, the applications executed in
the cloud sent the current progress of computation back to the PC after the
execution had finished.

Our cloud testbed was a private OpenStack1 cloud infrastructure consisting
of 14 machines, each with 4-core Intel Xeon E5-2407 2.20 GHz, 48 GB DDR3
1333 MHz ECC registered memory, and 500 GB SCSI hard drive. A virtual
machine with 4 virtual cores (vCPU), 8 GB memory, and 40 GB disk space was
used to run the offloaded computations. There was no background traffic in the
cloud during our experiments. In order to measure the power consumption of
the PC a Watts up? .Net energy meter2 was used. It can measure wattage to
the nearest tenth of a watt with an accuracy of ±1.5 %. The meter logged the
power load of the PC at 1 s intervals during the executions.

In our experiments, the computation power used by a VM in the cloud is
very similar to (but slightly lower than) the user PC’s. If a more powerful VM
is used, our results might be different. We plan to expand our experiments to
investigate the effect that the different VM configurations and PC specifications
have in both the introduced power consumption and the performance of each
application. However, to put things into context, the VM used is considered quite
large for cloud providers. For example, Microsoft Azure considers VM instances
with 4 virtual cores and 7 GB RAM as large and VM instances with 8 cores and
14 GB RAM as extra large3. A more powerful VM than the one we used will cost
considerably more to the PC user, neutralising at least any financial benefit of
the corresponding energy savings. The cost of the PC user to access the cloud
is an aspect that we do not take into account here, but will also consider in the
next steps of our research.

We have chosen four different applications for our experiments with the pri-
mary criterion that they are computationally intensive. All four were executed
with a multithreading/multiprocessing option apart from SCID vs. PC which
runs only on a single core. SCID vs. PC is a chess toolkit, which requires continu-
ous data transmission for drawing its graphical user interface when run remotely.
We ran chess engine vs. chess engine tournament which requires computation

1 http://www.openstack.org.
2 https://www.wattsupmeters.com.
3 https://azure.microsoft.com/en-us/documentation/articles/cloud-services-

sizes-specs/.

http://www.openstack.org
https://www.wattsupmeters.com
https://azure.microsoft.com/en-us/documentation/articles/cloud-services-sizes-specs/
https://azure.microsoft.com/en-us/documentation/articles/cloud-services-sizes-specs/
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for searching through databases. avconv is an open source video and audio con-
verting program. It is a command line program and takes video or audio files as
its input and writes converted files to the disk. Video transcoding involves heavy
computation as well as constant read and write to a disk is required. A 1080 p
30 fps video file of 886 MB size encoded using x264 codec was used as input data
and the video was converted to a h264 mp4 file. pi mp.py is a multi-threaded
python implementation of π estimation using Monte Carlo method. 200 million
random points were used to estimate π in each execution. It requires repetitive
arithmetic calculations and a large amount of memory. Blender is op, featuring
3D modelling, video editing, camera object tracking, etc. In our experiments,
a demo file provided by blender, called BMW benchmark, was rendered from
command line. The output of the rendering is a JPEG file.

The results of the executions were sent back to the PC if it was simply text
output, but if an application needed to write a file, that was saved in the cloud
(in the VM where the application was executed) and thus the execution time
we measured in the latter case does not include the transmission time of the
resulting files. Neither the PC nor the VM in the cloud performed any other
user-level activity during our experiment. There is some natural variance in the
power usage of the cloud infrastructure, comprising as it does 8 compute nodes
in a rack, subject to temperature fluctuations. We have found that this variation
was in the worst case 3.2 %. To reduce the impact of noise in the measured cloud
power usage, each application run was repeated 10 times and the average values
are used in the results presented here.

4 Experimental Results on Power Consumption Vs.

Performance Tradeoff

To investigate the effect of computation offloading on the energy consumption
of PCs, we focus on the nature of the tradeoff between power consumption and
performance. For the latter, we use the total execution time for each application,
measured experimentally when running locally and when offloaded to the cloud.
We have also calculated the energy consumption of the PC and the cloud (power
consumption × execution time) during the executions.

4.1 Power Consumption and Performance

First we established a baseline power consumption for the PC and likewise for
the cloud. The cloud required 1036.00 W on average when IDLE while the PC
required only 22.23 W when IDLE. The cloud requires much more power com-
pared to the PC since it has more machines which are power-hungrier than the
PC. Obviously, the PC requires noticeably less power while simply waiting for
the cloud to finish the execution, than when running applications locally. The
part a’s (left column) of Figs. 1, 2, 3 and 4 show the execution time vs. power con-
sumption tradeoff. When only one core is used, about 40 % less power is required
(“SCID vs PC”) and when four cores are used, nearly 70 % less power is required
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Fig. 1. Energy-selfish user’s perspective (PC only)

Fig. 2. Energy-selfish user’s perspective (PC only): Increases introduced by the appli-
cations in remote operation

on average, but if seen in isolation, this is misleading. The average power load
only represents the power consumption per unit time and thus, the total amount
of energy consumed by each application depends on the execution time, as seen
in the part b’s (right column) of Figs. 1, 2, 3 and 4. The cloud required 1054.47 W
of power on average during the executions. However, the introduced power load
by the executions of the PC (the difference between the average power load
when applications are running and when IDLE) was 41.63 W on average, while
the average introduced power load in the cloud was only 18.47 W. When compu-
tation was offloaded almost all applications took much longer (up to 84 % longer)
to finish certain tasks, although the VM in the cloud has the same number of
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Fig. 3. Energy-altruistic user’s perspective (PC+CLOUD)

Fig. 4. Energy-altruistic user’s perspective (PC+CLOUD): Increases introduced by
the applications in remote operation

processors as the PC. The additional end-to-end time includes network trans-
fer latency, but this was very low because of the small amount of data needed
to be transmitted. Any execution time increases were mainly due to the lower
computing power of the VM in the cloud (vCPUs vs. real CPUs). Although less
power is required per unit time when computation is offloaded, the total amount
of energy required increases in proportion to the execution time.

4.2 Energy Consumption

The part b’s (right column) of Figs. 1, 2, 3 and 4 show the percentage of the
energy difference consumed on average by each application over 10 runs each,
both from the PC user perspective and the total (PC+cloud) perspective.
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Based on our results, the energy Vs. performance tradeoff introduced by
computation offloading differs considerably depending on the application and on
the perspective taken. We can broadly classify energy-conscious users as either
“energy-selfish users”, who are interested only in reducing the energy cost of
their own PCs, versus “energy-altruistic users”, who are interested in the overall
reduction of the energy cost of their computation, which includes both their PC
and the Cloud infrastructure. For the sake of simplicity, we have not consid-
ered energy costs introduced by the network connection to the cloud. The two
terms may make sense from a societal angle where human users may be inter-
ested in reducing their own devices’ energy consumption only or may care about
reducing the total environmental impact of their computation, but they can also
have practical technical meaning from a system perspective. For instance, an
energy-selfish entity could be a battery-operated device, such as a vehicle, a
wearable device or a sensor, which for operational reasons is designed to offload
its computation to a cloud infrastructure that is not resource-constrained.

For energy-selfish users, we have observed that offloading is most beneficial
for the application that runs on a single core, as the local power consumption
dropped significantly without a noticeable increase in execution time. The other
three applications also experienced considerable reduction in local power con-
sumption, but mostly at a noticeable expense in execution time. Overall, all
applications have considerably reduced local energy usage when offloaded (vary-
ing from 63.75 % up to 98.88 % reduction in energy introduced by the appli-
cation compared to local execution). For energy-altruistic users, we have also
observed that offloading clearly benefits the single-core application, since, again,
the execution time does not increase much, but for the rest of the applications
executing them remotely significantly increases the total energy of the system,
simply because the energy costs for running a cloud are much higher. Looking
at the applications in isolation though, the total amount of energy introduced
by each one is less for remote execution (varying from 0.97 % up to 20.28 %)
compared to local execution.

5 Conclusions and Future Work

This paper has studied the viability of computation offloading for PCs with
respect to the energy Vs. performance tradeoff for computationally heavy appli-
cations. We see that in most cases, the user can sacrifice performance to make
considerable energy savings, not only locally, but also when the total energy
cost, including the cloud’s, is taken into account. If a cloud infrastructure already
exists and runs applications, adding one more incurs less total energy cost at the
PC and cloud than a new application would incur running on the PC only. This
is significant because it shows that adopting cloud computing can be a mean-
ingful option for reducing the overall carbon footprint of IT. For energy-selfish
users, only interested in reducing their own carbon footprint, these savings are
considerably greater. In both cases, the energy savings come at the expense of
performance. In our experiments, the execution time increase ranged between
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1 % and 84 % depending on the application. These initial experiments have pro-
vided a valuable baseline for exploration and we plan to extend them for different
VM configurations. Looking at other areas of future work, we will investigate
simultaneous executions of many computationally light applications. This will
yield more accurate relation between the amount of energy saved and other fac-
tors like computation power of the cloud and the heaviness of applications that
are offloaded.

Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.

The images or other third party material in this chapter are included in the work’s
Creative Commons license, unless indicated otherwise in the credit line; if such mate-
rial is not included in the work’s Creative Commons license and the respective action
is not permitted by statutory regulation, users will need to obtain permission from the
license holder to duplicate, adapt or reproduce the material.
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Abstract. Time-dependent queueing delay (virtual waiting time) dis-
tribution conditioned by the initial level of buffer saturation is considered
in a finite model with Poisson arrivals, generally distributed service times
and setup times preceding the first processing in each busy period. Apply-
ing theoretical approach based on the idea of embedded Markov chain,
integral equations and some results from linear algebra, a compact-form
representation for the Laplace transform of queueing delay distribution is
obtained. Analytical results are illustrated via numerical considerations
confirmed by process-based discrete-event simulations.

1 Introduction

Queueing systems with different types of restrictions in access to the service
station (server) are being intensively studied nowadays, in view of their use in
modeling many phenomena occurring in technical sciences and economics. Par-
ticularly important here are models with a limited maximal number of customers
(packets, calls, jobs, etc.), which naturally can describe systems with losses due
to buffer overflows (buffers of input/output interfaces in TCP/IP routers, accu-
mulating buffers in production systems). In many practical systems, which can be
described by queueing models, a mechanism of turning off the server at the time
when the system becomes empty is implemented; the server is being activated
when the first customer arrives after the period of inactivity. The use of such a
mechanism is often being forced to save energy that the server uses to remain
on standby despite the lack of applications in the system (wireless networks,
automated production lines, etc.). It happens quite often that the waking up of
service station (restart) is not simultaneous with the start of processing in “nor-
mal” mode. The server may indeed need some time (usually random) to achieve
full readiness to work. Assuming randomness of setup time, such a mechanism
could be called probabilistic waking up the server. For example, a node of wire-
less network working under the Wi-Fi standard (IEEE 802.11) wakes thereby
regularly just before sending the beacon frame from the access point [7,8].

c© The Author(s) 2016
T. Czachórski et al. (Eds.): ISCIS 2016, CCIS 659, pp. 175–184, 2016.
DOI: 10.1007/978-3-319-47217-1 19
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In [6] M/G/1-type queuing system with server vacations and setup times is
used to model sleeping mode in cellular network. A similar phenomenon can
also be observed e.g. in production lines: after restarting, a machine needs a cer-
tain, often random, time to achieve its full readiness to work. Furthermore, the
formula relating with waiting time in stationary state of GI/G/1-type queues
with setup times can be found in [2,3].

2 Mathematical Model

In this section we state mathematical description of the considered queueing
model and introduce necessary notation and definitions. So, we deal with the
finite M/G/1/K−type model in which packets (calls, jobs, customers, etc.)
arrive according to a Poisson process with rate λ and are processed individually,
basing on the FIFO service discipline, with a CDF (=cumulative distribution
function) F (·). The system capacity is bounded by a non-random value K, i.e.
we have a finite buffer with K−1 places and one place reserved for service. Every
time when the system becomes empty the server is being switched off (an idle
period begins). Simultaneously with the arrival epoch of the packet incoming
into the empty system, a server setup time begins, which is generally distributed
random variable with a CDF G(·). The setup time is needed for the server to
reach full ability for job processing, hence during setup times the service process
is suspended. Let f(·) and g(·) be LSTs (=Laplace-Stieltjes transforms) of CDFs
F (·) and G(·), respectively, i.e. for Re(s) > 0

f(s)
def
=

∫ ∞

0

e−stdF (t), g(s)
def
=

∫ ∞

0

e−stdG(t). (1)

Let us denote by X(t) the number of packets present in the system at time
t (including the one being processed, if any) and by v(t) the queueing delay
(virtual waiting time) at time t, i.e. the time needed for the server to process
all packets present at time t or, in other words, waiting time of hypothetical
(virtual) packet arriving exactly at time t. Introduce the following notation:

Vn(t, x)
def
= P{v(t) > x |X(0) = n}dt, t, x > 0, 0 ≤ n ≤ K, (2)

for the transient queueing delay (tail) distribution, conditioned by the initial
level of buffer saturation. We are interested in the explicit formula for the LT
(=Laplace transform) of Vn(t, x) in terms of “input” characteristics of the sys-
tem, namely arrival rate λ, system capacity K, and transforms f(·) and g(·) of
service and setup time distributions. We end this section with some additional
notation which will be used throughout the paper. So, let

F 0∗(t) = 1, F k∗(t) =

∫ t

0

F (k−1)∗(t − y)dF (y), k ≥ 1, t > 0, (3)

and introduce the notation H(t)
def
= 1 − H(t), where H(·) is an arbitrary CDF.

Moreover, let I{A} be the indicator of random event A.
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3 Integral Equations for Transient Queueing Delay

Distribution

In this section, by using the paradigm of embedded Markov chain and the for-
mula of total probability we build the system of equations for conditional time-
dependent virtual delay distribution defined in (2). Next, we build the system
for Laplace transforms corresponding to the original one.

Assume, firstly, that the system is empty before the opening, so its evolution
begins with idle period and the setup time begins simultaneously with the arrival
epoch of the first batch of packets. We can, in fact, distinguish three mutually
exclusive random events:

(1) the first arrival occurs before t and the setup time also completes before t
(we denote this event by E1(t));

(2) the first packet (call, job, customer, etc.) arrives before t but the setup time
completes after t (E2(t));

(3) the first arrival occurs after time t (E3(t)).

Let us define

V
(i)
0 (t, x)

def
= P{

(
v(t) > x

)
∩ Ei(t) |X(0) = 0}, (4)

where t, x > 0, 0 ≤ m ≤ K and i = 1, 2, 3. So, for example, V
(3)
0 (t, x) denotes the

probability that queueing delay at time t exceeds x and the first arrival occurs
after t, on condition that the system is empty at the opening (at time t = 0).
Obviously, we have

V0(t, x) = P{v(t) > x |X(0) = 0} =

3∑

i=1

V
(i)
0 (t, x) (5)

Let us note that the following representation is true:

V
(1)
0 (t, x) =

∫ t

y=0

λe−λydy

∫ t−y

u=0

[
K−2∑

i=0

(λu)i

i!
e−λuVi+1(t − y − u, x)

+ VK(t − y − u, x)

∞∑

i=K−1

(λu)i

i!
e−λu

]
dG(y). (6)

Let us comment on (6) briefly. Indeed, the first summand on the right side
describes the situation in which the buffer does not become saturated during the
setup time, while the second one relates to the case in which a buffer overflow
occurs during the setup time. Similarly, taking into consideration the random
event E2, we find

V
(2)
0 (t, x)=

∫ t

y=0

λe−λy

∫ ∞

u=t−y

K−2∑

i=0

[
λ(t−y)

]i

i!
e−λ(t−y)F

(i+1)∗
(x−y−u+t)dG(u)dy. (7)
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Finally we have, obviously,

V
(3)
0 (t, x) = 0. (8)

Referring to (5), we obtain from (6)–(8)

V0(t, x) =

∫ t

y=0

λe−λydy

∫ t−y

u=0

[
K−2∑

i=0

(λu)i

i!
e−λuVi+1(t−y−u, x)

+VK(t−y−u, x)

∞∑

i=K−1

(λu)i

i!
e−λu

]
dG(y)

+

∫ t

y=0

λe−λy

∫ ∞

u=t−y

K−2∑

i=0

[
λ(t−y)

]i

i!
e−λ(t−y)F

(i+1)∗
(x−y−u+t)dG(u)dy.

(9)
Now, let us take into consideration the situation in which the system is not
empty primarily (at time t = 0), i.e. 1 ≤ n ≤ K. Due to the fact that successive
departure moments are Markov times in the evolution of the M/G/1-type system
(see e.g. [1]), then, applying the continuous version of Total Probability Law with
respect to the first departure moment after t = 0, we get the following system
of integral equations:

Vn(t, x) =

∫ t

0

[

K−n−1
∑

i=0

(λy)i

i!
e

−λy
Vn+i−1(t−y, x)+VK−1(t−y, x)

∞
∑

i=K−n

(λy)i

i!
e

−λy

]

dF (y)

+ I{1 ≤ n ≤ K − 1}

K−n−1
∑

i=0

(λt)i

i!
e

−λt

∫

∞

t

F
(n+i−1)∗

(x − y + t)dF (y),

(10)

where 1 ≤ n ≤ K. The interpretation of the first two summands on the right side
of (10) is similar to (6)-(7). The last summand on the right side relates to the
situation in which the first service completion epoch occurs after time t; in such
a case, if n = K, the queueing delay at time t equals 0, since the “virtual” packet
arriving at this time is lost because of the buffer overflow. Let us introduce the
following notation:

v̂n(s, x)
def
=

∫ ∞

0

e−stVn(t, x)dt, Re(s) > 0, 0 ≤ n ≤ K. (11)

where Re(s) > 0 and 0 ≤ n ≤ K. By the fact that for Re(s) > 0 we have

∫ ∞

t=0

e−stdt

∫ t

y=0

λe−λydy

∫ t−y

u=0

(λu)i

i!
e−λuVj(t − y − u, x)dG(u)

=

∫ ∞

y=0

λe−(λ+s)ydy

∫ ∞

u=0

e−(λ+s)u (λu)i

i!
e−λudG(u)

∫ ∞

t=y+u

e−s(t−y−u)

× Vj(t − y − u, x)dt = ai(s)v̂j(s, x), (12)
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where

ai(s)
def
=

λ

λ + s

∫ ∞

0

(λy)i

i!
e−(λ+s)ydG(y), (13)

we obtain from (9)

v̂0(s, x) =
K−2∑

i=0

ai(s)v̂i+1(s, x) + v̂K(s, x)
∞∑

i=K−1

ai(s) + η(s, x), (14)

where we denote

η(s, x)
def
=

∫ ∞

0

e−stV
(2)
0 (t, x)dt

=

∫ ∞

t=0

e−(s+λ)tdt

∫ t

y=0

K−2∑

i=0

λi+1(t−y)i

i!
dy

∫ ∞

u=t−y

F
(i+1)∗

(x−y−u+t)dG(u).

(15)

Similarly, denoting

αi(s)
def
=

∫ ∞

0

e−(λ+s)x (λx)i

i!
dF (x) (16)

and

κn(s, x)
def
= I{1≤n≤K−1}

∫ ∞

t=0

K−n−1∑

i=0

e−(s+λ)t (λt)i

i!

∫ ∞

t

F
(n+i−1)∗

(x−y+t)dF (y)dt,

(17)

where Re(s) > 0, we transform the equations (10) as follows:

v̂n(s, x) =

K−n−1∑

i=0

αi(s)v̂n+i−1(s, x) + v̂K−1(s, x)

∞∑

i=K−n

αi(s) + κn(s, x), (18)

where 1 ≤ n ≤ K. Let us define

zn(s, x)
def
= v̂K−n(s, x), 0 ≤ n ≤ K. (19)

After introducing (19), we obtain from (18) the following equations:

n∑

i=−1

αi+1(s)zn−i(s, x) − zn(s, x) = ψn(s, x), (20)

where 0 ≤ n ≤ K − 1, and the sequence ψn(s, x) is defined as follows:

ψn(s, x)
def
= αn+1(s)z0(s, x) − z1(s, x)

∞∑

i=n+1

αi(s) − κK−n(s, x). (21)
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Similarly, utilizing (19) in (14), we get

zK(s, x) =

K−2∑

i=0

ai(s)zK−i−1(s, x) + z0(s, x)

∞∑

i=K−1

ai(s) + η(s, x). (22)

In the next section we obtain a compact-form solution of the system (20) and
(22) written in terms of “input” system characteristics and a certain functional
sequence defined recursively by coefficients αi(s), i ≥ 0.

4 Compact Solution for Queueing Delay Transforms

In [4] (see also [5]) the following linear system of equations is investigated:

n∑

i=−1

αi+1zn−i − zn = ψn, n ≥ 0, (23)

where zn, n ≥ 0, is a sequence of unknowns and αn and ψn, n ≥ 0, are known
coefficients, where α0 �= 0. It was proved (see [4]) that each solution of (23) can
be written in the following way:

zn = CRn+1 +

n∑

i=0

Rn−iψi, n ≥ 0, (24)

where C is a constant and terms of the sequence (Rn), n ≥ 0, can be computed
in terms of αn, n ≥ 0, recursively in the following way:

R0 = 0, R1 = α−1
0 , Rn+1 = R1

(
Rn −

n∑

i=0

αi+1Rn−i

)
, n ≥ 1. (25)

Observe that the system (20) has the same form as (23) but with coefficients
αi and ψi, i ≥ 0, depending on s and (s, x), respectively. Thus, the solution
of (20) can be derived by using (24). The fact that the number of equations in
(24) (comparing to (20)) is finite, allows for finding C = C(s, x) in the explicit
form, treating the equation (22) as a boundary condition. Hence, we obtain the
following formula (see (23)–(25)):

zn(s, x) = C(s, x)Rn+1(s) +
n∑

i=0

Rn−i(s)ψi(s, x), n ≥ 0, (26)

where the functional sequence
(
Rn(s)

)
, n ≥ 0, is defined by

R0(s)=0, R1(s)=α−1
0 (s), Rn+1(s)=R1(s)

(
Rn(s)−

n∑

i=0

αi+1(s)Rn−i(s)
)
, (27)
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where n ≥ 1 and αi(s) is stated in (16). Taking n = 0 in (26), we obtain the
following representation:

z0(s, x) = C(s, x)R1(s) (28)

and substituting n = 1, we get

z1(s, x) = C(s, x)R2(s) + R1(s)ψ0(s, x)

= C(s, x)R2(s) + R1(s)
(
α1(s)R1(s)C(s, x) − z1(s, x)

∞∑

i=1

αi(s)
)
, (29)

since κK(s, x) = 0. From (29) we obtain

z1(s, x) = θ(s)C(s, x)
(
R2(s) + α1(s)R

2
1(s)

)
, (30)

where

θ(s)
def
=

[
1 + R1(s)

∞∑

i=1

αi(s)
]−1

=
f(λ + s)

f(s)
. (31)

Now the formulae (28) and (30)–(31) allows for writing terms of the functional
sequence

(
ψn(s, x)

)
, n ≥ 0 (see (21)), as a function of C(s, x). In order to find the

representation for C(s, x), we must rewrite the formula (22), utilizing identities
(21), (26), (28) and (30). We obtain

zK(s, x) =

K−1∑

i=1

aK−i−1(s)
[
C(s, x)Ri+1(s) +

i∑

j=0

Ri−j(s)ψj(s, x)
]

+ C(s, x)R1(s)

∞∑

i=K−1

ai(s) + η(s, x) =

K−1∑

i=1

aK−i−1(s)
[
C(s, x)Ri+1(s)

+
i∑

j=0

Ri−j(s)
(

αj+1(s)z0(s, x) − z1(s, x)
∞∑

r=j+1

αr(s) − κK−j(s, m)
)]

+ C(s, x)R1(s)
∞∑

i=K−1

ai(s)+η(s, x)=C(s, x)

{
K−1∑

i=1

aK−i−1(s)
[
Ri+1(s)+

i∑

j=0

Ri−j(s)

×
(

R1(s)αj+1(s)−θ(s)
(
R2(s)+α1(s)R

2

1(s)
) ∞∑

r=j+1

αr(s)
)]

+ R1(s)

∞∑

i=K−1

ai(s)

}

−

K−1∑

i=1

aK−i−1

i∑

j=1

Ri−j(s)κK−j(s, x) + η(s, x) = Φ1(s)C(s, x) + χ1(s, x), (32)

where we denote

Ψ1(s)
def
=

K−1∑

i=1

aK−i−1(s)
[
Ri+1(s) +

i∑

j=0

Ri−j(s)
(
R1(s)αj+1(s)

− θ(s)
(
R2(s) + α1(s)R

2
1(s)

) ∞∑

r=j+1

αr(s)
]

+ R1(s)

∞∑

i=K−1

ai(s) (33)
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and

χ1(s, x)
def
= −

K−1∑

i=1

aK−i−1

i∑

j=1

Ri−j(s)κK−j(s, x) + η(s, x). (34)

Finally, let us substitute n = K in (26) and apply the formulae (21), (28) and
(30). We get

zK(s, x) = C(s, x)RK+1(s) +
K∑

i=0

RK−i(s)

{
αi+1(s)R1(s)C(s, x)

− θ(s)C(s, x)
(
R2(s) + α1(s)R

2

1(s)
) ∞∑

j=i+1

αj(s) − κK−i(s, x)

}

= C(s, x)

{
RK+1(s) +

K∑

i=0

RK−i(s)
[
αi+1(s)R1(s) − θ(s)

(
R2(s) + α1(s)R

2

1(s)
)

×
∞∑

j=i+1

αj(s)
]}

−
K∑

i=1

RK−i(s)κK−i(s, x)
)

= Ψ2(s)C(s, x) + χ2(s, x), (35)

where

Ψ2(s)
def
=RK+1(s)+

K∑

i=0

RK−i(s)
[
αi+1(s)R1(s)−θ(s)

(
R2(s)+α1(s)R

2
1(s)

) ∞∑

j=i+1

αj(s)
]

(36)

and

χ2(s, x)
def
= −

K∑

i=1

RK−i(s)κK−i(s, x). (37)

Comparing the right sides of (32) and (35), we eliminate C(s, x) as follows:

C(s, x) =
[
Ψ1(s) − Ψ2(s)

]−1[
χ2(s, x) − χ1(s, x)

]
. (38)

Now, from the formulae (19), (26) and (38), we obtain the following main result:

Theorem 1. The representation for the LT of the conditional transient queue-
ing delay distribution in the M/G/1/K-type model with generally distributed
setup times is the following:

v̂n(s, x) =

∫
∞

0

e
−st

P{v(t) > x | X(0) = n}dt =
χ2(s, x) − χ1(s, x)

Ψ1(s) − Ψ2(s)

{
RK−n+1(s)

+

K−n∑

i=0

RK−n−i(s)
[
αi+1(s)R1(s) − θ(s)

(
R2(s) + α1(s)R

2

1(s)
) ∞∑

j=i+1

αj(s)
]}

−

K−n∑

i=0

RK−n−i(s)κK−i(s, m),

(39)

where the formulae for αi(s), κi(s, x), Ri(s), θ(s), Ψ1(s), χ1(s, x), Ψ2(s)
and χ2(s, x) are given in (16), (17), (27), (31), (33), (34), (36) and (37),
respectively.
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5 Numerical Example

Let us take into consideration a node of the wireless sensor network with buffer
of size 6 packets, with the stream of packets of average size 100 B arriving to
the node according to a Poisson process with intensity 300 Kb/s. Hence, the
λ = 375 packets per second arrive to the node and interarrival time between
successive packets is equal to 2, 7 ms. Subsequently, assume, that packets are
being transmitted with speed 400 Kb/s according to a 2-Erlang distribution with
parameter µ = 1000, that gives the mean processing time 2 ms. Moreover, let
us consider that the radio transmitter of the node is switched off during an
idle period and needs an exponentially distributed setup time to become ready
for processing. Consider cases in which the mean times are equal to 1, 10, and
100 ms, respectively. The probabilities of P{v(t) > x|X(0) = 0} for x = 0.001
and x = 0.01 are presented in Fig. 1. The figures show that the analytical results
are compatible with process-based discrete-event simulations (DES).
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Fig. 1. Probabilities P{v(t) > x|X(0) = 0} for x = 0.001 (a) and x = 0.01 (b), where
mean setup time is equal to 1 (solid line), 10 (dashed line) and 100 (dot dashed line)
ms. Bold black lines and thin green lines correspond with analytical and DES results,
respectively (Color figure online)
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Abstract. Delays in routers are an important component of end-to-end
delay and therefore have a significant impact on quality of service. While
the other component, the propagation time, is easy to predict as the
distance divided by the speed of light inside the link, the queueing delays
of packets inside routers depend on the current, usually dynamically
changing congestion and on the stochastic features of the flows. We use
a Markov model taking into account the distribution of the size of packets
and self-similarity of incoming flows to investigate their impact on the
queueing delays and their dynamics.

Keywords: Markov queueing models · Self-similarity · IP packets
length distribution · IP routers delays

1 Introduction

Queueing theory has its origins in models proposed by Erlang and Engset a
hundred years ago for evaluation of telephone and telegraph systems. These
models were based on Markov chains, which since then accompany modelling
and evaluation of telecommunication systems. With the increasing complexity
of models they encounter natural limitations as state explosion and numerical
problems with solving very large systems of equations. On the other hand, the
increase of computer power and size of memory, as well as the development of
better software help us to overcome these problems.

This is why we are trying here to refine Markov models of router queueus. It
is well known that the distribution of the size of packets and self-similarity of the
input traffic have an impact on the transmission quality of service (determined by
transmission time, jitter, and loss probability); they influence also dynamics of
changes of number of packets waiting in routers to be forwarded. These issues are
usually investigated with the use of discrete-event simulations which in case of

c© The Author(s) 2016
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DOI: 10.1007/978-3-319-47217-1 20
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self-similar traffic demand very long runs and are time consuming, especially if we
study transient states. Here we introduce to a Markov model details which were
previously reserved to simulation models: a real distribution of IP packets and
self-similar nature of packet flows. To obtain numerical results we use standard
software: HyperStar [20] to approximate measured distributions with phase-type
ones, enabling the use of Markov chains and Prism [11] to study transient states
of a complex Markov model. We use also existing Markovian models of self-
similar traffic [1]. With this purely engineering approach, we are able to construct
more realistic than existing before models of IP queues and delays. The article
is a continuation of [5] where we considered the queue length distributions at IP
routers. Here we concentrate on the distribution of delays in these queues. The
numerical study is based on more recent data.

2 Distribution of IP Packets

CAIDA, Center for Applied Internet Data Analysis [3], routinely collects traces
on several backbone links. These monthly traces of one hour each are provided
to interested researchers on request in pcap files containing payload-stripped,
anonymised traffic. We used measurements of CAIDA coming from the link
Equinix Chicago collected during one hour on 18 February 2016 having 22 644
654 packets belonging to 1 174 515 IPv4 flows, [4].

In a Markov model we should represent any real distribution with the use of a
system of exponentially distributed phases (PH). Numerical PH fitting, e.g. with
the use of Expectation Maximisation Algorithms, is a frequently investigated
problem [2], and various tools exist, HyperStar [20], which we have chosen, is
reported to be efficient at fitting spikes as in case of our distribution.

Figure 1 presents the cumulative distribution function (cdf) of IP packet
lengths obtained from this trace and its approximation with the use of an hyper–
Erlang distribution having three Erlang distributions with a variable number of
phases, up to 3000. It demonstrates the quality of fitting as a function of the
number of phases. To limit the number of states in the Markov model to follow,
we have chosen the modest maximum number of phases to 300. The resulting
Erlang distributions in parallel have 15, 4 and 300 phases, and its density func-
tion is (for x ≥ 0)

fB(x) = 0.05233
(0.01417)15x15e−0.01417x

14!
+ 0.51162

(0.06067)4x3e−0.06067x

3!

+ 0.43604
(0.20277)300x299e−0.20277x

299!
. (1)

The largest approximation errors are at both extremities of the distribution, for
small and large packets (e.g. the cdf is not equal 1 for the size of 1500 bytes).
The mean of this distribution, i.e. mean packet size is 734.241 bytes. The same
character has the distribution of service times, as the time to send a packet
is proportional to its size, only phase parameters are rescaled. In numerical
examples we assume that the buffer volume is equal to 64 mean packet size.
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Fig. 1. The influence of the complexity of Markov model of a TCP packet size on the
quality of the model

3 Self-similar Traffic

Since the mid 90s, with the collection of high-quality traffic measurements on
several Ethernet LANs at the Bellcore Morristown Research and Engineering
Center [12] and the statistical analysis of the collected data [13], self-similarity
has become an important research domain [14]. In the following years the same
statistical features have been confirmed by traffic measurements over different
network and application scenarios. Moreover, various works highlighted the rel-
evant impact of the long memory properties, typical of self-similar processes,
on queueing dynamics; indeed, ignoring these phenomena leads to an underes-
timation of important performance measures, such as queue lengths at buffers
and packet loss probability [8,10]. Therefore, it is necessary to take into account
these features in realistic models of traffic.

Unfortunately, pure self-similar processes lack analytical tractability and only
asymptotic results, typically derived in the framework of Large Deviation The-
ory, are available for simple queueing models (see, for instance, [15] and references
therein). Therefore, many researchers investigated the suitability of Markovian
models to describe traffic flows that exhibit self-similarity [6,21]. Different models
have been proposed, but all works highlighted an important common conclusion:
matching self-similarity is only required within the time scales of interest for the
analysed system, e.g. [16].

As a result, more traditional and well investigated traffic models, such as
Markov Modulated Poisson Processes (MMPPs), may still be used for modelling
self-similar traffic. In this paper we focus on the model originally proposed in
[1], and detailed in [6]. The model is simple: pseudo self-similar traffic can be
generated as the superposition of a number of ON-OFF sources, a special case of
two-state MMPPs, also known as Interrupted Poisson Processes, since the rate
is zero when the modulating chain is in one of the two states (OFF state); we
used five ON-OFF sources.
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4 Remarks on Buffer Occupation and Loss Probability

Let us consider now the buffer occupation and the associated loss probability. In
the majority of queueing models a system capacity is expressed as the maximum
number of customers that may be inside the system, waiting in the queue or
being served. This approach is quite natural in case of fixed-size packets (for
instance, in case of ATM cells), but can be misleading in IP networks, due to
the high variability of packets size, as described in Sect. 2, and to the fact that the
amount of memory in a router is typically expressed in bytes. However, the queue
length distribution when i packets are in the buffer permits us to determine if
there is still place for the next one. Assuming that the lengths of the packets
are independent, it is straightforward to calculate the steady-state conditional
queue distribution Qi(x) = P (Q < x|i packets are enqueued) (for i ≥ 2) as the
i-fold convolution of the original distribution. Hence, we can easily calculate the
probability that the queue length with i packets exceeds the volume V of the
buffer and use this value as ploss(i), i.e. the probability that a packet is refused
when there are already i − 1 packets in the buffer. The rate of the input flow is
thus λ(i) = λ(1 − ploss(i)).

It is worth mentioning that our approach introduces some kind of approxi-
mation: indeed, on one side we consider not the real length of the packets laying
in the queue, but just the length distribution with which they have been gener-
ated. On the other side, the loss probability will depend also on the length of the
arriving packet; so, if the queue is almost full for most of the time, it is likely it
will mainly contain short packets and so the real queue length (in bytes) might
be less, leading to an upper bound of the real ploss. Instead, in case of lower
utilisation, the queue length distribution seen by the arriving packet should be
much closer to Qi(x) and hence our approximation works better.

5 Numerical Solutions, Transient States, Network

Dynamics

Queueing models are usually limited to the analysis of steady states and popular
Markovian solvers, as e.g. PEPS [17] are adapted to it. However, the intensities
of real network traffic are perpetually changing; users send variable quantities
of data, and traffic control algorithms interfere to avoid congestion (congestion
window used in TCP is a good example).

Theoretically, for any continuous time Markov chain with transition matrix
Q the Chapman-Kolmogorov equations

dπ(t)

dt
= π(t)Q, (2)

have the analytical transient solution π(t) = π(0)eQt, where π(t) is the prob-
ability vector and π(0) is the initial condition. However, it is not easy to com-
pute the expression eQt when Q is a large matrix. An efficient approach is to
use a projection method, where the original problems is projected to a space
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(e.g. Krylov subspace) where it has considerably smaller dimension, solve it
there and then re-transform this solution to the original state space [22]. It is
implemented among others in a well known probabilistic model checker Prism
[11]. We used Prism supplementing it with a preprocessor based on [18,19] to
ease the formulation of more complex queueing models.

6 Response Time Distribution

Having the queue distribution p(n), the response time (waiting time plus service
time) probability density function (pdf) fR(x) is obtained as

fR(x) =
∑

n

p(n)fB(x)∗(n+1)

where fB(x) is the pdf of service time distribution and ∗(i) denotes i-fold con-
volution.

Figure 2 presents the comparison of response time distribution given by simu-
lation and our model. Simulation was based on real traffic and packet size traces.
In Markov model we used ON-OFF sources with the corresponding to measure-
ments Hurst parameter (average of estimations made by several methods) and
the described Hyper-Erlang distribution. In linear time scale the errors of the
model are almost invisible. Therefore we use logarithmic time scale. The discrep-
ancies are caused, amongst others, by the insufficient precision of approximation
by the function in Eq. 1. It gives an under-representation of actual sizes of small
packets, and a respective over-representation of large packets.

In numerical examples we use the validated above model to illustrate the
impact of self-similarity, utilisation factor ̺, and packet size distribution on the
response time. In the examples the input flow starts at t = 0 and the queue is
initially empty. Figures 3 and 4 present (i) the evolution of the mean response
time as a function of time – time is normalized to the mean service time of

Fig. 2. Comparison of response time distribution given by simulation and Markov
model, logarithmic time scale
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Fig. 3. Mean response time as a function of time and steady state distribution of
response time for hyper-Erlang representation of service time distribution, H = 0.5, 0.7,
̺ = 0.8

Fig. 4. Mean response time as a function of time and steady state distribution of
response time for exponential service time distribution, H = 0.5, 0.7, ̺ = 0.8

a packet and we consider t ∈ [0, 120] (ii) steady state distribution of response
time – time unit here is the time to serve one byte and we consider the interval
[0, 50000]. In Fig. 3 we considered our Hyper-Erlang representation of service
time distribution, ̺ = 0.8, and the input traffic is either Poisson (H = 0.5) or
self-similar (H = 0.7). In Fig. 4 the hyper-Erlang is replaced by an exponential
distribution with the same mean.

From the comparison of the simulation results, it is easy to notice the effect
of self-similarity that worsen both the transient and steady-state behaviour of
the system, confirming that the use of just 5 ON-OFF sources is enough to
capture correlation on all the relevant time scales (at least for the considered
buffer size). As far as the service time distribution is concerned, it significantly
influences the steady-state performance, especially in case of self-similar traffic
(and hence for actual traffic flows). In other words, self-similarity and actual
packet size distribution are relevant factors that must be taken into account in
looking for realist traffic models.
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7 Conclusions

In this work we proposed an approach that unifies in a Markovian model (i) a
real IP packet distribution which is a basis to define both the losses due to a
finite buffer volume and the service time distribution (ii) self similar traffic. The
presented numerical examples, based on real traffic data collected by CAIDA a
few months ago, confirm that our approach is feasible and may be used also to
study transient behaviour of router delays.

Quantitative results may be obtained with the use of well known public
software tools. As further work, we plan to apply our approach to Active Queue
Management mechanisms.

Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.

The images or other third party material in this chapter are included in the work’s
Creative Commons license, unless indicated otherwise in the credit line; if such mate-
rial is not included in the work’s Creative Commons license and the respective action
is not permitted by statutory regulation, users will need to obtain permission from the
license holder to duplicate, adapt or reproduce the material.
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and Tadeusz Czachórski1(B)
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Abstract. TCP congestion control algorithms have been design to
improve Internet transmission performance and stability. In recent years
the classic Tahoe/Reno/NewReno TCP congestion control, based on
losses as congestion indicators, has been improved and many congestion
control algorithms have been proposed. In this paper the performance of
standard TCP NewReno algorithm is compared to the performance of
TCP Vegas, which tries to avoid congestion by reducing the congestion
window (CWND) size before packets are lost. The article uses fluid flow
approximation to investigate the influence of the two above-mentioned
TCP congestion control mechanisms on CWND evolution, packet loss
probability, queue length and its variability. Obtained results show that
TCP Vegas is a fair algorithm, however it has problems with the use of
available bandwidth.

1 Introduction

In spite of the rise of new streaming applications and P2P protocols that try
to avoid traffic shaping techniques and the definition of new transport protocols
such as DCCP, TCP still carries the vast majority of traffic [10] and so its
performance highly influences the general behavior of the Internet. Hence, a lot
of research work has been done to improve TCP and, in particular, its congestion
control features.

The first congestion control rules were proposed by Van Jacobson in the late
1980s [8] after that the Internet had the first of what became a series of conges-
tion collapses (sudden factor-of-thousand drop in bandwidth). The first practical
implementation of TCP congestion control is known as TCP Tahoe, while fur-
ther evolutions are TCP Reno and TCP NewReno that better handles multiple
losses in the same congestion window (CWND). The Reno/NewReno algorithm

c© The Author(s) 2016
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consists of the following mechanisms: Slow Start, Congestion Avoidance, Fast
Retransmit and Fast Recovery. The first two, determining an exponential and
linear grow respectively, are responsible for increasing CWND in absence of losses
in order to make use of all the available bandwidth. Congestion is detected by
packet losses, which can be identified through timeouts or duplicate acknowl-
edgements (Fast Retransmit). Since the latter are associated to mild congestion,
CWND is just halved (Fast Recovery) and not reduced to 1 packet as after
a timeout. Hence, the core of classical TCP congestion control is the AIMD
(Additive-Increase/Multiplicative-Decrease) paradigm. Note that this approach
provides congestion control, but does not guarantee fairness [6].

The TCP Vegas was the first attempt of a completely different approach to
bandwidth management and is based on congestion detection before packet losses
[3]. In a nutshell (see Sect. 2 for more details), TCP Vegas compares the expected

rate with the actual rate and uses the difference as an additional congestion indi-
cator, updating CWND to keep the actual rate close to the expected rate and,
at the same time, to be able of making use of newly available channel capacity.
To this aim TCP Vegas introduces two thresholds (α and β), which trigger an
Additive-Increase/Additive-Decrease paradigm in addition to standard AIMD
TCP behavior. The article [12] shows TCP Vegas stability and congestion con-
trol ability, but, in competition with AIMD mechanism, it cannot fully use the
available bandwidth.

The goal of our paper is to compare the performance of these two variants of
TCP through fluid flow models. In more detail we investigated the influence of
these two TCP variants on CWND changes and queue length evolution, hence
also one-way delay and its variability (jitter). Moreover, we also evaluated the
friendliness and fairness of the different TCP variants as well as their ability in
using the available bandwidth in presence of both standard FIFO queues with
tail drop and Active Queue Management (AQM) mechanisms in the routers.

Another important contribution of our work is that we considered also the
presence of background traffic and asynchronous flows. In the literature, traffic
composed of TCP and UDP streams has been already considered, but in most
works (for instance, in [5,13]) all TCP sources had the same window dynamics
and UDP streams were permanently associated with the TCP stream. Instead,
in this paper, extending our previous work presented in [4], the TCP and UDP
streams are treated as separate flows. Moreover, unlike [9] and [14], TCP con-
nections start at different times with various values of initial CWND.

The rest of the paper is organized as follows. The fluid flow approximation
models are presented in Sect. 2, while Sect. 3 discusses the comparison results.
Finally, Sect. 4 ends the paper with some final remarks.

2 Fluid Flow Model of TCP NewReno and Vegas

Algorithms

This section presents two fluid flow models of a TCP connection, based on [7,11]
(TCP NewReno) and [2] (TCP Vegas). Both models use fluid flow approximation
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and stochastic differential equation analysis. The models ignore the TCP timeout
mechanisms and allow to obtain the average value of key network variables.

In [11] a differential equation-based fluid model was presented to enable tran-
sient analysis of TCP Reno/AQM networks (flows throughput and queues length
in bottleneck router). The authors also showed how to obtain ordinary differen-
tial equations by taking expectations of the stochastic differential equations and
how to solve the resultant coupled ordinary differential equations numerically to
get the mean behavior of the system. In more detail, the dynamics of the TCP
window for the i-th stream are approximated by the following equation [7]:

dWi(t)

dt
=

1

Ri(t)
−

Wi(t)Wi(t − Ri(t))

2Ri(t − Ri(t))
p(t − Ri(t)) (1)

where:

– Wi(t) – expected size of CWND (packets),

– Ri(t) = q(t)
C

+ Tpi
– RTT (sec),

– q(t) – queue length (packets),
– C – link capacity (packets/sec),
– Tpi

– propagation delay (sec),
– p – probability of packet drop.

The first term on the right hand side of the Eq. (1) represents the rate of increase
of CWND due to incoming acknowledgments, while the second one models mul-
tiplicative decrease due to packet losses. Note that such model ignores the slow
start phase as well as packet losses due to timeouts (a loss just halves the con-
gestion window size) in accordance with a pure AIMD behavior, which is a good
approximation of the real TCP behavior in case of low loss rates.

In solving Eq. (1) it is also necessary to take into account that the maximum
values of q and W depend on the buffer capacity and the maximum window
size (if the scale option is not used, 64 KB due to the limitation of the Adver-
tisedWindow field in TCP header). The dropping probability p(t) depends on
the discarding algorithm implemented in the routers (AQM vs. tail drop) and
on the current queue size q(t), which can be calculated through the following
differential equation (valid for both models also in presence of background UDP
traffic):

dq(t)

dt
=

n1
∑

i=1

Wi(t)

Ri(t)
+

n2
∑

i=1

Ui(t) − C1q(t)>0 (2)

where Ui(t) is the rate of the i-th UDP flow (with Ui(t) = 0 before the source
starts sending packets), while n1 and n2 denote the number of TCP (NewReno or
Vegas) and UDP streams, respectively. Note that the indicator function 1q(t)>0

takes into account that packets are drawn at rate C only when the queue is not
empty.

As already mentioned, classical TCP variants base their action on the detec-
tion of losses. The TCP Vegas mechanism, instead, tries to estimate the available
bandwidth on the basis of changes in RTT and, every RTT, increases or decreases
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CWND by 1 packet. To this aim, TCP Vegas calculates the minimum value of
the RTT, denoted as RBase in the following, assuming that it is achieved when
only one packet is enqueued:

RBase =
1

c
+ Tp (3)

Hence, the expected rate, which denotes the target transmission speed, is the
ratio between CWND and the minimum RTT, i.e.:

Expected =
Wi(t)

RBase

(4)

while the actual rate depends on the current value R(t) of the RTT:

Actual =
Wi(t)

R(t)
=

Wi(t)
q(t)

c
+ Tp

(5)

The Vegas mechanism is based on three thresholds: α, β and γ, where α and
β refer to the Additive-Increase/Additive-Decrease paradigm, while γ is related
to the modified slow-start phase [3].

In more detail, for Expected − Actual ≤
γ

RBase

TCP Vegas is in the slow
start phase, while for higher values of the difference we have the pure additive
behavior: for Expected − Actual ≤

α
RBase

the window increases by one packet

for each RTT and for Expected − Actual ≥
β

RBase

the window decreases by the
same amount. Finally, if Expected−Actual is between the two thresholds α and
β, CWND is not changed. Taking into account the definition of expected and
actual rates given by Eqs. (4) and (5) respectively, it is possible to express the
previous inequalities in terms of Wi, R and RBase. Then, changes in the window
are given by the formula:

dWi(t)

dt
=

W (t − R(t)) ∗ W (t − R(t))

R(t)
p0(t − R(t)) +

1

R(t − R(t))
p1(t − R(t))

−
1

W (t − R(t))R(t − R(t))
p2(t − R(t))

where

p0 =

{

1 for Wi(R−RBase)
R

≤ γ

0 otherwise
, p1 =

{

1 for γ ≤
Wi(R−RBase)

R
≤ α

0 otherwise

and

p2 =

{

1 for Wi(R−RBase)
R

≥ β

0 otherwise
.
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3 Experimental Results

Our main goal is to show the behavior of the two completely different TCP
mechanisms, taking into account various network scenarios in terms of amount
of TCP flows as well as queue management disciplines (namely, standard FIFO
with tail drop and RED, the best-known example of AQM mechanism). For
numerical fluid flow computations we used a software written in Python and
previously presented in [4]. During the tests we assumed the following TCP
connection parameters:

– transmission capacity of bottleneck router: C = 0.075,
– propagation delay for i-th flow: Tpi

= 2,
– initial congestion window size for i-th flow (measured in packets): Wi =

1, 2, 3, 4....,
– starting time for i-th flow
– threshold values in TCP Vegas sources: γ = 1, α = 2 and β = 4 (see [1,3]),
– RED parameters: Minth = 10, Maxth = 15, buffer size = 20 (all measured in

packets), Pmax = 0.1, weight parameter w = 0.007,
– the number of packets sent by i-th flow (finite size connections).

Figures 1 and 2 present the CWND evolution and the buffer occupancy for
different numbers of TCP Vegas connections. In more detail, Fig. 1(a) refers
to a single TCP stream: after the initial slow start, the congestion avoidance
phase goes on until the optimal window size is reached and then CWND is
maintained at such level until the end of transmission. In case of two TCP
connections (Fig. 1(b)), the evolution of CWND is identical for both streams
and similar to the single source case (apart from a slightly lower value of the
maximum CWND). The comparison between the two figures highlights the main
disadvantage of TCP Vegas: the link underutilization. Indeed, under the same
network conditions, the optimal CWND for one flow is only slightly less than
the optimal CWND for each of the two flows.

Fig. 1. TCP Vegas congestion window evolution — FIFO queue



198 A. Domański et al.

Fig. 2. TCP Vegas congestion window evolution — RED queue

Fig. 3. TCP NewReno congestion window evolution — FIFO queue, 4 TCP streams

Figure 2 refers to the case of RED queue with two and three TCP streams.
Streams start transmission at different time points and TCP Vegas is able to
provide a level of fairness much greater than TCP NewReno. Indeed, in such case,
as highlighted in Fig. 3, the first stream (starting the transmission with empty
links) decreases CWND much slower and uses most of the available bandwidth.

The last set of simulations deals with the friendliness between TCP Vegas
and NewReno, considering two connections with the same amount of data to
be transmitted. In case of FIFO queue (see Fig. 4(a)), TCP NewReno is more
aggressive and sends data faster. Uneven bandwidth usage by TCP variants
decreases in presence of the AQM mechanism, as pointed out by Fig. 4(b). Our
results confirm that the RED mechanism improves fairness in access to the link
and keeps short the queues in routers (in our example, the maximum queue
length decreases from 20 to 12 packets).
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(a) FIFO queue (b) RED queue

Fig. 4. TCP Vegas and NewReno congestion window evolution

4 Conclusions

The article evaluates by means of a fluid approximation the effectiveness of the
congestion control of TCP NewReno and TCP Vegas.

The two TCP variants differ significantly in managing the available band-
width. On one hand, TCP NewReno increases CWND to reach the maximum
available bandwidth and eventually decreases it when congestion appears. This
greedy approach clearly favors a stream which starts transmission when the link
is empty. On the other hand, TCP Vegas increases CWND only up to a certain
level to avoid the possibility of overloading. The disadvantage of this solution is
the link underutilization: with a single stream TCP Vegas is conservative and
may not use the total available bandwidth. However, in case of several competing
streams, TCP Vegas mechanism shows its fairness: in presence of synchronous
flows every stream uses the same share of the available bandwidth and even in
case of streams starting transmission at different times a quite fair share of the
network resources is still obtained.

Finally, the presented analysis permits to take into account finite-size flows
and, unlike most works in this area, allows to start TCP transmission at any point
of time with different values of the initial CWND (modern TCP implementation
often starts with a window bigger than 1 packet). In other words, our approach
makes possible the observation of TCP dynamics at such time when other sources
start or end transmission.

Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.
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Abstract. Machine-type communication (MTC) is a new service defined by the

3rd Generation Partnership Project (3GPP) to provide machines to interact to

each other over future wireless networks. One of the main problems in

LTE-advanced networks is the distribution of a limited number of radio resources

among enormously increasing number of MTC devices with different traffic

characteristics. The radio resources allocation scheme for MTC traffic trans-

mission in LTE networks is also standardized by 3GPP and implements the

Random Access Channel (RACH) mechanism for transmitting data units from a

plurality of MTC devices. Until now, there is a number of problems with the

congestion in radio access network, as evidenced by a series of articles calling

attention to the fact that more research is required, and even modification of the

RACH mechanism in order to address drawbacks, exhibiting for example when a

large number of devices are trying to access simultaneously. However, not many

results have been obtained for the analysis, which allows to explore a variety of

performance metrics of RACHmechanism on a qualitative level. In this paper the

mathematical model in a form of the discrete Markov chain is built taking into

account the features of the access procedure under congestion conditions and

collisions. This baseline model allows to obtain the solution for key performance

measures of RACH mechanism, such as the access success probability and the

average access delay, in an analytical closed-form. Based on the proposed

baseline model it is possible to obtain new results for the analysis of some

modifications of RACH mechanism such as ACB (Access Class Baring).
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1 Introduction

In recent years, a huge number of technological devices appeared in the market that

support various applications associated with data transfer automatically. In this per-

spective, a key role will be played by machine-type communications (MTC), which is a

new concept where devices exchange data without any (or minimal) human inter-

vention [1]. MTC is expected to open up unprecedented opportunities for telecom

operators in the various fields of the new digital economy (home and office security and

automation, smart metering and utilities, maintenance, building automation, automo-

tive, healthcare and consumer electronics, etc.), and, therefore, will be one of the

economic foundations of emerging 5G wireless networks [2, 3]. As in the case of any

new technology, the analysis of the impact of MTC traffic features requires modifi-

cation of both classical and modern methods [4–6].

Conventional wireless communication technologies, including 3GPP LTE network,

do not allow establishing effectively machine-to-machine (M2 M) connections between

a large number of interacting MTC devices. One possible solution of the problem is

based on the use of random access (RA) procedure [7, 8]. The advantage of this method

is that the MTC devices can access to the radio access channel (RACH), regardless of

their arrangement and centralized management.

It is well known that an overload on the RACH level can lead to overload in the

entire LTE network. Feature of the M2 M traffic that differs substantially from the

traditional H2H traffic is that existing mechanisms cannot effectively overcome RA

procedure overload. MTC devices such as fire detectors usually send small amounts of

data periodically while operating in the normal mode. However, in the case of emer-

gency MTC devices generate burst traffic, which can cause overloading [9, 10]. In the

case of high network traffic access delay increases significantly, and this can be critical

in various emergency situations [7]. Some other features of M2 M traffic transmission

were considered in [10–19] taking into account problems of optimal radio resources

allocation [11–15], overload control mechanisms based on Access Class Barring

(ACB) schemes [10, 14] and other congestion control problems [16, 17].

The purpose of this paper is the analytical modeling of the access procedure which

is able to support the simultaneous access of MTC devices. According to [7] the

reference scheme of the procedure consists of a four-message handshake between the

accessing devices and the base station. In the same 3GPP technical report main mea-

sures to RACH capacity evaluation for MTC are specified: collision probability, access

success probability, access delay, the number of preamble transmissions to perform a

random access procedure successfully, the number of simultaneous preamble trans-

missions in an access slot.

There are many papers devoted to modeling and simulation of RACH procedure,

e.g. interesting results are obtained in [2], which also provides a review of known

works on this issue. However, not many analytical models are known, which allow

exploring main RACH performance metrics [7] on a qualitative level. We highlight

[18], where the formulas for the calculation of these metrics were obtained. Unlike to

known results, the objective of this study is to obtain a closed-form solution, which

depends on the minimum number of RACH procedure parameters and is easy for
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calculation. This paper is an extension of [19], where the approach to analytical

modeling using Markov chain apparatus was proposed and the Monte Carlo simulation

model was developed. In contrast to [19], this paper concentrates on the analytical

model of a random access procedure in LTE cell and focuses on two metrics for RACH

capacity evaluation – the access success probability and the average access delay in the

presence of collisions and physical channel congestion.

The rest of the paper is organized as follows. In Sect. 2 we shortly describe RACH

signaling reference scheme, simultaneously discuss notations of the mathematical

model and introduce its core assumptions. In Sect. 3, formulas for calculating key

metrics in closed form are obtained. Further, in Sect. 4 main performance measures

calculating is illustrated via the numerical example. Finally, we conclude the paper in

Sect. 5.

2 Random Access Procedure, Model Notation

and Assumptions

In this section we consider RACH procedure that is the initial synchronization process

between user equipment (UE) and the base station eNB while data exchange performs

over Physical RACH (PRACH) in LTE network [7]. Since UEs’ attempt for data

transmission can be performed randomly and the value of distance to the eNB is

unknown, requests for synchronization from various UEs should come with different

delays, which is estimated by the level of incoming PRACH signal by eNB.

Widely known RACH procedure defines the sequence of signaling messages

transmitted between the UE and the eNB. The procedure begins with a random access

preamble transmission to the eNB (Msg 1) by means of one of available PRACH slots

(RACH opportunity). The information about slots is broadcasted by the eNB in System

Information Block messages. The number of RACH opportunities and the number of

preambles depend on the particular LTE network configuration.

After preamble sending the UE waits for a random access response (RAR) (Msg 2)

from the eNB within the time interval called a response window. RAR message

transmitting over Physical Downlink Control Channel (PDCCH) contains a resource

grant for transmission of the subsequent signaling messages. If after the response

window is over the UE has not received Msg 2, it means that a collision occurs. The

collision of a preamble transmission may occur when two or more UEs select the same

preamble and send it at same time slot. In the case of a collision the UE should repeat

preamble transmission attempt after a response window. If a preamble collision occurs,

the eNB will not send RAR message to all UEs, which have chosen the same preamble.

In that case, preambles will be resent after the time interval called the backoff window.

If series of collisions occur for a UE after the number of failed attempts exceeds the

preamble attempts limit, the RACH procedure is recognized failed.

In the case of successful preamble transmission after receiving Msg 2 from the eNB

and RAR processing time, the UE sends connection request (Msg 3) to the eNB using

resources of Physical Uplink Shared Channel (PUSCH) [20]. RACH procedure is

considered completed after the UE received a contention resolution message (Msg 4)

from the eNB. Hybrid automatic repeat request (HARQ) procedure guarantees a
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successful transmission of Msg 3/Msg 4. HARQ procedure provides a limit in

Msg 3/Msg 4 sequential transmission attempts. If the limit is reached UE should start a

new RACH procedure by sending a preamble.

Making a number of simplifying assumptions for the RACH procedure, we

introduce below the basic notation and build a mathematical model in the form of a

discrete Markov chain according to [19]. The time interval between the first RA attempt

and the completion of the random access procedure is called an access delay [7]. To

analyze this parameter we propose a mathematical model in the form of discrete

Markov chain that follows the steps of RACH procedure. The state of the Markov

chain determines the number of preamble attempt collisions and the number of

sequential Msg 3/Msg 4 transmission attempts. With this model the access delay for

each state of the Markov chain can be calculated by summing up the corresponding

time intervals introduced below:

D
1

1
– waiting time for a RACH opportunity to transmit a preamble;

D
2

1
– preamble transmission time;

D
3

1
– preamble processing time at the eNB;

D
4

1
– RAR response window;

D1 :¼ D
1

1
þD

2

1
þD

3

1
þD

4

1
– time from the beginning of RACH procedure until

sending message Msg 3 or resending a preamble;

D2 – backoff window;

D3 – RAR processing time;

D4 – time for Msg 3 transmission, waiting for Msg 4, and Msg 4 processing.

The model notation is illustrated in message sequence diagram for access success

(Fig. 1) and access failure (Fig. 2).

In the case of reliable connections the access delay is equal to the sum of the

mentioned above variables Di, i ¼ 1; 3; 4. If a collision occurs or connection is

Fig. 1. Message sequence diagram for successful access
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unreliable the number of retransmissions is limited by N ¼ 9 for Msg 1 and by M ¼ 4

for Msg 3 [7]. Let p denote the collision probability, defined as the ratio between the

number of occurrences when two or more MTC devices send a random access attempt

using exactly the same preamble and the overall number of opportunities (with or

without access attempts) in the period [7]. This value depends on the number of MTC

devices at eNB coverage area, on intensity c of incoming calls and on LTE network

configuration. Also, let g denote the HARQ retransmission probability for

Msg 3/Msg 4, and thus we entered all the variables needed further for obtaining for-

mulas for calculation of the access success probability and the average access delay.

3 The Model and Results in a Closed Form

The formalization of the above-described RA procedure according to [19] is given by

the absorbing discrete-time Markov’ chain ni; i ¼ 0; . . .; N þ 1ð Þ Mþ 1ð Þþ 1f g with

the finite state space

X ¼ n;m; kð Þ; n ¼ 0; . . .;N; m ¼ 0; . . .;M; k ¼ 0; . . .; nf g[ x; tf g;

initial state 0; 0; 0ð Þ, and two absorbing states x and t. The initial state 0; 0; 0ð Þ repre-
sents the beginning of the procedure followed by the first RA attempt, the absorbing

state x stands for the access success, and the absorbing state t stands for the access

failure. Other states denoted by n;m; kð Þ, where n is the number of Msg 1 (preamble)

retransmissions, m is the number of Msg 3 retransmissions after the last successful

Msg 1 transmission, and k stands for the number of successful Msg 1 transmissions

Fig. 2. Message sequence diagram for access failure due to (a) preamble collision (b) contention

resolution message retransmission
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followed by M + 1 Msg 3 transmissions after each Msg 1 transmission. Figure 3 rep-

resents one of possible paths from state 0; 0; 0ð Þ to state n;m; kð Þ for successful access.
Note, that the access delay for RA procedure is defined as the time interval from the

instant when a UE sends its first random access preamble until the UE receives the

random access response [7]. In the paper, we focus on the average value D of the access

delay. To calculate it we consider all possible scenarios of the RA procedure, i.e.

different number of Msg 1 and Msg 3 retransmissions for different combinations of

messages’ sequences that influence on the overall access delay. For example, in the

case of the successful access without any collision the sequence is Msg1 !
Msg2 ! Msg3 ! Msg4. For the successful access with two retransmissions of mes-

sage Msg1 and without Msg3 retransmissions the sequence looks like

Msg1 ! Msg1 ! Msg1 ! Msg2 ! Msg3 ! Msg4.

Note that we do not distinguish between two paths having the same delay between

the first RA attempt and the same intermediate state n;m; kð Þ, if the paths differ only

Msg 1/Msg 3 positions. For example, the following message sequences (Msg 2 and

Msg 4 are omitted) have the equal delays:

Msg1 ! Msg1 ! Msg3 ! . . . ! Msg3 ! Msg1 ! Msg3

and

Msg1 ! Msg3 ! . . . ! Msg3 ! Msg1 ! Msg1 ! Msg3:

Under these assumptions, the probability P n;m; kð Þ of Markov chain nif g visiting

state n;m; kð Þ when starting from state 0; 0; 0ð Þ is determined by the formula

P n;m; kð Þ ¼ pn�kCk
n 1� pð ÞgMþ 1
� �k

1� pð Þgm; n;m; kð Þ 2 X: ð1Þ

Fig. 3. The example of successful access with Msg 1 and Msg 3 retransmissions
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The first multiplier pn�k stands for n� k Msg 1 collisions, the multiplier

1� pð ÞgMþ 1ð Þ
k
stands for k successful Msg 1 transmissions each followed by Mþ 1

Msg 3 transmissions, the multiplier 1� pð Þgm stands for a unique successful Msg 1

transmission followed by m Msg 3 retransmissions, and the binomial coefficient Ck
n

reflects the number of k combinations (successful Msg 1 transmissions) of an n set

(Msg 1 retransmissions).

The probabilities of being absorbed in the states x and t when starting from state

0; 0; 0ð Þ are

P xð Þ ¼
X

n;m;kð Þ2X

P n;m; kð Þ � 1� gð Þ ¼ 1� pþ 1� pð ÞgMþ 1
� �Nþ 1

; ð2Þ

P tð Þ ¼ 1� P xð Þ ¼ pþ 1� pð ÞgMþ 1
� �Nþ 1

: ð3Þ

Note, that these probabilities for the RA procedure stand for the access success

probability P xð Þ and for the access failure probability P tð Þ.
For successful random access procedure we denote Q n;m; kð Þ the probability that

the RA procedure will be completed right after state n;m; kð Þ, i.e. there will not be any
further Msg1/Msg3 collisions. Let D n;m; kð Þ be the corresponding access delay under

the condition that random access procedure is successful.

The access delay D n;m; kð Þ can be calculated as follows

D n;m; kð Þ ¼ n� kð Þ D1 þD2ð Þþ k D1 þD3 þMD4ð ÞþD1 þD3 þ mþ 1ð ÞD4

¼ D1 þD2ð Þ � nþD4 � mþ D3 þMD4 � D2ð Þ � kþD1 þD3 þD4:
ð4Þ

Form the definition of probability Q n;m; kð Þ we get the formula

Q n;m; kð Þ

¼ P no Msg1/Msg3 collisions after state n;m; kð Þ j successful accessf g

¼
P no Msg1/Msg3 collisions after state n;m; kð Þ; successful accessf g

P successful accessf g

¼
P no Msg1/Msg3 collisions after state n;m; kð Þf g

P successful accessf g
¼

P n;m; kð Þ � 1� gð Þ

P xð Þ
:

ð5Þ

Now, taking into account that the average RA delay, which is calculated only for

successfully accessed MTC devices, is determined by the formula

D ¼
X

n;m;kð Þ2X

Q n;m; kð ÞD n;m; kð Þ; ð6Þ

and taking into account (1)–(5), we finally obtain the formula to calculate the average

access delay in closed form
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D ¼ D1 þD2ð Þ �
C

1� pð Þ 1� gMþ 1ð Þ
1� Nþ 1ð ÞCN þNCNþ 1
� �

þ D4 �
1� Mþ 1ð ÞgM þMgMþ 1

1� g

g 1� CNþ 1ð Þ

1� gMþ 1

þ D3 þMD4 � D2ð Þ �
gMþ 1

1� gMþ 1
1� Nþ 1ð ÞCN þNCN þ 1
� �

þ D1 þD3 þD4ð Þ � 1� CNþ 1
� �

;

ð7Þ

where C ¼ pþ gMþ 1 1� pð Þ.
The numerical example in the next section illustrates the application of the formulas

obtained for calculation the access success probability and the average access delay

with given collision probability.

4 Numerical Example

We present an example of analysis of a single LTE FDD cell on 5 MHz supporting

M2M communications to illustrate some performance measures for RACH with initial

data closed to real ones [7, 9, 10, 18, 19].

In LTE, the RACH could be configured to occur once every subframe up to once

every other radio frame. As in [7] we assume that the PRACH configuration index is

equal to 6, and then for FDD cell we have 1st and 6th subframes of every frame for

RACH opportunity, so the RACH occurs every 5 ms, that gives us 200 RACH

opportunities per second. The total number of RACH preambles available in LTE is 64.

A number of them are normally reserved for contention free RA procedure (i.e. for

intra-system handover or downlink data arrival with lost synchronization), the rest are

used for contention based RA procedure. According to [7] we assume that 10

preambles are configured to be dedicated for handovers, therefore, the other 54 can be

used contention based random access.

For the scenario with a large number of UEs with RA procedure in the cell and

uniformly distributed arrival of RACH requests the collision probability is given by [9]

p ¼ 1� e�c= 54�200ð Þ: ð8Þ

Maximum number of preamble transmission is equal to 10, hence N = 9. Maximum

number of Msg 3 retransmissions M = 4 [7]. The terms of the sum in (7) are given

below: D
1

1
= 2,5 ms; D

2

1
= 1 ms; D

3

1
= 2 ms; D

4

1
= 5 ms; D

2
= 20 ms; D

3
= 5 ms;

D
4
= 6 ms. The calculation were done for 4 values of the HARQ retransmission

probability for Msg 3/Msg 4 g ¼ 0:02; 0:5; 0:8; 0:95.
Typically, e.g. [7, 18], RACH performance metrics are analyzed vs the number of

MTC devices per cell with maximum of 30 000. In the numerical example we analyze

target metrics vs the collision probability p, receiving its value from the formula (8)

with given random access intensity c. Namely the value of c indicates the number of

MTC devices in the cell, but it does not reflect the number explicitly. For example,
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c = 25 000 attempts per second corresponds to the case of overload with the collision

probability p about 0.9. By changing the collision probability p from 0 to 1 we compute

the access success probability P xð Þ using (2) and the average access delay D using (7).

Figure 4 introduces plots illustrating the access success probability P xð Þ for four
values of the HARQ retransmission probability g. The plots show that with g less than

0.5 even for c = 10 000 attempts per second (p = 0.6) the access success probability is

close to 1.

Figure 5 indicates that the average access delay D varies significantly with the

changing of the collision probability p and even for minor g can reach values exceeding

160 ms due to a significant number of preamble retransmissions.

5 Conclusion

In this paper we addressed a RACH procedure for service M2 M traffic in LTE cell and

introduced a mathematical model in the form of discrete Markov chain. Note that the

access success probability is critical for applications such as fleet management service,

when a large number of taxis equipped with fleet management devices gather in a cell,

for example near the airport. Another measure, the average access delay, is critical for

earthquake monitoring applications, because even tens of milliseconds are very important

for an earthquake alarm. The proposed model allows calculating both mentioned per-

formance measures for LTE FDD and TDD cell, UMTS FDD or UMTS 1.28Mcps TDD.

Fig. 4. Access success probability

Fig. 5. Average access delay
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An interesting task for future study is to derive a formula for the cumulative

distribution function (CDF) of the access delay between the first RA attempt and the

completion of the random access procedure, for the successfully accessed MTC

devices. Another important problem is the construction of analytical models of the

overload control mechanisms based on Access Class Barring (ACB) schemes.
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Abstract. The article proposes a novel broadcast algorithm for multi-
hop wireless networks. We compare three reference algorithms: Counter
Based, Scalable Broadcast and Dominant Pruning, and propose a novel
Global Queue Pruning method, which limits the overhead of the trans-
mission and provides assurance of the delivery of the messages to every
node in the network. The developed algorithm creates the logical topol-
ogy that consists of lower number of forwarders in comparison to the
previous methods, the paths are shorter, and the 100 % coverage is guar-
anteed. This is achieved with the higher cost of propagation of the topol-
ogy information in the initialisation phase.

Keywords: Mesh networks · Multihop broadcast · Broadcast storms ·

Dominant pruning

1 Introduction

Smart devices, which communicate with each other and are part of the Internet of
Things or IoT, become more and more popular. Advanced Metering Infrastruc-
ture (AMI) is a popular application of IoT devices, deployed to monitor the
energy or water use. The IoT devices passing data from physical objects to
the digital world are more and more widely used. The IoT networks consist of
thousands of devices, creating a complex, multihop network. This causes increas-
ingly stronger need to develop methods for the management of large networks
of relatively simple devices, and need of development of reliable communication
method for them. It is important to propose effective methods for broadcast
and multicast communication, as sending messages, directed to all nodes or big
groups of nodes is a popular case in AMI and IoT networks.

IoT networks differ in theirs specifics. Depending on their purpose, their
topology may be static or dynamic. The number and location of nodes also may
vary, which results in different characteristics of connection graph – dense or
sparse, uniform or clustered. The source of power (battery or power line) is also
the factor influencing chosen methods of communication. Most of the multicast
and broadcast transmissions is directed from the designated central point to all
nodes and from single node (unicast) to the central point.

c© The Author(s) 2016
T. Czachórski et al. (Eds.): ISCIS 2016, CCIS 659, pp. 214–224, 2016.
DOI: 10.1007/978-3-319-47217-1 23
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The multicast or broadcast transmission in multihop wireless networks
requires the selection which nodes shall forward messages and act as intermedi-
ate point of communication, forwarding packets coming from other nodes (refer-
enced as forwarders in further part of the paper). The remaining nodes are only
receiving messages and act as the communication endpoint. The selection which
nodes should forward the data and which should only receive it is a challenging
task. A few algorithms have been proposed in the literature, however previous
papers refer to a simple topologies with small average number of neighboring
nodes (2–5). In wireless AMI networks the average number of nodes to which a
node can communicate is considerably higher [8].

The simplest solution for broadcast transmission is flooding, the concept in
which every incoming packet is sent through every outgoing link except the
one it arrived on [9]. Flooding utilizes every path through the network, so it
guarantees 100 % cover (if link transmissions are 100 % reliable) and it will also
use the shortest path. This algorithm is also very simple to implement but has
disqualifying disadvantages: can be costly in terms of wasted bandwidth and can
impose a large number of redundant transmissions. Flooding is also not practical
in dense networks, as it greatly increases the required transmission time [4].

Another method is to select the Connected Dominant Set (CDS) of nodes
(forwarding nodes, forwarders). It was proved [2] that the optimal selection of
CDS is a NP hard problem even if the whole network topology is known. The
forwarder can be selected dynamically or statically [5]. In the static approach a
global algorithm determines the status (forwarder/non forwarder) of each node
and the level is set. In the dynamic approach the status is decided “on-the-
fly” based on local node information, and the state can be different for every
transmitted message. In the [5] interesting algorithm was presented using static
approach and local topology information, however the node position information
is assumed.

In this work we concentrate on an AMI network use case, with meters com-
municating by wireless interfaces. Meters are located within the buildings and
they have a power supply. Changes in placement of sensor nodes are rare and
done under control of network operator, so there is no need of automatic recon-
figuration of network topology. There are no limitations of battery power, but it
is the necessity of reliable communication and possibly optimal usage of network
resources (bandwidth). We assume that a designated control node is distin-
guished, which typically has the access to a backhaul interface and forwards the
traffic to and from the Internet to the AMI network.

We propose a novel algorithm (Global queue pruning) for forwarding nodes
selection, which outperforms the solutions available in the literature. The pro-
posed algorithm is compared to the three representative methods of forwarding
nodes selection and evaluated through an extensive simulation study. Previous
studies on multicast algorithm pointed also the disadvantages of the popular
broadcast solution for RPL protocol (IP level multicast). The main problem is,
that RPL it not designed to fit the specific of our network (root to sensor traffic)
[10]. The RPL broadcast results in many overlapping transmission (particularly
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problematic for dense urban area where the level of overlap is high). To address
the needs of our network we decided to control the message forwarding on the
application level to replace the RPL build in the 6lowPAN protocol and their
multicast mechanism.

2 The Problem Formulation

The layer 2 protocols determine the connectivity between nodes in the wireless
network. This defines the topology of a network. In wireless sensor networks to
send a message between two distant nodes it is usually necessary to use the inter-
mediate nodes. The path of communication is composed of a sequence of such
intermediate, forwarding nodes, called forwarders. Forwarders receive messages
and under conditions of given algorithm, can retransmit it. Every forwarder in
the network can be described by a level. The level is the number of hops from
a central point to a node in the range of the forwarder. The forwarder level 0 is
central control point – original source of broadcast messages or final receiver of
messages from the nodes (Fig. 1).

Fig. 1. Process of creating logical topology and selecting forwarder’s nodes

Connected forwarders, from lower levels to higher create the logical topology
of the network (spanning tree called Connected Dominant Set [5]). This set can
be used both to the unicast, selective multicast and broadcast communication
from control node to all nodes in the network. It is possible to distinguish more
than one path, according to different selection of forwarders it is possible to com-
pare the resulting logical topologies. The simplest metric to compare different
topologies created in given network, used in this article, is the highest level of
the forwarder in the path, what is equal to the maximum number of hops in
the network. The average forwarder level is proportional to the average time of
message propagation. We assume that the topology is determined in an initial-
ization phase, in which the forwarders are selected which precedes the actual
communication phase.

The goal of this work is to define method for “near to optimal” selection of the
forwarders. A forwarder may only forward a packet once (to avoid infinite loops)
and all nodes shall receive the packet in no-failure conditions (the forwarders
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don’t fail and the topology of connections don’t change during the transmis-
sion). The assumption is to achieve minimum broadcast overhead, respecting
the possible nodes and link failures and to support the selective broadcast and
multicast.

3 Reference Solutions

There are several solutions that can be used to route messages in the network and
to select the forwarders. Besides the mentioned above flooding algorithms, there
is a number of more complex and efficient methods. Some methods are based
on the location knowledge (e.g. position for GPS signal), but those methods are
not subject of analysis, as it was not assumed that the location information is
detailed enough to be used and is available. Another group of methods is based
on the neighbour knowledge methods. Knowing the neighbourhood of a node
can be used to select a forwarders. Two approaches are possible: local (only
local, or 2 hops neighbourhood is known) and global (the global information
about nodes neighbourhood is known). Using the probabilistic methods it is
possible to distinguish a set of forwarders, in which the randomization is used
to decide on the packer retransmission (forward). We decided to implement the
three reference solutions: one example of probabilistic method: counter based
(CB) [3] and two neighbour knowledge methods: scalable broadcast algorithm
(SBA) [1], dominant pruning (DP) [6].

3.1 Counter Based

The method is executed locally on every node in the network. It has two parame-
ters: TRAD and C. When new packet is received, time T = (0..TRAD] is drawn.
Within T the packet counter c is incremented when duplicates of the packet are
received. Then, if c < C, the packet is retransmitted.

As the method works locally it has very low overhead on additional commu-
nication (depends on parameters) and can cope with dynamic changes in the
topology (e.g. mobile nodes). The drawback is that the method doesn’t guar-
antee the full network coverage and may select forwarders in such a way, that
part of the network will not receive traffic. The C and TRAD parameters can
by adjusted. The bigger C leads to better network cover, but also to more for-
warders and more messages duplicates. If C = ∞ (practically “large enough”)
the algorithm works as flooding. Bigger TRAD also leads to better coverage but
also increase the time of message delivery. The method doesn’t assume to create
the logical topology, because the decision on packet retransmission can be taken
after receiving each packet, but it leads to decreasing the transmission delays.
In the evaluation we used the counter based methods to select the forwarders
in the initialization phase only. The first choose of each node to retransmit the
packet results in selecting that node as one of forwarders (Fig. 2).
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Fig. 2. (a) The counter based method used to packet retransmission, (b) The example
of logical topology created using CB method, with some unconnected nodes

3.2 Scalable Broadcast Algorithm (SBA)

The algorithm works locally and assumes that every node knows its direct (1-
hop) neighbour list. It uses one parameter TRAD. When new broadcast packet is
received, a time T = (0..TRAD] is drawn. Every packet header contains sender’s
neighbours list. Receiver analyses packets, incoming within time T. After T, if
there are still nodes in the range that not received packets, the node forward
a packet. 100 % cover is guaranteed and the algorithm exhibit good scalability
properties as the network size increases. Similarly as CB in the evaluations we
assumed the initial phase, in which the first decision of forwarders selection is
saved and used for next transmissions. The characteristic of the SBA method is
the necessity to transmit the list of neighbours, thus the overhead increase in
compare to the CB.

3.3 Dominant Pruning Method

The method utilizes 2-hop neighbourhood information to reduce redundant
transmissions. A forwarder, knowing the full 2-hop topology, selects the set of
next forwarders among its 1 hop neighbours, to achieve the full cover of all
nodes within 2-hop range. Then all designated forwarders repeat that step. This
method is called DP local. The forwarders selection is solved as a minimal cov-
ering set problem. The optimal solution is a NP-complete problem (N! combi-
nations to check), but the amount of nodes to analyse is usually small. 100%
network cover is guaranteed. The disadvantage is that in relatively large num-
ber of forwarders. The overhead on communication is relatively big (necessity to
send the list of 2hop neighbours) (Fig. 3).

The method can be also considered as local, but the synchronization is
needed. It can be implemented using a token to assure that only one forwarder
is able to perform the selection operation The DP method can be implemented
using recursive selection of forwarders (DP deep). The forwarder is selected,
which has the largest coverage. It sets its best forwarder, and so on (deep selec-
tion). When full cover is achieved the decision goes back to the forwarder on
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Fig. 3. (a) The Scalable Broadcast Algorithm used to select a forwarder node, (b)
The example of logical topology created using SBA method

Fig. 4. Deep selection of forwarders in DP method

higher level. As the result the less number of forwarders is achieved but the
patches from first node to subsequent nodes (first forwarder) are longer (Fig. 4).

4 The Global Queue Pruning Method

As the stable physical topology in the long term was assumed and the known,
designated control point is selected, we decide to propose the new, global app-
roach. It was expected to have significantly “better” topology at the expense of
the communication cost in the initialization phase. We propose a novel method,
called Global queue pruning (GQP). It is based on dominant pruning, but the
designation of forwarders is global (done e.g. by a server or central node) and is
based on a queue of potential forwarders. In the initial phase every node sends
to the known, control node the list of its 1hop neighbours. The global queue of



220 S. Nowak et al.

Fig. 5. Selection of forwarders from the list of potential forwarders in the queue

potential forwarders is created, arranged by the weight. At the beginning every
node is a potential forwarder as it can be considered as the forwarder. The weight
in the queue is calculated as a function:

[ht] weight = f(cover, rank)

Cover is the number of neighbours and the rank means the distance from
the central node. The node with greatest weight value is designated as for-
warder. Selection of a forwarder influences on the nodes in the queue (queue is
rearranged) by reducing its cover according to the number of neighbours covered
by the already selected forwarders (Fig. 5).

Using the presented global approach it is expected to obtain 100 % coverage
with lower number of forwarders, shorter and adjustable paths (by influencing
on the weight function), high scalability and fault tolerance. The algorithm has
also the potential for improvements (e.g. by some refinement phases, and devel-
oping more complex weight function). The drawback is the high communication
overhead (necessity of sending the neighbour list to the designated node), thus
the algorithm is worth to be implemented only in case that topology is relatively
stable.

5 Performance Evaluation

The evaluation aim is to compare the reference algorithms (CB, SBA, DP) to
the newly developed GQP and to compare the strategy of local and global des-
ignation of forwarders (efficiency, fault tolerance, scalability and cost). We used
the topology generator described in [7]. The generator includes also DES simu-
lator, statistics, logs and the support for the automatization of evaluations. The
methodology is as follow:

1. The generator generates physical topology (random distribution of nodes, but
subsequent nodes were located randomly, but within the range of existing
nodes, what theoretically guarantee the connectivity between nodes)

2. Based on the physical topology an algorithm was run to designate forwarders.
Thus the logical topology was created (in a form of logical tree)

3. The broadcast communication (from central, designated node to all nodes)
was simulated to obtain a result for a single broadcast communication. The
simulation phase was necessary because the communication during broadcast
is possible along the paths different than according to the logical path in the
tree. Nodes can receive duplicates e.g. in case if there are in the range of two
or more forwarders.
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Fig. 6. The example of topology. The purple lines indicates the logical topology, the
pink lines indicates the physical connections (Color figure online)

The area of N×N m was analysed. The parameters were: N, number of nodes
K, minimal distance between nodes Dmin, maximum distance Dmax, radio range
R. It was also possible to adjust the average number of neighbours Navg. In such
case the Dmax parameter was calculated automatically. The assumed parameters
were: N = 1000 m, K = 100..500, Dmin : 5 m, Node Range: 200 m.

All described above algorithms were evaluated (CB, SBA, DPlocal, DPdeep,
GQP). For each of them 200 simulations were carried out (for different physical
topologies). Results present the averages (Fig. 6).

5.1 The Average Number of Hops

The number of hops is an important parameters that influences of the delays
in communications, and especially in ad-hoc or grid network on the energy con-
sumption (the longer the path are, the more resources are used by the interme-
diate node to deliver message. The results are presented on Fig. 7.

Fig. 7. Average number of hops as a function of total number of nodes
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As it is presented, the average number of hop is relatively stable while the
number of nodes increase, because the area and radio range remains unchanged.
Only the number of nodes in the range of a forwarder is increasing, what doesn’t
influence on the number of hops. In case of DPdeep method the number of hops
is significantly higher, as the result of recursive method of selecting forwarders.

5.2 The Number Nodes per Forwarder and Number of Forwarders

Generally the lower the number of forwarders is, the more optimal logical topol-
ogy is created. Less forwarders generate smaller communication overhead, less
number of duplicates etc. The figures below present two results: the number of
forwarders and number of nodes within the range of a forwarder (Fig. 8).

Fig. 8. The average number of nodes within the range of a forwarder and the number
of forwarders in a function of number of nodes

As presented, the less number of forwarders was selected in case of GQP
method, than SBA, DPdeep, CB, SBA and DPlocal.

6 The Cost of Algorithms

The cost reflects the communication overhead to create a logical topology and
designate the set of forwarders. The calculated value is proportional to the
amount of information (in bytes) that has to be sent in the initialization phase.
The cost includes the local communication (between neighbours) and global
communication with designated control node. The calculations includes the
parameters:

a information about one node
f number of forwarders
neigh average number of forwarders
ntf number of nodes per forwarder
n total number of nodes



Global Queue Pruning Method for Efficient Broadcast 223

In case of analysed algorithms the cost can be expressed as follows:

Counter based: cost = a(f + n)
SBA, DPlocal, DPdeep: cost = a(f ∗ neigh + n)
GQP: cost = a(n ∗ neigh + f)

The Fig. 9 presents the comparison of costs:

Fig. 9. The comparison of algorithms costs

As it is presented the cost of GQP algorithms is significantly greater than in
all remaining methods and it grows geometrically with the number of nodes.

7 Conclusions

The proposed Global Queue Pruning GQP algorithm creates the logical topology
that consists of considerably lower number of forwarding nodes in comparison to
the three other commonly used methods, evaluated in the paper: Counter Based,
Scalable Broadcast and Dominant Pruning. The paths generated by the GQP
are relatively short and guarantee the delivery to all the nodes in the network.
The important drawback is the communication cost to create the topology in
the initialisation phase. In case of stable physical topology and the communica-
tion based on one designated control node the GQP algorithm is worth to be
considered.

Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.
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Abstract. In wireless sensor networks (WSN), the sensor nodes have a
limited transmission range and storage capabilities as well as their energy
resources are also limited. Routing protocols for WSN are responsible
for maintaining the routes in the network and have to ensure reliable
multi-hop communication under these conditions. This paper defines the
essential components of the network layer benchmark, which are: the
target, the measures and the execution profile. This work investigates the
behavior of the Ad Hoc On-Demand Distance Vector (AODV) routing
protocol in situations of link failure. The test bed implementation and
the dependability measures are carried out through the NS-3 simulator.

1 Introduction

Wireless Sensor Networks (WSNs) represent a concrete solution for building
next-generation critical monitoring systems with reduced development, deploy-
ment, and maintenance costs [3]. WSNs applications are used to perform many
critical tasks. Properties that such applications must have include availability,
reliability, security and etc. The notion of dependability captures these concerns
within a single conceptual framework, making it possible to approach the differ-
ent requirements of a critical system in a unified way. The unique characteristics
of WSNs applications make dependability satisfaction in these applications more
and more significant [8].

The structure of the paper is as follows. In Sect. 2, we show the related
work. In Sect. 3, we describe the benchmark target. Next, in Sect. 4, is held the
execution profile. Section 5 defines the faultload specification. Section 6 describes
measurements and simulation results. Finally, Sect. 7 concludes the paper.

2 Related Work

Various routing protocols have been compared, in the literature, using different
aspects, namely the evaluation of performance or dependability. In the first case,

c© The Author(s) 2016
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a set of measures is usually used to compare different solutions. Authors in [7]
describe a number of quantitative parameters that can be used to evaluate the
performance of Mobile Ad hoc Networking (i.e. MANET) routing protocols. In
contrast the dependability measures define many properties like: time-to-failure
and time-to-recovery [4]. Other measures may define the network and the sensing
reliability. To perform such analysis we can use approaches like: simulation, emu-
lation and real-world experiments [9]. We aim to define a fault injection based
evaluator that handle errors and analyze the sensor networks reliability [1].

3 Benchmark Target

The network layer provides various types of communications. Which are not only
messages delivering and the network layers yielded notification, but, also the
paths discovery and its maintenance. Therefore, these two services are manda-
tory to build the workload that assesses the network layer dependability. We
have used AODV [5] as the reference protocol to simulate these two services
using NS3 [6].

Route Calculation: AODV broadcasts a Route Request (RREQ) to all its
neighbors. Then it propagates the RREQ through the network, unless, it reaches
either the destination or the node holding the newest route to the destination.
The destination node sends back a RREP response to the source to prove the
validity of the route [2]. Route Reply (RREP) message is unicast back and it
contains hop count, dest ip address, dest seqno, src ip address and lifetime as
shown in Fig. 1.

Fig. 1. RREP packet format

Route Maintenance: AODV sends these broadcasted “hello” messages (a
special RREP) which are simple protocols used by the neighbors to refresh their
valid routes set. If one node no longer receives the hello messages from a partic-
ular node, it deletes all the routes that use the unreachable link, and that form
the set of the valid routes. It also notifies the affected set of nodes by sending to
them a link failure notification (a special RREP see Fig. 2).

Fig. 2. RERR packet format

The forwardup() operation of processes, a protocol data unit (PDU) messages
and delivers it to the upper layers, whereas the Receive() operation provides the
requests response. These two activities define services offered by the LLC Layer.
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4 Execution Profile

The execution profile activates the target system with either a realistic or a
synthetic workload. Unlike performance benchmarking, which includes only the
workload, the dependability assessment also needs the definition of the faultload.
In this section, we describe the structure and the behavior of the workload.

4.1 Workload Structure

To apply our approach to a real structure, we chose to monitor the stability of
a bridge. Figure 3 introduces the topology of the nodes which is a 3D one. In
our experiments, we vary the number of nodes within the range of 10 to 50 (see
Table 1). The more we define nodes, the more is dependable the structure. With
ten nodes, the structure has one redundant path between the source node and
the sink. Then, even though one node had failed, the emitter node would have
transmitted a packet to the sink. When the structure has more nodes, it will
tolerate more than one node failure.

Fig. 3. Scheme of the considered bridge and resulting topology

Table 1. Simulation parameters

Network Simulator NS3

Channel type Channel/Wireless channel

MAC type Mac/802.11

Routing Protocol AODV

Simulation Time 100 s

Number of Nodes 10, 20, 30, 40, 50

Data payload 512 bytes

Initial energy 10J



228 M. Belkneni et al.

4.2 Workload Behavior

As the assessed services is the route establishment and its maintenance by the
network protocol, our workload consists on the sending of a packet from a source
to the sink node. The Table 1 below summarises the simulations’ parameters.

5 Faultload Specification

It would be awkward to identify the origin of the failure using multiple modi-
fications, therefore, to avoid the correlation drawback, our benchmark assesses
the WSN behavior using a single fault injection. As the source node triggers the
communication, the route construction and its maintenance, we will inject faults
within the packets received by this node and therefore the change in field of its
routing table. Since the source node receives the RREP packets in the route
identification phase and RERR in the maintenance one, we will inject into its
different fields, described in the Table 2 below.

Table 2. The variable declaration

Fixed variable (fault injection)

F model Fault model (injection into the RREQ, RREP or RRER)

F type: Fault node or non existing node

Dest: The destination IPV4 Address

Cptd Dest: The corrupted destination IPV4 Address

SRC: The source IPV4 Address

Cptd SRC: The corrupted source IPV4 Address

HC: The hop count

Cptd HC: The corrupted hop count

LF: The life time

Cptd LF: The corrupted Life time

DSN: The destination sequence number

Cptd DSN: The corrupted destination sequence number

UNDest: Unreachable Dest Address

UNDSN: Unreachable DSN

Control function

SetDst(): Set destination address

SetDstSeqno(): Set destination sequence number

SetHopCount(): Set hop count

SetOrigin(): Set source address

The table above introduces two set of elements: Fixed variables and control
functions which are mandatory to specify the faultload. Fixed variables are the
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elementary parameters of the fault, they identify the packet’s fields and their
relative corrupted values. Also, the fault model specifies the faulty packet which
could be the RREP or RERR packet and the fault type initializes the node’s
address using a random value belonging to the network or an imaginary one.
All these values have to stay constant during one the simulation. The functions,
belonging to the “Control functions”, change the fields of control packets.

The CTL (Computation Tree Logic) formulae written below specify the fault-
load used to assess the dependability of the routing layer. The expression (1) and
(5) specifies respectively, a fault injection within the RREP and RERR packet.
The fault type can take a false value of an another node within our architec-
ture or a value of a non existing one. When we inject in the RREP packet, the
fault may cover four fields: HC(3), DST(3), SRC(4) or DSN(4). In the RERR
injection, the fault may alter these following fields: UNDST, UNDSN(7). In this
section, we present the fault injection specification in the AODV protocol. The
fault injection will be modeled in the primitive Forwardup () at the entrance of
the network layer.

RREP Injection:

Fault model = RREP ∧ (1)

(Fault type = fault ∨ non existing) ∧ (2)

(DST = Cptd DST ∨ HC = Cptd HC ∨ (3)

SRC = Cptd SRC ∨ DSN = Cptd DSN ∨ LF = Cptd LF ) (4)

RERR Injection:

(Fault model = RERR ∧ (5)

(Fault type = fault ∨ non existing) ∧ (6)

(UNDST = Cptd DST ∨ UNDSN = Cptd DSN)) (7)

6 Measurements and Simulation Results

We need measurements to determine the dependability of the WSN:

– Remaining energy: Is the average of remaining energy of all nodes.
– Time of route recovery: It is the time taken by a protocol to find another path

to the destination.
– Time of route identification: It is the time taken by a protocol to find a route

to the destination.

6.1 Route Calculation

In the following sections, we will present the results and analyze them. The after
simulation results are viewed in the form of line graphs. The study of AODV is
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(a) Remaining Energy (b) Identification time

Fig. 4. Fault free simulation

(a) Remaining Energy (b) Identification time

Fig. 5. Fault injection simulation of AODV

based on the varying of the workload and the faultload. This study is done on
parameters remaining energy and time of route identification. The Fig. 4a shows
the AODV power consumption compared to the number of nodes. In the Fig. 4b,
we note that AODV is very fast to find the route especially when the number of
nodes decreases.

The AODV protocol is robust to the hopcount and the lifetime fields injec-
tion. It find the route and keep the same performances as if we did not interfere.

AODV is not robust to the source address fields injection. When we inject in
a node that belongs to the route and despite that there is an another one, the
protocol don’t find the path. With the Dest and the DSN fields injection, the
protocol sends another RREQ which increases the route identification time and
the remaining energy as shown in Fig. 5.

6.2 Route Maintenance

To evaluate the route maintenance we produce the failure of an intermediate
node. Figure 6 shows the remaining energy and the recovery time without fault
injection. To study the behavior of the AODV protocol during the route mainte-
nance, we injected the fault after provoking the failure of the intermediate node.
The fault model and the injection model used are defined in the section four.
AODV protocol is robust with respect to the both filds to the Unreachable Dest
Address and Unreachable DSN. Nevertheless the RERR packet rate increases
which saves energy during the simulation.
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(a) Remaining Energy (b) Recovery time

Fig. 6. Fault free simulation

7 Conclusion

We studied the AODV dependability, considering the remaining energy, the time
of route recovery and the time of route identification. After the benchmarking
campaigns, we noticed that the AODV protocol is robust with respect to eight
filds introduced in the section three except the source address in the packet
RREP.
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Abstract. Being able to reliable estimate the occupancy of areas inside
a building can prove beneficial for managing an emergency situation,
as it allows for more efficient allocation of resources such as emergency
personnel. In indoor environments, however, occupancy detection can be
a very challenging task. A solution to this can be provided by the use
of Bluetooth Low Energy (BLE) beacons installed in the building. In
this work we evaluate the performance of a BLE based occupancy detec-
tion system geared towards emergency situations that take place inside
buildings. The system is composed of BLE beacons installed inside the
building, a mobile application installed on occupants’ mobile phones and
a remote control server. Our approach does not require any processing to
take place on the occupants’ mobile phones, since the occupancy detec-
tion is based on a classifier installed on the remote server. Our real-world
experiments indicated that the system can provide high classification
accuracy for different numbers of installed beacons and occupant move-
ment patterns.

1 Introduction

Thanks to its exceptionally low power requirements, low cost and compatibil-
ity with most mobile devices and computers, Bluetooth low energy (BLE) is
rapidly proving to be a very practical technology in e-health, sports, fitness,
marketing in malls and other applications. We argue that its ability to provide
proximity information with sufficient accuracy can extend its use in emergency
management too, especially in buildings and other confined spaces, where tra-
ditional localisation technologies often fail. For example, having a mechanism
to estimate the occupancy of different areas within a building can help emer-
gency personnel produce a more optimal plan of action. In the literature on
emergency management supporting technologies, it is often assumed that the
emergency personnel or unmanned technical systems involved are aware of the
locations where there are individuals requiring assistance/rescue [5,6,12], but
this assumption can be highly inaccurate in many real-life situations. For exam-
ple, during the 2015 terrorist attack in a Tunis museum, two tourists spent the
night hiding in the museum only to be found the next day. Afraid to attract the
attention of the terrorists, they had refrained from using their phones. BLE can
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help both occupancy detection and indoor localisation, as has been acknowl-
edged in a US Federal Communications Commission roadmap for BLE use in
conjunction with WiFi to help locate 911 callers inside buildings.

There is a wide range of BLE based applications targeted to building occu-
pants, including indoor navigation [7], activity recognition [1] and remote health-
care monitoring [11]. With respect to indoor occupancy estimation and localisa-
tion, we can find various approaches targeting different area types. The authors in
[4] discuss the use of Apple’s iBeacon protocol for building occupancy detection.
They evaluated their approach using a single room and predicted whether the
occupant was inside or outside. A system that detects the locations of occupants
inside an office is presented in [2]. This is used to control a building management
system that the authors evaluate inside an office area. The estimation of a build-
ing’s occupancy using Arduino based beacons is described in [3]. The authors
evaluate the system by estimating an occupant’s presence inside or outside a
single room. The authors in [9] employ iBeacons inside the floor of a building in
order to evaluate the performance of an occupancy estimation system for hospi-
tals. Their system has a high overall accuracy but there are no accuracy results
for individual areas. In [10] the authors propose an indoor localisation system
that uses BLE beacons inside an office building. Their approach achieves a high
localisation accuracy (for 75 % of the time the localisation error is lower than
1.8 m) however they have not evaluated the effect of walking speed or beacon
locations. Finally, the authors in [8] propose an indoor localisation system based
on BLE beacons. The system is evaluated inside a single room and although
they claim a high accuracy rate, their results are limited.

Our approach is targeted towards emergency situations and aims to provide
an estimate of the number of occupants inside areas such as offices, laboratories
and conference rooms. Even if our proposed system stops functioning (e.g., due to
a natural or man-made disaster), it is still able to provide very useful information
related to the spatial distribution of the occupants at the time before the incident
took place.

2 Description of the System

Our approach is based on the use of BLE beacons located inside the building that
communicate with a mobile application installed on the occupant’s phone. The
beacons use a non-connectible mode, the BLE advertising mode, to periodically
broadcast advertisement packets that include information such as the beacon’s
unique ID. A mobile phone located in the vicinity of a beacon receives the
packets and processes them using a mobile application. In a commercial setting
the main assumption is that the mobile application has knowledge of the beacons’
location inside the building and of the mapping between beacons and rooms or
areas. This information is then used by the mobile application, in conjunction
with the received BLE packets, in order to calculate the user’s location inside
the building. Finally, the mobile application sends its location to a remote server
which then replies with contextual information (such as a targeted micro-location
based advertisement).
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Fig. 1. System architecture

Figure 1 illustrates our system’s operation in an emergency situation that
takes place inside a building. The mobile application installed on the occupants’
phones receives BLE messages from multiple beacons. It then sends their RSSI
values and respective beacon IDs to the remote control server. Finally the server,
upon reception of this information from a mobile device, uses a trained classi-
fier to update the building occupancy estimation. Our approach has numer-
ous advantages. Firstly, the mobile phone does not need to know the mapping
between beacon ID and location of beacons inside the building. Also, the mobile
phone does not process the received beacon packets to calculate its location and
the remote control server does not send information back to the mobile phone.
Since our system does not involve localisation related processing by the mobile
application, we can use mobile devices that have low computational power and
memory capacity. The remote control server is responsible for processing the
data that the mobile application sends and for calculating the building occu-
pancy. To achieve this, we conduct a single data gathering phase during which
the data gathered are used to train a classifier. Section 3 provides further details
on this process. After the data gathering phase has been completed, the system
is able to operate in normal mode as shown in Fig. 1.

For our BLE beacons we used a Raspberry Pi 2 with a Bluetooth 4 BLE USB
module. We implemented the iBeacon protocol, which is the BLE beacon imple-
mentation proposed by Apple. By using an open platform such as the Raspberry
Pi, we avoided the limitation of being tied to a specific beacon manufacturer.
To identify the iBeacons, we used a Universally Unique Identifier (UUID), a
major number and a minor number for each of them. The UUID is used to
separate the iBeacons being used in our experiments from other unassociated
Bluetooth devices. The major number is used to define local groups of iBeacons
(e.g. belonging to a certain building or floor) and the minor number is used to
define each individual iBeacon within a local group. We can use our Android
mobile application for the data gathering phase as well as for the normal oper-
ation of the system. When the mobile application receives a BLE advertising
data packet from an iBeacon during the data gathering phase, it extracts and
logs the UUID, major number, minor number and transmission (Tx) power of
the beacon from the packet’s payload. The application also logs the received
signal strength indicator (RSSI) of each received BLE packet. Finally, an area
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label is manually assigned to each packet by the user based on his actual location
inside the building. Under normal operation mode, the mobile application simply
receives BLE packets from beacons and sends their RSSI values and respective
beacon IDs to the server. The remote control server processes the data sent by
the mobile application in order to calculate the occupancy of the building. In
normal operation mode, the server receives information from the mobile appli-
cation running on an occupant’s mobile phone and uses a trained classifier to
update the building occupancy estimation. The training of this classifier is per-
formed during the initial data gathering phase. We must note, however, that it is
not necessary for the training to take place in the server. The only requirement
is that the trained classifier model is stored on the server so that it can be used
during normal operation.

3 Experimental Evaluation

We evaluated the performance of our system in the computer laboratory of the
University of Greenwich. This is essentially an office space that includes objects
such as desks, benches, computers, panels and chairs. We have identified five
areas inside the laboratory (A1-A5), as illustrated in Fig. 2. An orthogonal grid
was used to map the experimental area, with each grid square equal to an area of
1 m2. We investigated two beacon deployment configurations: one involving four
beacons and one involving seven beacons, as shown in Figs. 2(a)–(b). For the data
gathering phase, we used our mobile application in data gathering mode. The
beacons’ transmission frequency was set to 8 Hz and their transmission power to
4 dBm. To increase the level of realism, instead of standing inside each area we
moved according to a “Walk and Stop” pattern that involved spending 10 s on
each grid point before moving to the next one. For each BLE packet received the
mobile application logged the UUID, major number, minor number and RSSI

(a) 4 beacons (B1-B4) (b) 7 beacons (B1-B7)

Fig. 2. Experimental area and beacon positions for the two different configurations



Occupancy Detection for Building Emergency Management 237

and we assigned an area label (A1 to A5) based on our actual location. For each
of the two beacon setups, we conducted two runs of this data gathering phase.
This resulted in a dataset size of over 44,000 packets for the 4 beacon setup and
of over 78,000 packets for the 7 beacon setup.

We modelled our problem as a multi-class classification problem, with the
number of classes equal to the number of areas in our environment (i.e. five
classes). Our raw dataset contained individual packets coming from specific bea-
con IDs, with a respective RSSI value and an area label. To transform this to
a dataset that can be used to train a classifier, we used a data segmentation
approach involving a non-overlapping sliding window. For each beacon inside a
specific area, we calculated the average and the standard deviation of its RSSI
over the window samples and used these as the features of our classification
problem. For the four beacon setup, this resulted in eight features while for the
seven beacon setup we had fourteen features. For our classifier we have chosen
a support vector machine with radial basis function kernel (SVM). The reason
behind this choice is that SVMs can successfully deal with non-linearly sepa-
rable data. We partitioned the dataset into 80 % training set and 20 % test set
and used 10-fold cross validation for hyper-parameter tuning. We used a confu-
sion matrix for presenting our classification results, where its rows represent the
instances in an actual class and its columns the instances in a predicted class.
The values of the matrices are normalised by the number of elements in each
class, to better illustrate the classification accuracy for each class.

3.1 Results for “Walk and Stop” Scenario

Figure 3 illustrates our classification results for the “Walk and Stop” scenario
and the four beacons setup. In the case of a 0.5 s window, we can observe that
the classification accuracy ranges from 64 % to 89 %. Increasing the window size
to 1 s, as depicted in Fig. 3(b), improves the classification performance especially
for Area 2 where its classification accuracy has now increased from 64 % to 81 %.
Further increasing the window size to 2 s, as shown in Fig. 3(c), does not provide
a clear improvement of the classification accuracy. For example, although Area 1
is now classified with 100 % accuracy, the performance of the classifier for Area 2
has dropped to 68 %. By inspecting Figs. 3(a)–(c) we can observe a consistently
low performance of our classifier with respect to Area 2. This can be explained if
we look at the spatial distribution of beacons with respect to areas, as depicted
in Fig. 2(a). We can observe that the number of beacons is less than the number
of areas (four versus five respectively). Moreover, each Area can be associated
with one specific beacon which is closest to it: Area 1 with Beacon 1, Area 4
with Beacon 2, Area 5 with Beacon 4 and Area 3 with Beacon 3. However, there
is no one Beacon that can be associated with Area 2. The two closest beacons to
Area 2 are Beacon 4 and Beacon 3. This sparse beacon deployment explains the
low classification performance for Area 2. We can also verify from Figs. 3(a)–(c)
that Area 2 is consistently misclassified as Area 3 or Area 5, which are the two
areas closest to Beacon 3 and Beacon 4.
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A1 A2 A3 A4 A5

A1 0.82 0 0.04 0.13 0.01

A2 0 0.64 0.17 0.01 0.17

A3 0.03 0.11 0.8 0.05 0

A4 0.16 0.01 0.01 0.81 0

A5 0.04 0.07 0 0 0.89

(a) Window=0.5 s

A1 A2 A3 A4 A5

A1 0.86 0.02 0 0.04 0.09

A2 0 0.81 0.12 0 0.06

A3 0.02 0.22 0.76 0 0

A4 0.12 0.03 0 0.82 0.03

A5 0.03 0.11 0 0 0.86

(b) Window=1 s

A1 A2 A3 A4 A5

A1 1 0 0 0 0

A2 0 0.68 0.16 0 0.16

A3 0.04 0.24 0.72 0 0

A4 0.09 0 0 0.91 0

A5 0.05 0.05 0 0 0.9

(c) Window=2 s

Fig. 3. Confusion matrices for SVM, using 4 beacons and different window sizes (“Walk
and Stop” Scenario)

A1 A2 A3 A4 A5

A1 0.92 0 0.01 0.06 0

A2 0.01 0.92 0.01 0 0.05

A3 0.02 0.06 0.88 0.02 0.01

A4 0.05 0 0 0.94 0.01

A5 0 0.04 0.1 0 0.86

(a) Window=0.5 s

A1 A2 A3 A4 A5

A1 1 0 0 0 0

A2 0 0.95 0.05 0 0

A3 0.05 0.02 0.91 0 0.02

A4 0.06 0 0.03 0.91 0

A5 0 0.02 0.05 0 0.93

(b) Window=1 s

A1 A2 A3 A4 A5

A1 0.94 0 0 0.06 0

A2 0 1 0 0 0

A3 0.1 0 0.9 0 0

A4 0.04 0 0 0.96 0

A5 0 0 0 0 1

(c) Window=2 s

Fig. 4. Confusion matrices for SVM, using 7 beacons and different window sizes (“Walk
and Stop” Scenario)

By increasing the number of beacons to seven, we observed a significant
improvement in the classification accuracy for all window sizes, as depicted in
Fig. 4. For a window size of 0.5 s the classification accuracy ranges from 86 %
to 94 %, as shown in Fig. 4(a). Figure 4(b) illustrates the results for a window
size equal to 1 s. We can verify that increasing the window size improves the
classification accuracy, which now ranges from 91 % to 100 %. Finally, further
increasing the window size to 2 s does not yield a significant improvement in
accuracy, as Fig. 4(c) shows. We should also note that in the seven beacon con-
figuration we do not observe the consistent misclassification of Area 2, as was
the case in the four beacon configuration.

3.2 Results for “Random Walk” Scenario

To investigate the effect of the movement pattern on the classification accuracy,
we have conducted an additional experiment with the seven beacon configura-
tion. This time, we moved inside each area without stopping on grid points. The
movement involved randomly choosing a destination grid square point within
each area, walking towards it, then choosing another one and repeating the
same procedure for each area. The total duration of this “Random Walk” sce-
nario was equal to that of the “Stop and Walk” scenario for the seven beacon
configuration, in order to achieve the same dataset size.

As we can observe from Fig. 5, the classification accuracy is lower compared
to the one shown in Fig. 4. For a window size of 0.5 s, the accuracy ranges
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A1 A2 A3 A4 A5

A1 0.96 0.01 0 0.02 0

A2 0.02 0.88 0.05 0 0.05

A3 0.01 0.08 0.84 0.02 0.04

A4 0.02 0.02 0.04 0.9 0.01

A5 0 0.08 0.03 0.01 0.87

(a) Window=0.5 s

A1 A2 A3 A4 A5

A1 0.98 0 0 0.02 0

A2 0.03 0.97 0 0 0

A3 0 0.05 0.85 0.05 0.05

A4 0.1 0 0.05 0.85 0

A5 0 0.05 0 0 0.95

(b) Window=1 s

A1 A2 A3 A4 A5

A1 0.95 0 0 0.05 0

A2 0 0.94 0.06 0 0

A3 0 0.04 0.81 0.08 0.08

A4 0 0 0 1 0

A5 0 0 0 0.06 0.94

(c) Window=2 s

Fig. 5. Confusion matrices for SVM, using 7 beacons and different window sizes (“Ran-
dom Walk” Scenario)

between 84 % and 96 %. Increasing the window size from 0.5 s to 1 s results in an
improvement in accuracy which ranges between 85 % and 97 %. A window size
of 2 s improves the classification accuracy further, especially for Area 4 which
increases to 100 % from the 85 % of the 1 s window case.

This was expected, as the constant movement of the occupant in the “Ran-
dom Walk” makes training the system more challenging, resulting in reduced
accuracy compared to the more static “Walk and Stop” case. At the same time,
increasing the size of the window results in averaging RSSI values over a longer
time interval for each data point. This compensates for the constant movement
of the occupant but reduces the responsiveness of the system, because under
normal system operation the server would have to wait for 2 s before receiving
RSSI data from the mobile application.

4 Conclusions and Future Work

In this work, we have evaluated the performance of a BLE based occupancy
detection system geared towards emergency situations that take place inside
buildings. The system is composed of BLE beacons installed inside the build-
ing, a mobile application installed on occupants’ mobile phones and a remote
control server located outside the building. We do not require any localisation
calculations to take place on the mobile phone, since the occupancy detection is
based on a classifier installed on the remote server. Our real-world experiments
indicated that the system can provide a high classification accuracy for different
beacon deployment configurations and movement patterns of the building occu-
pants. In future work, we will investigate a greater range of occupant walking
speeds and beacon deployment configurations. We also plan to study how our
system’s performance is affected by different beacon transmission frequencies.
Finally, we believe it is worth investigating the use of machine learning algo-
rithms based on neural networks and deep learning to evaluate whether they
can further improve the classification accuracy of our system.

Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
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medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.

The images or other third party material in this chapter are included in the work’s
Creative Commons license, unless indicated otherwise in the credit line; if such mate-
rial is not included in the work’s Creative Commons license and the respective action
is not permitted by statutory regulation, users will need to obtain permission from the
license holder to duplicate, adapt or reproduce the material.
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Abstract. RFID-tags are very small and low-cost electronic devices
that can store some data. The most popular are passive tags that do not
have own power source, which allows for far-reaching miniaturization.
The primary use of RFID-tags is to replace barcodes. Their industrial
importance is constantly growing because in contrast to barcodes, man-
ual manipulation of the object code is not required. RFID-tags are also
used for detection and identification of objects. This enables tracking of
objects in technological processes. At the moment, the most widespread
use of RFID tags is identification of sold goods. However, the possibil-
ity of tracking carries the risk that improper subject can track the tags
and consequently track a person who is in possesion of tagged subject.
Therefore in this paper a method for tracking prevention is considered.

Keywords: Internet of Things · RFID · Privacy protection · Tracking
prevention

1 Introduction

Internet of Things (IoT) is the convergence of Internet with Radio Frequency
IDentification (RFID), Sensor and smart objects. IoT can be defined as “things
belonging to the Internet” to supply and access all of real-world information [13].
RFID is said to give rise to the IoT. RFID are systems that consist of three
fundamental elements: tags, reader and a database system. Tags (also called
transponders) are “small” electronic devices, highly constrained. They usually
do not have own power source and are inductively powered during communi-
cation with the reader. They are not capable to perform strong crypto opera-
tions (even symmetric encryption). Reader (transceiver) is a device with quite
big computational and energetic capabilities. Readers communicate with the
tags via radio channel. The last part of RFID system is a database that stores
information related with tags. Usually reader communicating with tags, uses a
database system.

Unfortunately, RFID technology entails some privacy threats. One of them
is tracking. For example, if a person is carrying an RFID-tag with static ID
with no encryption or blinding, then tracking is easy [4]. In this case tracking

c© The Author(s) 2016
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is understood as a possibility of identifying the tag. Another problem is that
authentication here does not help much, because it is generally used in order to
prevent revealing tag’s stored data [9]. Tag’s ID is usually not “masked”. Thus
learning tag’s ID is quite easily achievable and sufficient for tag tracking.

In this paper a method for tracking prevention is described. We propose that
tags has a dynamic ID. For this purpose, a tag should have built-in random
number generator. We assume that tag’s ID can be modified, for instance after
every tag activation. Then the tag generates new ID and sends it to the reader
which saves it in the system database. Considered is a passive model of an
adversary who eavesdrops all the traffic, but not all the time [10]. If the adversary
misses several changes of tag’s ID, it may be not possible to identify again
targeted tag. History of all tags IDs is stored in the backend database.

The rest of the paper is organized as follows: next section gives a short
overview of methods for privacy preserving/tracking protection in RFID sys-
tems. Section 3 presents proposed method for tracking prevention. In Sect. 4
preliminary experimental evaluation of proposed method is presented; finally
the last section concludes this work and gives possible future directions.

2 Related Works

The risk associated with privacy has been recognized quite quickly [2]. Unfor-
tunately, some RFID systems do not use any security mechanisms, so tags can
be read by any reader, which is an obvious threat to privacy [12]. For instance,
an ability to identify a tag, can deliver information about its owner. It is then
possible to create a profil of an user, based on information collected from tags
[7]. Thus so far many techniques for privacy protection have been proposed. In
[9], there is proposed a method for tracking prevention. Considered is a model,
where an attacker monitors a large fraction of interactions, but not all of them.
Authors propose to make small changes with the tag’s identifier. Tag does not
have to perform any cryptographic functions.

Another method is “masking” tags, described in [4,14]. It assumes that a tag
stores a list of pseudonyms p1, p2, . . . , pk and every now and then changes them.
An adversary would not know that for example pi and pj belong to the same tag,
therefore such approach can effectively complicate recognizing a tag. However, if
an adversary intercepts tag’s list of pseudonyms, the whole idea is compromised.
Another question worth considering is how many pseudonyms should have store.
Should be taken into account that tag has strongly limited memory resources [4].

Popular method is the kill command which aim is to completely deactivate
a tag [12]. However this approach strongly reduces functionality of the system
[8]. Another possible solutions are: screening with Faraday Cage or physical
destruction of antenna or other parts of a tag [8]. More advanced solution is
called active jamming. It is based on actively broadcasting radio signals, what
disrupts actions of any reader. However, this approach requires extra device [11].

In [6] there is proposed an extension of method from [15], where tag can be
temporarily switched off and another tag is simulating tags of all possible IDs.
Hence a reader is not able to determine a tag which established a connection.
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Golle et al. proposed in [5] a method called universal re-encryption. This
solution is based on the classical scheme ElGamal which allows for re-encryption
of a ciphertext without knowledge about public key. Thereby computationally
powerful devices can read from a tag its content, then re-encrypt it and save it
back in the tag. In this case only tag’s owner, who knows the proper private key,
is able to track the tag. Further development of this idea was proposed in [1].

3 A Method for Tracking Prevention

3.1 System and Privacy Model

We assume that RFID system consists of several tags, a reader and the backend
database. More formal definition is presented in Definition 1.

Definition 1 (RFID system). Let S denote RFID system. S consists of
reader R, finite set of i tags (transponders) T = {T1, T2, . . . , Ti} and database
DB which stores information related with the tags. DB also stores for each tag
ID = {ID1, ID2, . . . IDn} which is the history of all tags’ IDs. IDn is defined
as history of IDs of tag’s n: IDn = {ID1

n, ID2
n, . . . , IDk

n}, where IDk
n is the k-th

ID of the n-th tag.

It is assumed that tags are passive (powered only during the communication
with the reader).

In Definition 2 we introduce a simple model of an adversary and his goals.
We define adversary’s goal similarly as in the scheme proposed in [3]. A passive
adversary A eavesdrops all the communication between RFID system compo-
nents (i.e. the forward and backward channel), but not all the time.

Definition 2 (Adversary’s goal – unlinkability game). Suppose that there
exists list of n tags IDs: ID = {ID1, ID2, . . . IDn}, where IDn is defined as in
Definition 1. Then, it is choosed IDk

x ∈ ID which is the currently used ID of
some tag Tx ∈ T . The goal of the adversary is to guess x with the probability
greater than 1

n
.

In our approach we assume that adversary observing the communication
between reader and a tag, can “miss” several queries. The goal of the adversary
is to identify the tag, i.e. not to “lose” its ID.

3.2 Tracking Prevention

We propose a method ChangeID which can be used to make more difficult recog-
nition a particular tag. This method assumes that a tag simply changes its own
identifier by generating a new one. Then, a new ID is transferred to the reader
which saves it in the backend database. This makes possible later identifying the
tag. Below is presented an idea of method ChangeID.
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1. Tag has a n-bit binary sequence which stands for its ID: (b1, . . . , bn) ∈ {0, 1}n;
2. Next n bits are overwritten at random: a new sequence is created (bi1 , . . . , bin

),
where for all j ≤ n, bij

← b ∈U {0, 1} is substituted from a uniform distribu-
tion.

This procedure can be performed after each activation of tag or, for instance
at specified intervals. Note that none of sensitive data is transferred through the
forward channel which is assumed to be easily eavesdropped [11,15]. It is likely
that at average n/2 bits could remain unchanged.

Formally, this approach can be described as Algorithm1.

ChangeID

Input: (b1, . . . , bn) ∈ {0, 1}n

Output: (bi1
, . . . , bin)

for j ≤ n do
bij

← b ∈U {0, 1}
end

Algorithm 1: ChangeID procedure

Note that this procedure has low requirements in terms of computational
complexity.

3.3 Problem of Ambiguity

One should consider that generating random IDs may cause generation of two (or
more) the same IDs. Such a situation is undesirable in most systems and some-
times can be critical to their functioning. Although intuitively the probability of
happening such situation is quite small, one can assume that the reader (after
each changing tag’s ID) checks in the backend database, if generated ID already
exists. If does, then tag simply could be asked to perform another ChangeID oper-
ation. Similarly, if new generated ID is the same as the previous one, another
performance of ChangeID could be done. In this case we assume that considered
is a sequential access model. This situation is presented in Table 1.

4 Preliminary Experimental Evaluation

We conducted a simple experiment in which we implemented a function generat-
ing different lengths random sequences (strings) that could act as a tag identifier.
We checked the possible links between distances of these sequences and examined
Hamming distances between them.
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Table 1. ChangeID protocol

Reader Tag
hello
−−−→

s =ChangeID
s

←−
if s exists in DB then

query for another ChangeID

else save s

We divided an experiment into 5 trials, in each trial 80 sequences of the
following lengths were generated:

1. 32 bits length;
2. 64 bits length;
3. 128 bits length;
4. 256 bits length;
5. 512 bits length.

We analyzed Hamming distances between sequences in each trial (for exam-
ple, sequence (1) with sequence (2); (2) with (3), ...). For the clarity, we normal-
ized results of Hamming distance on the interval [0, 1].

4.1 Distances in 32 Bits Trial

In Fig. 1 there are presented distances between adjacent sequences in 32-bits
trial. Similarity is mostly at the level 0.7–0.9.

Fig. 1. Distances between adjacent sequences (total number of sequences: 80)

On the X-axis the are next sequences; Y -axis presents the normalized dis-
tance between adjacent sequences.
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Table 2. Fragment of generated sequences for 32 bits trial

Generated sequence Hd Norm

(1) 11011111001011011001010011001010

(2) 10111100010110011100111100110100 21 0.66

(3) 10100010100111001110100010010111 27 0.84

(4) 11010100000100011111101000001101 18 0.56

(5) 11111010000100001100111000001010 21 0.66

(6) 11111110000100111000010011000011 22 0.69

(7) 10111010000010001011000000100011 28 0.88

(8) 11001000101011011101011110100000 25 0.78

(9) 11000010000100010110110110101111 27 0.84

. . . . . .

(79) 101110100010001110001100011111010

(80) 111000101010010111011011001110000 23 0.72

In Table 2 there are presented several generated sequences and distances
between adjacent sequences. Hd for i-th sequence stands for Hamming distance
between the i−1 and i sequence, Norm denotes value of normalization at [0, 1].
For instance, Hd between (1) and (2) equals 21; in normalized way: 0.66, and so
on.

For the clarity, we do not present full results of this and the other trials.

4.2 Summary

The Table 3 shows minimum and maximum values of normalized at [0, 1] dis-
tances in each trial.

Table 3. Minimum and maximum values of distances between sequences within each
trial

32 bits 64 bits 128 bits 256 bits 512 bits

Min 0.38 0.48 0.61 0.71 0.76

Max 1 1 0.97 0.92 0.88

Intuitively, the shortest sequence, the higher probability for generating two
quite similar sequences (minimum distance for 32 bits is 0.38, for 64 bits –
0.48). The longer sequence, the greater differences (for instance, 0.76 for 512
bits sequences). These results are also showed in Figs. 2 and 3, respectively.

The longer tag’s ID, the smaller probability of generating two the same
sequences; however longer sequence requires more tag’s memory.



RFID Security: A Method for Tracking Prevention 247

Fig. 2. The minimum (normalized) Hamming distance within each trials

Fig. 3. The maximum normalized Hamming distance within each trials

5 Conclusion and Future Works

In this paper, a method for tracking prevention for RFID-tags was proposed. It
was assumed that tag is able to change its own identifier by generating a random
sequence and replacing earlier ID. If an adversary is not able to monitor the tag
all the time, this method after a certain amount of execution can effectively
complicate recognition of the tag. Preliminary experimental evaluation showed
that unlinkability between tags IDs is at satisfactory level.

If future works it is planned to give a formal estimation of minimal number
of ID modification in order to achieve good level of privacy. Also a simulation
of implementation is considered to be carried out. Another problem to consider
is to propose a method for settlement of the ambiguity of tags’ IDs not in the
sequential access model but in situation of independent and parallel operations
of (several) readers.
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Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.

The images or other third party material in this chapter are included in the work’s
Creative Commons license, unless indicated otherwise in the credit line; if such mate-
rial is not included in the work’s Creative Commons license and the respective action
is not permitted by statutory regulation, users will need to obtain permission from the
license holder to duplicate, adapt or reproduce the material.
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Abstract. Computer aided diagnosis of degenerative intervertebral disc
disease is a challenging task which has been targeted many times by
computer vision and image processing community. This paper proposes
a deep network approach for the diagnosis of degenerative interverte-
bral disc disease. Different from the classical deep networks, our system
uses non-linear filters between the network layers that introduce domain
dependent information into the network training for a faster training
with lesser amount of data. The proposed system takes advantage of the
unsupervised feature extraction with deep networks while requiring only
a small amount of training data, which is a major problem for medical
image analysis where obtaining large amounts of patient data is very
difficult. The method is validated on a dataset containing 102 lumbar
MR images. State-of-the-art hand-crafted feature extraction algorithms
are compared with the unsupervisedly learned features and the proposed
method outperforms the hand-crafted features.

Keywords: Degenerative disc disease · Auto encoders · Deep network

1 Introduction

Low Back Pain (LBP) is the most common pain type with 27 % and it is the
leading cause of activity limitation in USA under the age of 45 [7]. LBP is
strongly associated with degenerative disc disease (DDD) [6]. Computer Aided
Diagnosis (CAD) of DDD from MR images (Fig. 1) is crucial for many reasons.
First, the inter-variability and intra-variability between the radiologists are high
[12] and these variabilities affect diagnosis and treatment processes. A CAD
system may reduce these variabilities. Second, the computer-based evaluation
of an MRI sequence would help the radiologists in decreasing the costs and
speeding up the evaluation process. In the literature, many machine learning
based approaches with hand-crafted features have been proposed for CAD of
various intervertebral disc diseases from MR images [1,4,5,9].

In recent years, deep networks have been widely used in many fields and
they produce state-of-the-art results [3,10]. However, deep learning of medical

c© The Author(s) 2016
T. Czachórski et al. (Eds.): ISCIS 2016, CCIS 659, pp. 253–261, 2016.
DOI: 10.1007/978-3-319-47217-1 27
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Fig. 1. Two MRI images that include the lumber region. The disc labels are shown on
the images. The left image shows the discs L4-L5 and L5-S1. In the right image L3-L4
and L4-L5 discs are diagnosed as having DIDD

Fig. 2. The architecture of the system.

images has some domain-specific challenges. First, scaling the deep network for
high dimensional medical images is mostly computationally intractable because
of the large number of hidden neurons, often resulting in millions of parameters.
Medical images have generally high resolution and the training needs high num-
ber of nodes. In addition, the large-scale data for training (even unlabeled) is
not always available especially for many medical tasks where it is hard to gather
data because of ethical issues. Furthermore, training data should involve many
samples for different cases for CAD applications.

In this paper, we propose a novel deep learning architecture (Fig. 2) with
non-linear filters that eliminates the requirement of large numbers of training
data, network layers, and nodes. Instead of learning disc features with a tradi-
tional deep learning architecture, we propose to use non-linear filters together
with auto-encoders [11]. The irrelevant input data is filtered with non-linear
filters via SVM and only relevant data is fed to the succeeding layers. In this
way, we restrict the upper layer to learn only the data that we consider valu-
able, which is very useful in reducing the training data size. Therefore, while the
disc representations are learned with auto-encoders from the MR image patches,
the non-linear filters reduce the domain of interest. Thus, with the first level
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non-linear filters the system focus on the discs from the whole MR image where
the second level non-linear filters consider the disc representations for the diag-
nosis of DDD.

The method is tested and validated on a dataset containing 102 MR images.
We also implemented the state-of-the-art features used in the methods of [1,2,9]
and compared them with the features learned with auto encoders.

2 Unsupervised Feature Learning with Auto-encoders

An auto-encoder is a symmetrical neural network that aims to minimize the
reconstruction error between the input and output data to learn the features.
Let X = {x1, x2, ..., xm} be the image input for a single hidden layered auto-
encoder where m is the input size. The output nodes are the same as the input
nodes, thus the auto-encoder learns a nonlinear approximation of the identity
function for estimating the output X̂ = {x̂1, x̂2, ..., x̂m}. Let k be the size of the

nodes in the hidden layer and W (1) = {w
(1)
11 , w

(1)
12 , ..., w

(1)
km} be the weights where

w
(1)
km is the weight between input node m to hidden node k at hidden layer 1.

The value of a hidden layer node is calculated by

zi = b
(1)
i +

m
∑

j=1

w
(1)
ij xj , (1)

where b
(1)
i is the bias term for the node i at hidden layer 1. Each hidden node

outputs a nonlinear activation function a = f(zi). The output layer X̂ is con-
structed using the activations a as input and decoding bias and weights sim-
ilar to Eq. 1. Features are learned by minimizing the reconstruction error of
the likelihood function between X and X̂ and the features are encapsulated in
weights W . Backpropagation via gradient descent algorithm is used for adjusting
W . Stacked auto-encoders are formed by stacking auto encoders by wiring the
learned weights to the next auto encoder’s input.

2.1 Intervertebral Disc Detection

In the proposed architecture, first the lumbar MRI features are learned with
stacked auto-encoders. Let d = {d1, d2, ..., d6} be the labels of the lumbar inter-
vertebral discs in an MR image. Our goal is to identify the location li ∈ ℜ2 of
each disc di on the image I. Randomly selected patches from image I are used
for learning the features of the images. Let β be a patch of size m × n of image
I where m and n varies between the minimum and maximum disc width and
height in the training set, respectively. The image patch β is resized to r × r

pixels and is formed into a 1×r2 vector to be used as an input of an autoencoder.
Figure 3 shows the unsupervised learning of lumbar MR image features with an
auto-encoder.

The stacked auto-encoder with X = r2 input nodes is trained with the vec-
torized image patches β. The weights W of the final hidden layer are brought to
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Fig. 3. An auto-encoder for learning MR image features. A single hidden layer auto-
encoder trained with the vectorized image patches

square form (having r × r size) for building the feature set f of the MR images
extracted in an unsupervised manner as explained in Sect. 2.

The feature set f includes the features of the whole MR image; however
the objective of the proposed system is diagnosing the diseases related with the
discs. To filter the irrelevant medical structures that exist in the image, we use
nonlinear filtering with SVM. A sliding window approach is employed and each
window Ψ(p) enclosing the pixel p is convolved with the filter fi ∈ f . The outputs
of the convolution of each window with the filters in f are concatenated and the
final feature vector is built. Each pixel p in the image I is given a score Sp with
SVM that indicates the probability of being a location of disc di using f .

In order to locate and label the intervertebral lumbar discs, we follow the
graphical model based labeling approach presented in [8] by enhancing the model
with the unsupervised feature learning. We use a chain-like graphical model
G consists of 6 nodes and 5 edges connecting the nodes where each lumbar
intervertebral disc di is represented with a node. Our goal is to infer the optimal
disc positions d∗ = {d∗

1, d
∗
2, ..., d

∗
6} where d∗

i ∈ ℜ2 and 1 ≤ i ≤ 6 in the image I

according to the given scores Sp and the spatial information between the discs in
the training set. The optimal locations d∗ of the discs are determined by using
the maximum a posteriori estimate

d∗ = arg max
d

P (d|I, Sp, α), (2)

where I represents the image, Sp is the given score and α represents the parameters
learned from the training set. The Gibbs distribution of P (d|I, Sp, α) is

P (d|I, Ps, α) =
1

Z
exp

{

−
[

∑

ψL(I, dk) + λ
∑

ψspa(dk, dk+1, α)
]}

. (3)

The function ψL(I, dk) represents the scores Sp given via deep learning and
the potential energy function ψspa(dk, dk+1, α) captures the geometrical infor-
mation between the neighboring discs dk and dk+1. The optimal solution d∗ is



Diagnosis of Degenerative Disc Disease 257

gathered with dynamic programming in polynomial time. For the details of the
graphical model G and inference, please refer to [8].

2.2 Diagnosis of DDD

After localizing the discs in the MR images, the disc features should be learned
and they should be classified as healthy or not. The location li of each disc di

is found with the Eq. 2. Since the window ψ(p) enclosing the pixel p is known,
these windows are directly used for CAD of degenerative disc disease. The win-
dows Ψ(p) of each located disc are used for training a sparse auto-encoder. The
windows ψ(p) are resized and vectorized to be used as input. The features are
learned with sparse auto-encoders. The weights W of the final hidden layer of
the auto-encoder are the used as the features fd.

After determining the features of the discs, we again convolve the window
ψ(p) with the learned filter fd. The output of the convolution operations are
concatenated and the final feature vector is formed. These final feature vectors
are trained and tested with SVM. Binary classification is performed and each
window ψ is classified as having degenerative disc disease or not.

3 Experiments

In order to evaluate the proposed system, two different datasets, one with labeled
and another with unlabeled discs, are used. First clinical MR image dataset
contains the lumbar MR images of 102 subjects. The MR images are 512 ×
512 pixels in size. In the images, there are 612 (102 subjects*6 discs) lumbar
intervertebral discs where 349 of them are normal and 263 of them are diagnosed
with degenerative disc disease. The disc boundaries are delineated and each disc
is diagnosed having DDD or not by an experienced radiologist to be used as
the ground truth. The second dataset includes the lumbar MR images of 43
subjects where the intervertebral discs are neither delineated nor diagnosed by
an expert. This unlabeled dataset is used for providing data to the auto-encoder
for unsupervised training. It is not used for testing the system since it does not
include the ground truth.

For labeling process, randomly selected patches are used from the MR images.
The width and height of the intervertebral discs are between 30–34 mm and
8–13 mm, respectively [13]. The patch size is selected in accordance with the
intervertebral disc size. The total number of patches used for training is 10000.
For preprocessing, the mean intensity value of the patch is subtracted from the
image patch for normalization. The patches are resized to 15×15 pixels (r = 15)
and the number of the input nodes X is 225. Two layers are used for the stacked
auto encoder. The number of nodes in layer the first inner layer is 70 and the
number of nodes in the second layer is 30.

The number of features f learned from the MR image patches is 30. Six-fold-
cross-validation is used for SVR training. The parameters of the Eq. 3 are learned
from the training set and the weighting parameter λ is selected as 0.5 empirically.
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(a) (b) (c) (d)

Fig. 4. Labeling results of the lumbar MR images selected from the database. Green
rectangles are the ground truth center points and the red rectangles are the disc centers
determined by our system. The MR images are cropped for better visualization (Color
figure online)

Fig. 5. Boxplot of the Euclidean distances of the disc centers determined by our system
to the ground truth centers

Some of the visual labeling results of our system is shown in Fig. 4. In order to
evaluate the performance of the labeling system with unsupervised feature learn-
ing, the Euclidean distances between the disc center point detected by our system
and the ground truth are calculated. Figure 5 shows the boxplot of the Euclidean
distances in mm.

For automated DDD diagnosis, a similar validation method is followed. Since
the disc labels d determined for an image I and their enclosing windows ψ are
determined in the labeling step, they are employed as the image patches for train-
ing and testing. Leave-one-out approach is used for training. Instead of using the
whole window ψ, we use the half right side of the window ψ since the DDD includ-
ing disc bulging and herniation occur at the right side. A two-layer stacked auto-
encoder (70 nodes in the first layer, 40 nodes in the second layer) is employed for
learning the features. The half right side of the labeled disc images are resized to
15×15 pixels in size and they are the input of the auto-encoder after vectorization.
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Table 1. The accuracy, specificity, and sensitivity of the hand-crafted feature extrac-
tion methods and our method

Feature type Number of features Accuracy Sensitivity Specificity

Raw image intensity 1000 0.86 0.88 0.84

LBP 8 0.70 0.80 0.57

Gabor 1000 0.60 0.80 0.33

GLCM 5 0.71 0.78 0.62

Planar shape 3 0.55 1.0 0

Hu’s moments 7 0.72 0.72 0.71

Intensity difference 12 0.89 0.96 0.82

Our method 40 0.92 0.94 0.90

After determining the features, each disc image is convolved with the features and
the final feature vector for the final classification with binary SVM is created. The
classification accuracy of the proposed system is 92 %.

In order to compare the unsupervised learned features with the hand-crafted
features, popular feature types used in [1,9] are also implemented. The train-
ing is performed with six-fold-cross correlation and classification is performed
via SVM. The number of features extracted and their accuracy, sensitivity, and
specificity are reported in Table 1. The numerical results show that unsupervised
learned features outperform hand-crafted features. The highest accuracy of the
hand-crafted features 89.54 % for the intensity difference feature that calculates
the numerical values (mean, standard deviation, etc.) of the intensities difference
between T1-weighted and T2-weighted images. The accuracy of the unsupervised
feature learning is higher than other hand-crafted features. In addition, the sen-
sitivity and the specificity rates of the proposed system are higher than other
state-of-the-art methods.

The experiments performed show that the DDD can be automatically diag-
nosed with a high accuracy with a few filters learned by auto-encoders. The
unsupervised filters outperform other popular hand-crafted features even their
number is lower than the hand-crafted features. In addition, the proposed sys-
tem does not require a deep network structure including many hidden layers.
The disc filters are efficiently learned with a two-layer auto-encoder with small
training data.

4 Conclusions

In this paper, we present a novel method for CAD of the DDD with auto-
encoders. The proposed architecture involves stacked auto-encoders and non-
linear filters together for locating the intervertebral discs and diagnosis. The
auto-encoders learns the image features effectively while the non-linear filters
eliminates the irrelevant information. The system is validated on a real dataset
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of 102 subjects. The results showed that unsupervised learning of features yields
a better representation and the features could be extracted with minimal user
intervention. The comparison with popular hand-crafted features show that the
results are comparable with the state of the art.

Open Access. This chapter is distributed under the terms of the Creative Com-
mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
4.0/), which permits use, duplication, adaptation, distribution and reproduction in any
medium or format, as long as you give appropriate credit to the original author(s) and
the source, a link is provided to the Creative Commons license and any changes made
are indicated.

The images or other third party material in this chapter are included in the work’s
Creative Commons license, unless indicated otherwise in the credit line; if such mate-
rial is not included in the work’s Creative Commons license and the respective action
is not permitted by statutory regulation, users will need to obtain permission from the
license holder to duplicate, adapt or reproduce the material.
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Abstract. This paper offers an area-efficient video downscaler hardware
architecture, which we call Output Domain Downscaler (ODD). ODD is
demonstrated through an implementation of the bilinear interpolation
method combined with Edge Detection and Sharpening Spatial Filter.
We compare ODD to a straight-forward implementation of the same
combination of methods, which we call Input Domain Downscaler (IDD).
IDD tries to output a new pixel of the downscaled video frame every time
a new pixel of the original video frame is received. However, every once in
a while, there is no downscaled pixel to produce, and hence, IDD stalls.
IDD sometimes also skips a complete row of input pixels. ODD, on the
other hand, spreads out the job of producing downscaled pixels almost
uniformly over a frame. As a result, ODD is able to employ more resource
sharing, i.e., can do the same job with fewer arithmetic units, thus offers
a more area-efficient solution than IDD. In this paper, we explain how
ODD and IDD work and also share their FPGA synthesis results.

1 Introduction

Downscalers are found in many image processing applications. This work
addresses video streaming applications and hence needs to be real-time, which
opens the door for hardware implementation.

Downscaling produces a lower resolution version of the input image. The
purpose is to do this with the least quality loss in the image. The simplest
downscaler in the literature is the Nearest Neighbor method (NN) [1]. NN is more
area-efficient and easier to implement than other methods, for instance, Bicubic
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Interpolation (BcubI) [2] and Adaptable K-Nearest [3] methods. However, the
drawback of NN is that the resulting image/frame contains blocking and aliasing
artifacts. On the other hand, BcubI can handle blocking and aliasing issues
well and produce high quality images; however, because of its complexity and
memory requirements, its implementation is difficult and costly. A compromise is
possible though. Another method, called Bilinear Interpolation (BlinI) [4], that
can also handle blocking and aliasing issues, has lower complexity and hence
lower cost than BcubI. Although its output has lower quality than BcubI, the
downscaled images it produces are acceptable. Chen [5] proposes an enhanced
BlinI downscaler that uses an edge detection algorithm and Sharpening Spatial
Filter (SSF) before BlinI to prevent the blurring caused by BlinI.

In this paper, we propose a novel area-efficient implementation of the
enhanced downscaler in [5]. We call our downscaler implementation Output
Domain Downscaler (ODD) and the straight-forward implementation in [5] as
Input Domain Downscaler (IDD). Note that both ODD and IDD apply to also
other downscaling algorithms.

IDD tries to output a new pixel every time a new input pixel is received.
However, once every few input pixels, there is no downscaled pixel to produce,
and IDD stalls (i.e., idles). IDD sometimes also skips a complete row of input
pixels. ODD, on the other hand, spreads out the job of producing downscaled
pixels almost uniformly over a frame. As a result of that, ODD is able to do more
resource sharing, i.e., can do the same job with fewer arithmetic units, thus offers
a more area-efficient solution than IDD. In this paper, we implement our ODD
architecture with a downscale ratio between 1 and 2 with no loss of generality.
That is because it is best to achieve larger downscale ratios of BlinI by applying
a downscale ratio between 1 and 2 multiple times. Note that we implemented
Verilog RTL generators for ODD and IDD, which are highly parameterized,
instead of implementing fixed instances of the two architectures with a specific
downscale ratio, fps, and frame resolution. Besides datapath optimizations, we
also did memory optimizations as well.

2 The Downscaling Algorithm

The downscaling algorithm implemented in this work is the algorithm in [5], which
is based on BlinI. [5] proposes the idea of detecting edges and boosting the pixels
around them with SSF in order to circumvent the blur caused by BlinI.

When Edge Detection (ED), SSF, and BlinI are considered altogether, a
sliding of 8 input pixels shown in Fig. 1a are used around the downscaled pixel
(e.g., pixels P, Q, R). These 8 pixels are used to decide the values of the 4 pixels
(pointed to by the arrows) immediately around the downscaled pixel, which are
then used by BlinI. In Fig. 1, the input pixels (the dots) are at integer locations,
while the downscaled pixels of P, Q, R are at fractional locations with a distance
of 1.5 between them, assuming that the downscale ratio is 1.5. If P is at an x
coordinate of 1.3, then Q and R are at respectively 2.8 and 4.3. When we take
the integer part of these coordinates, we get 1, 2, and 4. These numbers show
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Fig. 1. a. ODD’s sliding window b. SSF and BlinI’s windows when edge is at L

the starting positions of these consecutive sliding windows. One way to describe
this is that the sliding window sometimes shifts by 1 and sometimes by 2. This
is our way of looking at it (i.e., the ODD way). Another way to look at this
is that sliding window always shifts by 1 but sometimes it does not produce a
downscaled pixel. This is the IDD way of looking at it.

Top 4 of these 8 pixels are used for ED. That are the pixels marked with
TLL (Top Left Left), TL, TR, TRR as shown in Fig. 1b. In order to find if there
are edges at pixel P, the Asymmetry parameter, A, for that pixel needs to be
computed as defined by Eq. 1. If A is more positive than a positive threshold, it
means that there is a vertical edge at the horizontal position of L (no horizon-
tal edges are considered). If A is more negative than the negative of the same
threshold, there is an edge at R.

A = |PTRR − PTL| − |PTR − PTLL| (1)

Suppose an edge is detected at the horizontal position of L (as opposed
to R), then the T-like convolutional window in Fig. 1b is used to recompute
the input pixel at location TL, which is the pixel where the edge is detected.
The neighboring pixels are multiplied by −1 and pixel TL is multiplied by the
sharpening coefficient, S, and the sum is divided by S − 3. The pixel below
where the edge is detected (BL) is also recomputed by the SSF, hence the dotted
window in Fig. 1b. If the edge is detected at R, then SSF shifts the two T-like
windows to the right by one position. Hence, SSF uses all 8 pixels to compute
two pixels and then replaces either TL and BL pixels or TR and BR.

BlinI computes a downscaled pixel as a weighted average of 4 input pixels
surrounding it, i.e., TL, TR, BL, BR pixels. To compute output pixel P , which
we also denote by Pxy, we first compute two intermediate pixel values (Eqs. 2 and
3, namely, PyL and PyR (see Fig. 1b for locations of yL and yR), as weighted
averages of pixels vertically positioned with respect to them, where dy is the
weight of the bottom pixel and 1 − dy is the weight of the top pixel. Then,
we take a weighted average of the two intermediate pixels to compute the pixel
value at downscale location (x, y) and arrive at Eq. 4. Note that dx and dy are
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respectively fractional parts the x and y coordinates of the downscaled pixel P,
in other words, they constitute the displacement of P from input pixel TL.

PyL = (PBL − PTL)dy + PTL (2)

PyR = (PBR − PTR)dy + PTR (3)

P = Pxy = (PyR − PyL)dx + PyL (4)

3 Output Domain Downscaler

Consider a video stream at 90 frames per second (fps) and full HD resolution
(1920 by 1080 pixels per frame). If the downscaler is running at a clock frequency
of 187 MHz, then we will be receiving one input pixel per clock cycle. If we
designed the hardware of our downscaler in a brute-force manner (i.e., the IDD
way), then we would be shifting our sliding window of 8 input pixels to the right
by one pixel every clock cycle just like most designers do in most video streaming
applications.

Consider a downscale ratio of 1.8. Then, we would be producing 1067 down-
scaled output pixels per one line of a video frame. That is, we would be idling
in 853 (=1920 − 1067) non-consecutive cycles. We would also be idling for 360
complete lines, each time 1920 cycles back to back. That is because the step size
in the vertical direction is also equal to the downscale ratio.

However, since sometimes we would need to produce downscaled pixels in
back to back cycles, we would have to design an arithmetic datapath that can
execute all operations at a throughput (but not necessarily latency) of 1 down-
scaled pixel per 1 cycle. Therefore, we would not be able to do resource sharing
and would employ as many multipliers as multiplication operations, as many
adders as addition operations, and so on.

Fortunately, we do not do it that way; we do it as follows. While IDD shifts
the sliding window by one position every time a new input pixel is received (i.e.,
once every Input Cycle Time, or in short, ICT), we slide the window by the scale
ratio, 1.8, in a time period of 3 times ICT (i.e., Output Cycle Time, or in short,
OCT). If ICT is 1 cycles per input pixel, then our OCT is 3 cycles per output
pixel.

OCT is 3 because we produce N/r2 output pixels over one frame time if there
are N pixels in an input frame. If r = 1.8, then we could spread our computations
for a downscaled pixel over 3.24 cycles, it would be perfect. However, we have
to schedule computations over an integer number of cycles unless we are willing
to do loop unrolling. To summarize, OCT = ⌊ICT ∗ r2⌋.

In our ODD architecture, Output Cycle Time (OCT) determines the cycle
time of the datapath (i.e., hence length of the schedule), and that is why it
is called “Output Domain”. On the other hand, in the naive IDD approach,
Input Cycle Time (ICT) determines the cycle time of the datapath, hence the
name “Input Domain”. OCT is larger than or equal to ICT; therefore, ODD has
more opportunity for resource sharing, and in the asymptotic case, uses M/r2

arithmetic units, whereas IDD uses M arithmetic units.
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Fig. 2. a. IDD’s top-level b. ODD’s top-level

Figure 2 shows the top levels of ODD and IDD architectures. Both ODD and
IDD employ a line buffer (Linebuf) and a FIFO. ODD’s datapath is connected
to the output port of the FIFO, while IDD’s datapath is on the input side of its
FIFO. Line buffers are, on the other hand, 1 line and 4 pixel long and are due
to the 4 × 2 sliding window the downscaling algorithm uses (shown in Fig. 1).

It is obvious that ODD needs a FIFO. While input pixels are received in
raster order at a rate of 1 pixel per cycle, ODD consumes them at a rate of
1.8 pixels (due to the downscale ratio) every 3 cycles. Therefore, it consumes
1.8/3 = 0.6 pixels per cycle, and as a result the FIFO of input pixels builds up
at a rate of 0.4 pixels per cycle. When the downscaler skips a line, then it catches
up. It even sometimes leapfrogs the input pixels and waits for the FIFO to fill
up as it has a cycle-time of 3 cycles as opposed to the ideal and slower rate of
3.24 cycles.

On the other hand, it is not obvious that IDD needs a FIFO. However, if we
have a non-stallable pipeline at the output of the downscaler, and/or we desire to
minimize the amount of logic in that pipeline, we need to buffer the downscaled
pixels in a FIFO and spread out the computations in the video pipeline that
uses the downscaled frames over a pipeline heart-beat of ⌊ICT ∗ r2⌋ cycles.

ODD’s FIFO is a special FIFO; unlike a regular FIFO, it has different width
on the write and read sides. It is 1-pixel wide on the write side and 8-pixel wide
on the read side. It is indeed a FIFO as all it needs is a push/pop interface
with addresses (i.e., write and read pointers) kept inside. Its write pointer is
the coordinates of the input pixel that is being received. Its read pointer is the
coordinates of the downscaled pixel that is being currently worked on. However,
the FIFO outputs 8 input pixels with addresses based on some arithmetic done
with the fractional read pointer. Note that in ODD’s case, Linebuf can be merged
into the FIFO.

Figure 3a gives a procedural code for the downscaling algorithm implemented
in this work. Figure 3b shows its Data Flow Graph (DFG). The schedule obtained
by mapping this DFG to arithmetic units (columns of the schedule) is shown
in Fig. 3c. Every operation in the DFG is named after its output variable. The
subscripts of the variable (thus operation) names in the schedule indicate the
index of the output pixel, i.e., its order in the video stream. We scheduled ED,
SSF, and BlinI separately.

While [5] does all computations in fixed point arithmetic, we do BlinI part
in floating point arithmetic since the algorithmic verification model we are given
by our image processing people does BlinI in floating point. The advantage of
floating point is that it eliminates the engineering time to fine tune the decimal
point location in fixed point. Therefore, ED and SSF use integer arithmetic units
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Fig. 3. a. Downscaling algorithm b. Its DFG c. Its schedule for OCT = 3

(non-pipelined), while BlinI uses heavily pipelined floating point units, which is
why the degree of functional pipelining in BlinI is quite high (k−(k−14)+1 = 15
stages).

4 Synthesis Results

We implemented our architecture not as a fixed RTL design but as a Perl gen-
erator that outputs a Verilog RTL design, given design parameters of fps, reso-
lution, clock frequency, and downscale ratio. We targeted a Virtex-7 FPGA. We
obtained synthesis results for 90 fps, 1920 × 1080 pixels/frame, clock frequency
of 187 MHz, and a downscale ratio of 1.8 for both ODD and IDD.

Hardware resources needed for both ODD and IDD are given in Table 1. Note
that FP stands for Floating Point. FP Adders are in fact Add/Sub units. Int.
stands for Integer. Although IDD does BlinI with 2 FP multiplications and 4
FP additions/subtractions as opposed to ODD’s 3 and 6, respectively, ODD still
uses substantially fewer hardware resources.

We have generated and synthesized ODD and IDD for two different cases.
One case has an ICT of 1, and the other has an ICT of 2. When OCT is computed
for the downscale ratio of 1.8 for these cases, we obtain 3 and 6. Therefore, we
have ICT/OCT of 1/3 and 2/6 for these cases.

Linebuf is the same size for both ODD and IDD; however, the FIFO size is
different. IDD has a FIFO that is more shallow but wider. That is because it
sores the output pixels, which have a 1/1.8 times the rate of input pixels and are
wider (32 bits versus 8 bits). Hence, IDD FIFO is 4/1.8 times (45 % of) ODD
FIFO. When Linebuf is also taken into account, the memory part of ODD is
approximately 60 % of IDD. These numbers are the same for both 1/3 and 2/6
cases.

As for the Datapath, Table 1 first lists the number of arithmetic units per sub-
task of the downscaler (ED, SSF, BlinI) and the total numbers (Tot.). The num-
ber of LUTs and flops these arithmetic units amount to are listed on the lines in
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Table 1. Area comparison of ODD and IDD

ICT/OCT IDD ODD

1/3 2/6 1/3 2/6

ED SSF BlinI Tot. ED SSF BlinI Tot. ED SSF BlinI Tot. ED SSF BlinI Tot.

FP Adders – – 4 4 – – 2 2 – – 2 2 – – 1 1

FP Multipliers – – 2 2 – – 1 1 – – 2 2 – – 1 1

Int. Adders 3 6 – 9 2 3 – 5 1 2 – 3 1 1 – 2

Int. Multipliers – 2 – 2 – 1 – 1 – 2 – 2 – 1 – 1

Datapath LUTs 4499 2276 2215 1550

Datapath Flops 3797 2012 1958 1294

Linebuf Mem. 15392 bits

FIFO Mem. 37952 bits 17072 bits

Memory LUTs 3569 2172

Memory Flops 182 98

Total LUTs 8068 5845 4387 3722

Total Flops 3979 2194 2056 1392

Table 1 that start with “Datapath LUTs” and “Datapath Flops”. The hardware
resources ODD needs for the Datapath (LUTs and Flops) are roughly half of
what IDD needs in 1/3 case, while it is two thirds in 2/6 case. When we look at
the total needed (Datapath + Memory), in 1/3 case ODD requires 54 % of IDD
in terms of LUTs and requires 52 % of IDD in terms of flops. Those numbers are
64 % and 63 %, respectively, for the 2/6 case.

5 Conclusion

In this paper, an area-efficient downscaler hardware architecture, called Output
Domain Downscaler (ODD) was presented. ODD was compared to Input Domain
Downscaler (IDD) architecture, which is the straight-forward approach used in
pretty much all downscaler hardware implementations. While ODD is applicable
to every downscale algorithm, we have implemented ODD for the downscale
algorithm in [5] to show its merits. Our only modification is the use of floating
point instead of fixed point in the interpolation stage. We have implemented the
same algorithm with IDD as well. We produced ODD and IDD designs from our
ODD and IDD Verilog RTL generators for two different cases of input/output
rates. We found that ODD uses roughly half the hardware resources of IDD in
one case and two thirds in the other case. Hence, we suggest ODD as a viable
architecture for a variety of downscale algorithms.
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Abstract. A new screening method based on the new form of screening
element in improving printing quality was considered. The relationship
between the Ateb-functions and the generalized superellipse is proved.
Printing quality is an essential parameter when incorporating specially
designed security features into the electronic file from which printing is
done. Advisability of applying the proposed method for protection of
information on the physical media was analyzed.

1 Introduction

The printing technology in computer epoch is completely changed. All details
are described in classical books [1,2]. Digital screening is considered an algo-
rithmic process that creates the images from an arrangement of small, binary
dot elements. Generally in the different approaches for half-toning are two main
screening methods: Amplitude Modulated and Frequency Modulated. Compari-
son of these two methods is described in [3]. Problem of improving printing qual-
ity using screening is concerned in [4]. The purpose of this study is to develop
a modified amplitude-modulated screening method to improve the print quality.
Improving the screening process can more accurately reflect the subtle elements
of the image or text which makes protection of printed information on the phys-
ical media more reliable.

To implement the task, special protective graphics based on periodic Ateb-
functions were built and the method of modified amplitude-modulated screening
that allows the realization of printing fine detail and halftones with greater clarity
was proposed.

This article continues the study, which was beginning in [5]. The modified
amplitude-modulated screening technology allows to print small contours, lines
and halftones with maximal precision.

2 Mathematical Model

Let us consider oscillation, as a nonlinear oscillating system with one degree of
freedom. Modeling behavior of the system x(t), y(t) is generated by a system of
an ordinary differential equations in the form

c© The Author(s) 2016
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{

dx
dt

+ βym = 0,
dy
dt

+ αxn = 0.
(1)

where x(t), y(t) – are a values at time t; α, β – constants that determine size of
the oscillation period; n,m – numbers that determine the degree of nonlinearity
of the equation that affects the period of the main component of fluctuations.
In the performance of such conditions on α, β and n,m : α �= 0, β �= 0, n =
2k1+1
2k2+1 , k1, k2 = 0, 1, 2 . . . ,m = 2p1+1

2p2+1 , p1, p2 = 0, 1, 2 . . . it is proved [6], that the

analytical solution of equation (1) is represented as Ateb - functions.
The solution (1) is represented through periodic Ateb-functions [6] as follows

{

x = C1Ca(n,m, φ),
y = C2Sa(m,n, φ).

(2)

where C1, C2 are the some constants, Ca(n,m, φ), Sa(m,n, φ) are Ateb-cosine
and Ateb-sine respectively. Variable φ is associated with time t as follows

φ = C3t + φ0, (3)

where C3 - is some constant, φ0 - the initial phase of the oscillations, which are
determined from the initial and periodical conditions for the system (1).

Periodical conditions are presented by expressions

{

Ca(n,m, φ + 2Π) = Ca(n,m, φ),
Sa(m,n, φ + 2Π) = Sa(m,n, φ).

(4)

where Π is a half period of Ateb-function. Taking into account identity [2]

Ca(n,m, φ)m+1 + Sa(m,n, φ)n+1 = 1, (5)

we result following formula for a half period of Ateb-functions

Π(m,n) =
Γ

(

1
n+1

)

Γ
(

1
m+1

)

Γ
(

1
n+1 + 1

m+1

) . (6)

In formula (6) denomination Γ (•) means Gamma function. Identity (5) is a
generalization of well-known trigonometrical identity cos2φ + sin2φ = 1 in the
case of Ateb-functions. So Ateb-functions generalize trigonometrical functions,
if parameters n = 1 and m = 1, than Ca(1, 1, φ) = cosφ and Sa(1, 1, φ) = sinφ.

3 A Relationship Between the Ateb-Functions and the

Generalized Superellipse

In this section we show the relationship between the Ateb-functions and plane
algebraic Lame’s curves which is known also as a generalized superellipse. We
propose to construct a unique raster element based on the Ateb-functions which
we transform in a graphic element as a generalized superellipse. Representation
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superellipse by Ateb-functions enables a functional control under the screening
element. Consider the generalized superellipse formula as follows [7]
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∣
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∣
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p

+
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y

B

∣
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q

= 1; p, q > 0, (7)

where p, q, A and B are positive numbers. Let we substitute (2) into formula
(7) we have a new formula
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= 1. (8)

If we define p = m + 1, q = n + 1 and will select A and B that satisfy
conditions C1

A
= 1,C2

B
= 1, we obtained exactly identity (5). Identity (8) shows a

relationship between the Ateb-functions and the generalized superellipse. Thus
we prove a new fact that main Ateb-function identity can be presented as a the
generalized superellipse formula and periodical Ateb-cosine and Ateb-sine are
strongly connected to the generalized superellipse.

We use formula (8) under conditions n = m corresponding to the superellipse
(not generalized) for constructing a new screening element. If we define A1 =
A
C1

and B1 = B
C2

we obtain the curve a new generalization of the generalized
superellipse as

∣
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∣

∣
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∣
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∣

∣

q

= 1. (9)

The further generalization of the superellipse is given in polar coordinates
(r, φ) in case r �= 1 by

r(n,m, φ) =

∣
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∣
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Ca(n,m, φ)

A1
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∣
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+

∣
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. (10)

We propose to name it the Ateb-superellipse. The area S inside the superel-
lipse can be expressed in terms of the Gamma function as

S = 41− 1
n+1

√
πAB

Γ (1 + 1
n+1 )

Γ ( 1
2 + 1

n+1 )
, (11)

where S defines the area of the proposed screening element.

4 Technological Characteristics of the Screening Method

A secure document must comply with International Standard ISO 14298:2013
specifies requirements for a security printing management system for security
printers [8]. Safety elements should be made within 40–50 microns positive
play and 60–80 microns reversed, and microprint size should be within 200–
250 microns, which guarantees high quality of printing and helps to reduce the
likelihood of fraud. The authors have developed a new method for screening
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Fig. 1. Block diagram of screening technology

technology for improving printing quality. Figure 1 shows a block diagram of the
proposed method. The resolution ability of print is restricted by the capacities
of the output printing device.

It is important to provide high quality of the imprint for effective data pro-
tection on physical media. The better printed information is, the harder it is to
forge it. Modern technologies allow faking everything, but there arises a question
of economic criteria, namely the time and the cost of creating a fake. The main
purpose of defense is to make the fake unprofitable. It is clear that the increase
of print quality leads to higher cost of printed impression, and thus the cost of
fraud rises. This is especially important for full-color prints, which are the most
important documents (passport, driving license, etc.).

There is a problem of converting structure images in the process of printing,
which is related to the difficulty of rendering fine detail and halftones. One of
the most significant shortcomings of modern methods of structural transforma-
tion is much smaller resolution of the prints compared to the resolving ability of
printing. This is due to the amplitude-modulated principle with binary halftone
reproduction means of printing in which the tone values in a particular area of
the original play with the relative area of the colored area of the print. Raster
points are destroying contours and fine detail of halftone original, reducing the
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quality of the prints. Thus raster distortions are formed [9]. The magnitude and
the visibility of raster distortion depend on screen frequency, frequency scanning
function, and bitmap structure geometry and raster points. These raster distor-
tions are associated with the parameters of amplitude-modulated screening such
as pressure in the printing apparatus, ink supply, dot gain, sliding and double
vision.

5 Realization of the Screening Method

A new screening method that can more accurately reproduce fine picture ele-
ments important for precision printing was developed. Improvement is achieved
with the special structure of raster points which is better adapted to display
halftones. Let consider a symmetric form of screening element, then A = B =
A(i, j) and n = m in a formula (8). The parameter A(i, j) depends on the color
intension of the screening points (i, j). The formation of a screening point is the
formula:

T (i, j) =

(

∣

∣

∣

∣

Ca(n, n, φ)

A(i, j)

∣

∣

∣

∣

n+1

+

∣

∣

∣

∣

Sa(n, n, φ)

A(i, j)

∣

∣

∣

∣

n+1

= 1

)

(i,j)

(12)

where i, j are the current coordinates of the screening points, n is parameter of
periodic Ateb-function. To send 8 bits of color depth raster point can take from
1 to 256 values, namely j = 1, ..., 16; i = 1, ..., 16; 0 ≤ φ ≤ 360. Table 1 shows a
unique screening elements for increasing colour intension. There is a comparison
of a standard circle (row 1) and proposed screening elements (row 2). Table 2
presents calculation of the unique screening elements with parameter n + 1 = e
for colour intention from 5 to 100 %. For screening element we represent the
colour intention as an area S of screening element, where S is calculating with
formula (11). The point with a darker colour has a bigger screening element.

Development of the modified method of autotypical screening allows printing
the fine details and halftones for text or graphical information on a physical
medium more precisely which is shown in a Fig. 2. Figure 2 shows a large scale
result of the screening method. The halftone reproduction is better for an image
(b) than an image (a) for a normal size.

Table 1. The comparison of a standard circle and the unique elements of screening
technology

Form Screening Functions

10 % 20 % 30% 40 % 50 % 60% 70 % 80 % 90 % 100%
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Table 2. Calculation table of the superellipse screening elements

Superellipse

Basic parameters Perimeter Area

A full size width
(mkm) float

B full size height
(mkm) float

n + 1 = e Ateb-
parameter, float

P, mkm S, mkm2

2.4 2.4 2.718 7.97 5.00

3.5 3.5 2.718 11.62 10.01

4.2 4.2 2.718 13.94 15.00

4.9 4.9 2.718 16.27 20.10

5.4 5.4 2.718 17.93 25.14

5.9 5.9 2.718 19.59 30.00

6.4 6.4 2.718 21.25 35.21

6.8 6.8 2.718 22.58 40.00

7.2 7.2 2.718 23.90 45.00

7.6 7.6 2.718 25.23 50.02

8 8 2.718 26.56 55.33

8.4 8.4 2.718 27.89 60.00

8.7 8.7 2.718 28.88 65.22

9 9 2.718 29.88 70.00

9.3 9.3 2.718 30.88 75.00

9.6 9.6 2.718 31.87 80.11

9.9 9.9 2.718 32.87 85.00

10.3 10.3 2.718 34.20 90.59

10.5 10.5 2.718 34.86 95.39

10.8 10.8 2.718 35.86 100.00

)b)a

Fig. 2. Comparision image with standard (a) and proposed (b) screening technology
(scale 10:1)
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6 Conclusion

A new method of the forming a screening structure based on a periodic Ateb-
functions is proposed. This structure is specially adapted for reproduction of
fine protective graphical elements and halftones while printing, which improves
the print quality greatly. The relationship between the Ateb-functions and the
generalized superellipse is proved. Advantages of the method were shown in
some experiment images. For improvement of this method we can construct
asymmetric form of screening elements, and consider a screening point with an
axis inclines at an angles 5o − 15o. This method can be used for improving
the effectiveness of protecting information on paper, plastic and other material
media.
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mons Attribution 4.0 International License (http://creativecommons.org/licenses/by/
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are indicated.

The images or other third party material in this chapter are included in the work’s
Creative Commons license, unless indicated otherwise in the credit line; if such mate-
rial is not included in the work’s Creative Commons license and the respective action
is not permitted by statutory regulation, users will need to obtain permission from the
license holder to duplicate, adapt or reproduce the material.

References

1. Kipphan, H.: Handbook of Print Media. Springer, Heidelberg (2001). ISBN: 3-540-
67326-1

2. Bennett P., Romano, F., Levenson H.R.: The Handbook for Digital Printing and
Variable - Data Printing, pp. 113–126. PIA/GATF Press, Pitsburgh, NPES (2007).
ISBN: 978-5-98951-020-7

3. Sardjeva, R.: Investigation on halftoning methods in digital printing technology.
Int. J. Graph. Multimed. (IJGM) 4(2), 1–10 (2013). ISSN: 0976 6448 (Print), ISSN:
0976 6456 (Online)

4. Sardjeva, R., Mollov, T.: Stochastic screening for improving printing quality in sheet
fed offset. Int. J. Inf. Technol. Secur. 1, 63–74 (2012). ISSN: 1313-8251

5. Dronjuk, I., Nazarkevych, M., Medykovski, N., Gorodetska, O.: The method of
information security based on micrographics. In: Kwiecień, A., Gaj, P., Stera, P.
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