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Abstract

The trend of fog computing has generated challenges to establish resource alloca-
tion provided by this type of environment, since, in fog environments, the computing
resource setting occurs on demand and at the edge of the network. Thus, ensuring
both environment performance and providing user satisfaction imposes a severe
technical problem. Since distributed systems are context-aware systems, the quality of
context design can be applied to manage customer service, which aims to improve
QoS, and provides system performance, for a given context. So, in this chapter, we
propose a model to obtain runtime improvement for individual users and improve the
global system performance using the quality of context in fog computing environ-
ment. The contribution of this proposal is to provide a resource allocation model, and
metrics, based on QoC to deal with different distributed computing scenarios, in order
to coordinate and enhance the environmental performance and user satisfaction.
Experimental results show that our model improves system performance and users’
satisfaction. For measuring workloads, estimates of users’ satisfaction were
performed. The proposed model obtained average results between 80 and 100% of
users’ satisfaction acceptance, and a standard deviation adherent to a flat surface for
workloads with a large number of tasks.

Keywords: distributed system, fog computing, resource allocation, quality of
experience, throughput, quality of context, users satisfaction

1. Introduction

The fog computing approach is an alternative to the cloud computing solution,
once this paradigm reduces the amount of transmitted data on the network and the
computational complexity required in the cloud. However, some approaches in the
computing field try to take advantage of both approaches simultaneously. The degree
of freedom presented by this new branch focuses mainly on the internet of things
landscape, which needs an infrastructure that encompasses all its requirements, a
situation in which fog computing fits, which allows the main focus on decision-
making and data management locally [1, 2].

1



In fog computing, part of the data processing, which would be sent to a cloud, can
take place between nearby personal devices situated at the edge network. Thus the
latency problem can be mitigated, as part of the processing takes place close to the
users’ devices. In the fog computing model, edge devices could be set as small local
data centers supporting multi-tenancy and [3] elasticity. Therefore, we can say that
fog computing allows reducing the amount of data sent to the cloud, and consequently
reducing the communication latency and the amount of data processed by it.
Although fog computing is a good solution for dealing with the problems arising from
cloud computing, this paradigm presents several challenges.

Fog computing is a solution designed to deal mainly with Internet of Things appli-
cations (IoT) [3], and this type of application tends to deal with the processing of
information collected from one or more sources in real-time. From there, it is necessary
to make decisions to satisfy the users’ needs [3] while maintaining QoS and conse-
quently QoE. However, relying exclusively on edge resources is not always possible, as
some computing and data storage requirements may exceed the capacity of those of
edge devices. In addition, a user resource configuration may not have enough capacity
to meet user’s request due to availability or even memory and processing limitations.

In addition, the technological diversity of edge computing devices, and the growth
in user demand, generate difficulties to establish resource allocation in order to favor
the environment and the applications individual. Edge devices impose a very high
level of heterogeneity, making it difficult to allocate resources and establish technolo-
gies capable of dealing with different types of different devices. When performing an
allocation of resources in any data center, it is important to meet the demands of the
user; however, it is of fundamental importance to perform this task maintaining as
much load balancing as possible so that the resources can be shared by other users.
Therefore, resource scheduling in a fog environment must deal with the best fit
between QoE and load balancing.

The related works considered in this article aim to establish techniques, to deal
with computational resources management in distributed systems, focusing on system
performance or user satisfaction. Due to the difficulty in establishing the trade-off
between performance/satisfaction, the related works tried to focus on one of these
parameters. Among the related works, knowledge models based on artificial intelli-
gence and ontology are applied. Our proposal presents an approach to address this
gap, considering the performance/satisfaction trade-off by developing and applying
parameters of context and quality of experience. In this sense, this chapter is proposed
a Quality of Context (QoC) based approach aiming at the user’s QoE considered from
jobs attendance time (makespan).

1.1 Paper organization

The remainder of this paper is organized as follows: Section 2 addresses the basics
concepts used by the proposed model in Section 3, and 4; Section 5 discusses the
experiment conducted and presents results; Section 6 addresses related works, while
final considerations are presented in Section 7.

2. The relationship between quality of context and quality of experience

Considering computational or network resources, the performance perspective
between humans and service providers is technically distinct. Service providers
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consider QoS parameters while, for users, the quality of experience determines the
perceived performance [4]. The QoS metrics, for example, are determined from
technical parameters: throughput; delay; network performance; loss packets rate, etc.

To evaluate the user QoE of a particular service provided by the network, opinion
tests are applied in controlled environments. This type of test is known by the com-
munity as a mean opinion score. This technique is generally applied for evaluating
multimedia systems [5]. However, due to the large number and diversity of applica-
tions, opinion tests are not the best alternative. In addition, opinion tests are criticized
by some authors [6] and their criticisms are related to scoring scales used in opinion
tests. The scale of opinion tests is considered by some authors such as [7] inaccurate
and not representative. This occurs because scales used in MOS tests do not consider
cultural differences in interpretation. According to [8], the MOS test scores determine
absolute values obtained in controlled environments, which do not accurately repre-
sent real environments by not considering the influence of context variables.

According to [9], QoC describes context metrics, which can be applied to enhance
application or service performance. Thus the QoC is used to establish the reliability of
provided services. QoC modeling based on context parameters makes it possible to
quantify, or predict, the quality of a service provided.

3. Proposed model

This Section discusses the proposed model addressing all proposed model compo-
nents. First will address basic concepts of the model. Section 3.1 addresses the QoC
metric and Section 4 addresses the QoE metric used in this work. In our work, it is
proposed that the QoE is considered a utility function determined from QoC correct-
ness parameter.

The model proposed in this work approaches QoE based on the concepts of
resource utility when an application is submitted to a distributed system. The concepts
of QoE applied, and the relationship between QoE and utility, are explained in Section
4. Is important to mention that application classes have a strong relationship with the
concept of utility since each class has different needs regarding which resources they
use on a larger scale. In this sense, the main information that a user describes refers to
the application class. The classes referring to the application features are presented as
follows: serial applications; parallel applications; network-oriented applications; CPU-
oriented applications; I/O and storage-oriented applications.

3.1 QoC parameters

3.1.1 Correctness

In our work, the QoC is used to verify how much a given context is in
accordance with what is being demanded by the application. As mentioned earlier
in the introductory section of this chapter, the model proposed in this thesis
meets different classes (or categories) of applications, each class is characterized
by a different need for resources. Therefore, the parameter correctness, or
correctness, provides a quantitative reference to determine if the current context
of a particular resource is suitable to serve an application taking into account its
category.
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To obtain the value of QoC, an approach based on Bayesian probability theory is
proposed. This approach is inspired and adapted from the solution proposed by [10]. The
Bayesian probability combines information in a way that relates observed events to
hypotheses. In other words, Bayes’ theorem is used to calculate the probability conditional
that a given event occurs given an observation. For example, calculation of the probability
of overhead in allocating an amount cpi of processes in a given node of a computational
grid, in which an amount cpj of processes available in that node was observed.

Proposed approach, aims to calculate the QoC using conditional probability from
the contextual information specified in each submission of job, and from the status
system update. A job is understood as a set of specifications for the execution of a
certain task, these specifications being conditional on each other. For example, if
context information reveals that the system has processes available in order to provide
a processing rate x to execute a job1, it is also necessary to know the exact number of
processes available to meet the application’s execution flow. In other words, if the
context manager determines the availability of a certain CPU rate for processing, it is
also necessary to know if there are processes available to fulfill the request of job1.

In addition to the application demand, the approach proposed in this work aims
to manage the workload exerted on the system. Therefore, one of the main functions
delegated to the context manager is to collaborate for context-driven load balancing.
Eq. (1) determines the probability that a given demand for a resource will be met
without generating overload. Eq. (1) expresses the probability that a given demand
cpi for a resource i will overload a capacity node cpj. Thus, the probability of the

resource executing properly is determined by the completeness of Eq. (1). There-
fore, the QoC for the resource i considering the available capacity cpj is given by

Eq. (2). The QoC defined in Eq. (2) is actually the partial correctness, considering
only an amount of resource of type i on a single node j, named as QoCi∣j just to

facilitate understanding. For partial correctness, calculation QoCi∣j is not considered

the application class; therefore, the context for all resources described in job are
calculated in the same way.

P cpijcpj

� �

¼
P cpjjcpi

� �

∗P cpi
� �

P cpj

� � (1)

QoC ijjð Þ ¼ 1� P cpijcpj

� �

(2)

3.1.2 Probability for each required resource

The probability for each required resource CPi is given in Eq. (3), where ENVresource

is the total capacity of the environment to provide the required resource. The
ENVresource is given by Eq. (4), where n is the number of provider nodes in distributed
resource facilities.

P cpi
� �

¼
cpi

ENVresource
(3)

ENVresource ¼
X

n

j¼0

CPj (4)
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The probability for each resource CPj is given in Eq. (5), where AVRresource is the
average of total capacity of the environment to provides the required resource. The
AVRresource is given by Eq. (6), where n is the number of provider nodes in distributed
resource facilities.

P cpj

� �

¼
cpj

AVRresource
(5)

AVRresource ¼

Pn
j¼0CPj

n
(6)

3.1.3 Conditional probability

The conditional probability that associates the required and the available amount
of resource is defined in Eq. (7). The probability of a required resource cpi given an
amount cpj is defined by the magnitude correlation between what was requested and

what is available.

P cpjjcpi

� �

¼
cpi
cpj

(7)

3.1.4 Conditional context parameter

Eq. (1) determines context evaluation from Dependent Context Parameters (DCP)
set. Thus, is possible to achieve Eq. (8), where n is the applications context parameters
(cpi). The set CCP Conditional Context Parameters resulting from the Eq. (8).

CCP cpi
� �

¼ P cpijcpj

� �

; j ¼ 1::n∩cpjεPDCi

n o

(8)

The correctness is calculated correlating CPj, CPi, and n for all context parameters

that characterize cpi. The QoC cpi
� �

k
is context association that characterizes cpi for k-

th CP. The Eq. (1) relates the application requirements with resources available
resulting in Eq. (9) resulting in Eq. (15).

QoC ijjð Þ ¼ 1�
P cpjjcpi

� �

∗P cpi
� �

P cpj

� � (9)

The resulting correctines, Eq. (10), is obtained from resulting QoC.

Correctiness ¼ QoC XjYð Þ (10)

QoC XjYð Þ ¼ 1�
P XjYð Þ ∗P Xð Þ

P Yð Þ
(11)

QoC XjYð Þ ¼ 1�
X
Y

∗ X
Z

P Yð Þ
(12)

QoC XjYð Þ ¼ 1�
X2

Y ∗ Z
Y
Z
N

(13)
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QoC XjYð Þ ¼ 1�
X2

Y2

∗
1

N
(14)

Thus, the correctiness parameter for X amount of computation requested is
defined by Eq. (15).

Correctiness ¼ 1�
1

N

� �

∗
X

Y

� �2

(15)

The resulting QoC is given by Eq. (16), for all CPj potential associated with CPi,
and from the number of all n possible CPs, where m is the number of parameters
considered QoC resource CPi. The expression QoC cpi

� �

k
is the k-th conditional

element that characterizes the job Ji.

QoC Jið Þ ¼
1

m

X

m

k¼1

QoC Jið Þk

 !

(16)

From the QoC, obtained in our model, it is possible to quantitatively predict the
user’s experience. The relationship between QoE and QoC proposed in our work is
presented in the following section.

4. Predicting the quality of experience: a quantitative approach

In our model, QoE quantitatively expresses the prediction of user’s satisfaction
from QoC-utility function not depending on subjective feelings. The reason is that
quantitative metrics are not only more meaningful, but also provide an improved
magnitude reference of the measured parameters. From this magnitude reference
is possible to benefit the user, and the resource provider environment. In our
work, the correctness and runtime are proposed as quantitative metrics for pre-
diction.

In a fog environment, or any distributed system is acceptable that computing
resources are provided on demand. The matching between available resources and
application requirements is expressed by utility function. The utility function is
expressed by the Eq. (17). Utility U pð Þr assigned to a particular resource r, represents a
metric proportion of resources adequacy for application, also given by p (probability of
correctness). Correctness is the main metric applied to measuring the QoC to meet
applications demands. The utility is given by Eq. (17).

Ur ¼ correctinessr (17)

The QoE directly depends on application runtime rt, and the response time t.
Response time is given t by sum both execution time and waiting time. So, QoE is
expressed in Eq. (18).

QoE ¼
rt

t

X

R

r¼0

Uα

r (18)
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The α value quantifies the resource importance, r, to application, and his value
ranging between 0 and 1. The α parameter is related with application category, thus, is
determinant for utility function. The α parameter is expressed by Eq. (19).

α ¼ 1�U pð Þ (19)

In this section, the metric used to predict users QoE was discussed. Next section
covers the obtained results from experiments conducted.

5. Experiment and results

In order to test the efficiency of proposed model, experiments were conducted
using the SimGrid [11] simulator. This simulator was chosen due their scientific
community importance. The mentioned simulator are widely used in academic works
in the area of distributed systems for determining a flexible test platform, which can
provide hundreds of resources to be used in several experiments. The experiments
were carried out aiming to verify the proposed model behaviour considering different
workloads, numbers of users and context parameters.

The experimental evaluations, section 5.2, were conducted aiming at perfor-
mance and QoE. The experiment, aims to insert an exhaustive workload in the
tasks submission, and discusses the QoE and the performance of the environment.
The QoC was obtained in experiments from the equations proposed in the 3.1
section, using as values for variables, the computational capacity for processing
and network, number of processes, workload, and communication latency. The
value of Eq. (1), CPi corresponds to the value of the resource i requested by each
workload, and the value to CPj corresponds to the capacity of the requested
resource available on a given node j.

The mentioned values were extracted from the simulation in the SimGrid
environment. Programming codes were inserted into the simulation in order to
collect data to simulate the Context-provider. The QoE for each workload was
calculated according to the metric discussed in the 4 section. The QoE was
obtained through the resulting QoC considering the parameter Correctness, and
from the execution and waiting times.

The objective of this experiment according is to analyze the performance of pro-
posed model and perform QoE estimates, when the model is subjected to thousands of
jobs of different characteristics considering a well-defined interconnection grid, in the
SimGrid environment. The SimGrid simulator provides a complete simulation envi-
ronment to simulate point-to-point interconnection between computers in a grid. The
SimGrid simulator has better support for managing links when compared to others
simulators. In SimGrid it is possible to manage the allocation parameters addressed
(Cpu speed, number of processes, transmission rate, latency) peer-to-peer. In general,
SimGrid has support for simulating data transmission over the network. In this
experiment, files in mrc format were used as input to specify the set of tasks to be
simulated, and as output were generated trace files in mrc format containing execu-
tion data and QoE and QoC estimates. In this experiment, the execution times of the
jobs and the QoE estimates obtained by user were analyzed. In addition, the central
tendency and dispersion of the data were analyzed, as well as the outliners generated
by the proposed model.
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5.1 Infrastructure and workloads

The environment that configures the simulated infrastructure determines a
heterogeneous test platform, aiming to measure the performance of our model. For
this, 10 grid resources were configured, each feature is determined by a computational
grid with the following specifications in Table 1:

The environment configuration used aims to represent a heterogeneous set
of resources. This type of environment is similar to those found in fog
computing environments. The jobs used in this experiment aim to establish a
diversified workload, in order to explore the features of the model proposed in this
work. Therefore, a number of 20 different types of jobs were used, which are
described in Table 2.

The environment used as a platform for carrying out the tests was the platform.
xml file available along with the simulator. SimGrid is an ideal testing platform for
resource allocation policies involving networks, as it has simulation classes that
implement point-to-point communication mechanisms. The connection between the
various nodes of a computational grid can be specified in SimGrid. The proposed trace
file records the times obtained with the execution of jobs, together with the estimated
QoC and QoE. The context-broker receives the file mrc as input, which must contain
the description of tasks by users, which are:

• Category: Category of the application, cpu or network oriented, sequential or
parallel;

• Process_amount_req: Number of processes required by the user;

Resource Machines available Mips per process

0 200 50

1 200 50

Baud Rate 1000000: Network between resources 0 and 1

2 200 150

3 200 150

4 100 150

Baud Rate 500000:Network between resources 2, 3, and 4

5 100 300

6 100 300

7 100 300

Baud Rate 200000: Network between resources 5, 6, and 7

8 50 800

9 50 800

Baud Rate 100000: Network between resources 8 and 9

Table 1.
Simulated resources description.
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• Computation_amount_req: Amount of computation in FLOPS estimated by the user;

• Communication_amount_req: Amount of communication in bits estimated by
the user;

• Execution_time: Estimated execution time by the user.

The workloads were synthesized by generating random values for the mentioned
parameters above, in order to simulate the unpredictable behavior of a real distributed
system. A workload was generated with 3000 tasks randomly distributed among 20
fictitious users represented by numbers (IDs) from 1 to 20. The tasks (or jobs) were
synthesized using the random function of the GCC library. The system clock time was
used to calculate and generate the random numbers.

5.2 Results

The absolute values obtained by running the workloads using the algorithm
Round-Robin and proposed model context-based strategy are shown in Tables 3
and 4, respectively.

Type of task Process required MIPS required Type

1 200 200000 CPU/Network bound

2 200 200000 CPU/Network bound

3 200 1000 Network bound

4 200 100 Network bound

5 100 500 Network bound

6 100 500 Network bound

7 100 500 Network bound

8 100 100000 CPU bound

9 50 800 CPU/Network bound

10 50 100000 CPU bound

11 50 100000 CPU bound

12 50 50000 CPU bound

13 20 50000 CPU bound

14 20 100 Network bound

15 20 500 Network bound

16 10 50000 CPU bound

17 10 50000 CPU bound

18 10 50000 CPU bound

19 5 5 Network bound

20 5 200 CPU/Network bound

Table 2.
Workloads description.
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The smaller standard deviation represents a smaller dispersion in the resulting
runtimes. The users’ QoEs are shown in the graphs in Figures 1 and 2. The graphs
present the average QoE values for each user’s identifier represented in the ID_users
axis. The number of users for the graphs in Figures 1–4, is fixed and equal to 20, with
the QoE and standard deviation resulting from each user as the workload on the
system increases.

The surface generated by the data referring to the average QoE of users when using
the model proposed in this work. Figure 1, shows a global trend of QoE values around
90% of user satisfaction. This behavior is reinforced by the graph in Figure 3. It is

Number of tasks Average Standard deviation

100 31028.43 63988.94

200 35732.46 68043.18

300 35076.89 68064.07

400 36377.30 68674.47

500 37436.61 71239.62

600 38791.38 72928.67

700 38329.13 71744.08

800 38329.13 70564.11

900 37032.33 70093.15

1000 36626.69 69546.43

1500 37604.74 70032.94

2000 36255.30 69071.16

2500 36158.03 68628.92

3000 35713.19 67863.07

Table 3.
Average runtime of Round-Robin.

Number of tasks Average Standard deviation

100 31979.29 27697.15

200 32031.66 27756.22

300 30226.01 27179.46

400 29601.41 27145.35

500 30676.16 27611.36

600 30342.75 27571.99

700 30068.66 27620.44

800 30065.64 27616.27

900 30136.01 27558.11

1000 29872.54 27565.27

1500 30086.24 27400.14

2000 30270.34 27406.40
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important to note that the values are shown in the range between 0 and 1 to represent
a QoE from 0 to 100%.

The graph in Figure 2 shows several QoE spikes revealing an imbalance in terms of
user satisfaction with the Round-Robin and Dijkstra policy. Another situation
observed in Figure 2 is the instability of the Round-Robin and Dijkstra policy for QoE.
According to the graph in Figure 2, users tend to be more dissatisfied when the task
set increases. According to Figure 2, for a workload with a size of more than 1500
tasks, the users’ QoE starts to decrease more sharply.

The graph in Figure 3, represents the estimated QoE standard deviation. The graph
shows that as the number of tasks submitted to the system increases, the standard
deviation becomes more linear. The graph in Figure 3 reveals a more uniform surface
for workloads with a quantity above 1000 tasks. This is because users’ QoE tend to
decrease with variability in resource states (totally free, fully occupied), especially
when there are few tasks. For large numbers of tasks, resource variability occurs more
“smoothly” and distributed over time.

The fairness generated by adequate load balancing, which respects the users’
needs, is a determining factor in the overall QoE experience. This situation is shown in
the graphs of Figure 1. The graph presents the average QoE values for each user’s
identifier represented on the Users_ID axis. The number of user’s for the graphs in
Figures 1 and 3 is fixed and equal to 20, with the QoE and the resulting standard
deviation of each user being shown as the workload on the system increases. The
surface generated by the data referring to the average user’s QoE, Figure 1, shows a

Number of tasks Average Standard deviation

2500 30507.55 27418.29

3000 30400.25 27429.05

Table 4.
Average proposed model runtime.

Figure 1.
QoE per user from proposed model.
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global trend of QoE values around 90% of user satisfaction. This behavior is
reinforced in the graph of Figure 3. It is important to note that the values are shown
between 0 and 1 to represent a QoE between 0 and 100%.

The graph in Figure 4 displays the standard deviation of the estimated QoE using
Round-Robin policy with Dijkstra. The graph reveals a greater variation in users’ QoE
when compared to our proposal. The standard deviation surface of the graph in
Figure 4, presents irregular characteristics for the QoE of all users. For task sets of
sizes 100, 200, and 300, the standard deviations are low, however, the values for QoE
for these task sets have lower QoE for all users.

Figure 2.
QoE per user Round Robin and Dijkstra.

Figure 3.
Standard deviation for QoE per user from proposed model.
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The proposed model presented better results and stability for QoE and standard
deviation when compared to the Round-Robin and Dijkstra based strategy, which
does not consider the context to provide resource allocation.

Figure 5 shows the number of tasks that were submitted by each user. The graphs
in Figures 6 and 7 shows the data dispersion in relation to the proposed model QoE.
The graphs of Figures 6 and 7, reveal that although the model is efficient in a global
perspective, it is subject to undesirable outliners generated by unsatisfactory QoE. The
box plot in Figure 6 confirms the trend of user satisfaction between 80 and 100%, but
reveals the cases in which these values did not occur. The same happens for the graph
of Figure 7. The graph of Figure 7 shows the values of the QoEs obtained by each user.
According to the graph, it is possible to observe that values close to 100% and close to
0% are not concentrated in specific users, but distributed among all users. Thus, it is
possible to carry out a qualitative analysis, concluding that the model established
(fairness) to resource allocation.

Figure 4.
Standard deviation for QoE per user from Round Robin and Dijkstra.

Figure 5.
Number of tasks submitted per user.
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The objective of this experiment was to analyze the relationship between perfor-
mance and QoE established by proposed model, when the model is submitted to
thousands of jobs of different characteristics considering a well-defined interconnec-
tion grid, in the SimGrid environment. From the results obtained with experiment, it
was concluded that the model proposed in this paper has better performance when
compared to the Round-Robin algorithm with the routing based on the Dijikstra
algorithm. For the workloads submitted to execution, QoE estimates were performed.
The proposed model obtained average results between 80 and 100% of satisfaction for
each user, and a standard deviation adherent to a flat surface for workloads with a
large amount of tasks. In this way, the proposed model showed stability in terms of

Figure 6.
Box Chart for Users QoE.

Figure 7.
Scatterplot for (QoE x amount of tasks) per user.
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the QoE obtained. The results obtained also show that the proposed model established
fair behavior, fairness, in resource allocation.

6. Related works

Messina [12] proposes an agent-based model to provide System Level Agreement
negotiation. The authors use an ontology to establish the resources needed for each
submission. Ontologies are used to provide knowledge to the environment. Therefore,
it is possible to establish a more adjusted allocation of resources according to the
application’s input parameters. Ontologies generate knowledge about the semantic
rules to perform the correspondence between the requested resource and the available
resource. The work proposed in [12] uses an ontology to provide knowledge, however
this approach does not handle situations not foreseen by the ontology well. The
context-based strategy of the model proposed in this article provides the best config-
uration for running applications based on the updated state of the system. The
approach proposed in this article performs the allocation of resources considering, in
addition to the performance of the application, the performance of the system, which
does not happen in the work proposed by [12].

Das uses a resource scheduling policy based on [13] artificial intelligence. How-
ever, Das uses the Teaching-Learning Based Optimization learning algorithm as a
basis for his proposal. The justification given by the authors for the adoption of the
learning algorithm in the context of resource allocation in computational grids is that
Teaching-Learning Based Optimization is considered a light and efficient algorithm to
find the global solution to optimization problems. Another work based on artificial
intelligence is presented in [14]. The authors use an approach centered on estimating
values for various data transmission parameters, such as latency and use of links. The
approach used in [14] is applied only to provide service guarantees, based on QoS
prediction through fuzzy logic. Parameters, or formulations, for controlling overall
performance are not specified.

In [15] a dynamic resource allocation method, is proposed for load balancing in fog
environments. For this, the method has a scheduler capable of performing dynamic
migration of services to achieve load balancing for computing systems in fog. Negative
aspects related to migration, QoS degradation, and QoE, are not considered in the [19]
work. In the works [16, 17] scheduling strategies with real-time constraints are
discussed. In [16], aspects of QoE and QoS are addressed but not in depth in order to
propose directives to measure and improve these attributes. In [17], the authors
develop a work in order to investigate how utility is affected by performance param-
eters in environments focused on fog aimed at healthcare applications. To evaluate the
use of a fog data center, the resources of the iFogSim tool were used. In the work [18],
a new resource allocation algorithm based on stable correspondence is proposed, in
order to benefit users and providers in the fog environment. However, the authors do
not clearly show how the aspects involving user satisfaction and the performance of
the environment are treated. Table 5 shows that our proposal establishes a model that
meets QoE and makespan together. This tradeoff is not achieved in the works ana-
lyzed so far being our main contribution.

In [19] is proposed a pricing policy based on the QoE. This QoE is expressed from
result of the allocation and try to optimize resource allocation from statistical infor-
mation of the computational requests. This mentioned strategy is implementable in
real-time brokers according to the authors. optimal dynamic allocation rule based on
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the The developed solution is statistically optimal, dynamic, and implementable in
real-time. The proposal in [20] is based on an energy and collaborative model in load
balancing. The proposal in [19] is based on a statistical and dynamic model aiming
users QoE. In [20] is proposed an algorithm to both: meeting the application latency
requirements and providing energy efficiency in the heterogeneous edge tier. To the
algorithm proposed in [20] implements a collaboration strategy at the edge of the
network aiming at heterogeneous environment characteristics. According [20] is pos-
sible to reduces the waiting time for meeting requests. The proposal in [20] is based on
an energy and collaborative model in load balancing. Table 5 summarizes related
work and shows a comparison with our proposal in terms of QoE, environment
performance (makespan), and technical approaches to implementation.

7. Conclusions

The scheduling techniques to resource allocation in distributed systems do not
generally meets jointly the user satisfactin and throughput. The QoE emerges as a
differentiated paradigm to fill this gap. The QoE approach is particularly important
for resource allocation, since the resource allocation adjusted to users needs must to
consider contextual parameters. The use of QoC to make the resource allocation
allows an efficient management, resulting in a performance gain achieved by a strate-
gic load distribution, improving the level of users QoE. Aiming to act in this men-
tioned scenario was proposed, and evaluated through experiments, QoC-based
approach to provide resource allocation in fog computing. The proposed model per-
forms management decisions based on a QoC policy. The QoC is used also to predict
the user’s QoE. Our model quantifies resource feasibility considering an application
demand. An experiment was conducted to analyze the performance of the proposed
model. From the results obtained it was concluded, that our model shows a lower

Reference Addresses a QoE model Makespan How implements resource allocation

policy

[12] Yes. SLA model No Knowledge model from Ontologies

[13] No Yes Teaching-Learning Based Optimization

[14] No. QoS only No Fuzzy logic to provide QoS

[15] No Yes Dynamic Load Balancing

[16] Yes. Aimed to Real-Time

tasks

No Neural Networks and Fuzzy Logic

[17] No Yes. Based on

utility

Algorithm based on stable correspondence

[18] In a non-detailed indirect

way

Yes Cost Load-Balancing Strategy

[19] Yes No Statistical and real-time approach

[20] No Yes Energy-Aware Load-Balancing Strategy

Our

Model

Yes Yes QoE/QoC Tradeoff Model

Table 5.
Comparison between proposals.
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standard deviation, when compared to well-known strategies. From the use of the
proposed QoC-based policy, was obtained average QoE scores between 80 and 100%
considering each user. The resulting QoE values adhere to a flat surface for workloads
with large amounts of tasks. Thus, our model shows a stable behavior considering
obtained QoEs. Results show that the proposed model established fair behavior (fair-
ness) in resource allocation. Our QoC-based policy stands out, especially when there
are excessive workloads and a lack of resources. Among the works mentioned in
related works, there are approaches to allocate resources considering the performance
of the environment and user satisfaction. Although the related proposals aim to meet
user demands, the authors do not provide metrics for effective measurement of user
satisfaction. In addition to all that has been mentioned, the works found in the
literature on resource allocation are generally applied to specific environments, which
do not consider orchestrating different paradigms of distributed systems. Therefore,
the main contributions of this work are a solution to the existing gap between user
satisfaction and environmental performance (makespan) for distributed systems.
Although this work aims to meet the needs of the system and the users, it does not
guarantee the QoE individually for the users, it only proposes to improve the average
satisfaction. Another limitation of the work is that although the model has been tried
in specialized simulators, this model has not been implemented in a physically robust
fog environment.

Abbreviations

GB Gigabytes
GBps Gigabytes per second
QoS Quality of Service
QoC Quality of Context
QoE Quality of Experience
IoT Internet of Things
MoS Mean Opinion Score
DCP Dependent Context Parameters
CCP Conditional Context Parameters
AVR Average
ENV Environment
MIPS Million Instructions Per Second
HPC High Performance Computing
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