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Introduction

Emerging security technologies – an 
uncharted field for the EU

Antonio Calcara, Raluca Csernatoni  
and Chantal Lavallée

Introduction

The past decade has been, without a doubt, one of dramatic transformations for 
technological innovation. Hence, scholars such as Klaus Schwab (2017), the 
World Economic Forum’s founder and executive chairman, are labelling this 
new era as the ‘Fourth Industrial Revolution’, in line with the first Industrial 
Revolution of the eighteenth century. Are we indeed on the tipping point of the 
so-called the ‘Industry 4.0’? Or, is this yet another trendy buzzword meant to 
hastily signify some of the more recent incremental technological developments 
of the twenty-first century? The term seems to be redolent of common framing 
tactics associated to other catchphrases such as the ‘digital revolution’ or the ‘gig 
economy’. We are certainly witnessing something altogether quite unique in 
contrast to the three preceding Industrial Revolutions, that harnessed the powers 
of steam, electricity and computerisation. Compared to the digital revolution in 
the cyber domain from the 1990s, we are now seeing multiple, overlapping and 
converging technical revolutions in various domains.

This is due primarily to the unprecedented scale and speed of entirely new 
convergences between emerging technological breakthroughs in a number of 
spheres, as well as their yet-to-be-discovered impact. The constant increase in 
hardware performance and its decrease in price have empowered software solu-
tions that scale up at unparalleled levels. Schwab has translated such advances in 
the usual cost-efficiency corporate-speak, issuing policy and economic recom-
mendations to political leaders and young entrepreneurs to take advantage of 
this impending ‘second machine age’. There are undeniably potential lucrative 
benefits to be drawn from the exponential and combinatorial effects of Artificial 
Intelligence (AI), autonomous robotics, digitisation and biotech on global 
economy, industry and society (Brynjolfsson and McAfee 2016). Both state and 
non-state actors have already taken note of the leadership potential provided by 
revolutionary tech-driven innovation and its conversion into economic and 
military power, fierce global competition bolstering big research and development 
(R&D) budgets and investments.

Nevertheless, several other issues take centre stage as regards emerging tech-
nologies, most importantly, the compliance of innovations with democratic and 
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legal requirements, social norms and ethical values. From this perspective, there 
needs to be a greater mobilisation of theoretical and conceptual views as well as 
critical approaches to determine how these technologies are designed, implemented 
and meaningfully controlled, especially in sensitive areas such as security and 
defence. Most of the mainstream International Relations (IR) scholarship tends 
to theorise technology as either marginal, deterministic or instrumental by ‘black 
boxing’ it to be used in explanations or research designs, without ever having  
it explained (McCarthy 2018: 2–3 and 5). Besides, power struggles and con-
testation narratives are mostly absent from the IR literature, which largely 
focuses on strategic and market advantages without indeed opening the ‘black 
box’ of the politics governing emerging technologies. Notwithstanding their 
importance, there is undeniably a gap in the existing academic literature in 
Social Sciences in general and IR theory in particular, concerning the concep-
tualisation and operationalisation of these technologies. This ranges from defi-
nitional aspects, their application for both peaceful and military aims, different 
policy areas of interests or concerns, issues and challenges, to the hybridisa-
tion of civilian commercial interests, advanced multidisciplinary science and 
strategic military priorities.

Indeed, there are studies that focus on the increasing civilian use of dual-use 
technologies in Europe (Hoijtink 2014; Boucher 2015) or on emerging security 
technologies from an American perspective (Akhter 2017; Shaw 2017). Conversely, 
European Studies literature has been mostly focused on either functional and 
neoliberal institutional approaches explaining the European Union’s (EU) con-
struction and actorness as a civilian or normative power with some attempts to 
overcome the traditional distinction between intergovernmentalism and suprana-
tionalism in its external, security and defence policies. Less attention has been 
given to the technical, regulatory and normative controversies surrounding 
emerging security technologies, a key strategic sector where the EU is also 
progressively involved. Regarding this area, some studies have been conducted 
on the development of an EU security and defence research policy and market 
(Karampekios, Oikonomou and Carayannis 2018). However, there have been no 
significant analyses on how to problematise new security technologies and their 
governance in the European context.

In this respect, Science and Technology Studies (STS) offer a fertile ground 
for our understanding of them. STS has the potential to provide a more substan-
tive analysis of such technologies as forms of power, as socially constructed 
processes which involve a complex interplay between actors, interests, norms, 
discourses and practices (Feenberg 2002; Latour 2005; Bijker 2010; Verbeek 
2011; McCarthy 2018). Technology plays a key role in global politics, and yet 
in-depth reflection on its role has typically been sidelined to epiphenomenal or 
deterministic characteristics in IR theory in general and in Security Studies in 
particular. By contrast, work done in STS has a long-standing tradition of unpacking 
social and political dimensions within complex scientific and technological 
systems, thus shedding light on the governance practices and knowledge-production 
processes surrounding them. On the other hand, STS has rarely engaged in a 
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sustained and systematic manner with IR scholarship, either by addressing the 
global and security dimensions of international politics or by engaging with the 
European Studies.

Therefore, this edited volume calls for a new research agenda, arguing that 
conceptual approaches at the intersection of the above-mentioned strands of 
literature can help to illuminate the various international, political, economic, 
security and normative mechanisms that encase technological artefacts. It refers 
to the concept of ‘governance’ as an analytical framework and tool to investigate 
how emerging security technologies are governed in practice, emphasising the 
relational configurations among different state and non-state actors, as well as 
regional and international organisations. By referring to European governance, it 
addresses the complex interplay of power relations, interests and framings 
 surrounding the development of policies and strategies for the use of new 
security technologies. This shifts the attention from a descriptive to a substantive 
reflection on how emerging security technologies are framed by several state and 
non-state actors. In this regard, the strength of this collective work is to gather 
scholars using varied conceptual tools to shed light on the way diverse technologies 
are embedded in EU policy frameworks. Each contribution identifies actors 
involved in the governance of one of these technologies, their multilevel institu-
tional and corporate configurations and conflicting forces, values, ethical and 
legal concerns, as well as security imperatives and economic interests.

The Introduction first clarifies this new wave of technological innovation to 
explore the implications for human–machine relations, especially in the security 
sector, emphasising the characteristics of these emerging technologies and the 
main ethical and legal concerns, as well as their definitional challenges. Then, it 
gives some indications about the broader governance mechanisms, especially 
regarding the role and position of state and non-state actors engaged at the 
national, regional and international levels in the management of the technical, 
industrial and political aspects of security technologies. Finally, it provides a 
comprehensive view of the distinctive EU policy-making process and its impact 
on the governance of emerging security technologies.

A new wave of technological innovation
The new wave of technological innovation that we are witnessing nowadays is 
marked by an unprecedented fusion of evolving technologies, increasingly blurring 
the lines between the digital, physical and biological. From a conventional 
human-centric environment, we are moving to a new age of ever-more sophisticated 
technologies. They are starting to exert an altogether different and increased 
impact in human–machine relations, mediating and dominating social inter-
actions, as well as challenging our very ideas of what it means to be human. 
This new technological wave could be characterised by a blend of advances 
made in key fields such as AI, robotics, autonomous vehicles, unmanned aircrafts 
(drones), additive manufacturing or 3D printing, quantum computing, Big Data, 
biotechnology and so on. It also signals or obliges profound transformations in 



systems of governance. For instance, improvements in autonomous technologies 
are triggering an array of pressing and complex debates about their design charac-
teristics, their legal and ethical dimensions, their dual-use applications, their 
military and security uses, as well as their broader impact on society and geopoli-
tics. Autonomous and robotic systems, drones, self-driving cars, speech and image 
recognition systems, and chat bots are among the more known exemplifications of 
combining such technologies. This confluence has important dual-use applications 
for both civilian and military objectives and contributes to the blurring division as 
well as mutual transfers between the civilian and military sectors.

The challenge with these technologies is also related to difficulties in defining 
their revolutionary potential. In part, this is due to a proliferation of labels, 
ranging from the term of ‘emerging’ itself, to other descriptors such as ‘dual-
use’, ‘future’, ‘new’, ‘enabling’, ‘smart’ and ‘disruptive’. The definition of AI as 
‘dual-use’, ‘disruptive’, or ‘enabling’ is particularly interesting. It sets the parameters 
for understanding the type of technology that an ‘emerging’ one encompasses. 
Although some of these technologies such drones, robotics and the Internet have 
been developed over the twentieth century, they are generally defined by the 
stakeholders as ‘emerging technologies’. While now being hyped as the disrup-
tive technology of the twenty-first century, AI has advanced out of a scientific 
field with deep historical roots dating back to the 1950s and the development of 
stored-programme electronic computers (Surber 2018: 3). Indeed, even once 
they have been created, their applications are still evolving and offering a 
variety of new potentialities. Though their potential is becoming clearer, their 
exact scope and impact on societies remain to be seen. AI has been generally 
framed as a disruptive weapon and likened to past revolutions, provoked by 
prior transformative technology cases such as nuclear, aerospace, bio or associated 
with issues of national security, balance of power and warfare (De Spiegeleire, 
Maas and Sweijs 2017; Cummings et al. 2018). Due to its broad civil–military 
applications across numerous types of technologies and domains, as well as its 
convergence potential with other security technologies such as drones or related 
to AI-enabled cybersecurity, the more likely comparison is with ‘enabling tech-
nologies’ such as electricity (Horowitz 2018). Nevertheless, seen as a strategic 
enabler (Fiott and Lindstrom 2018) for unmanned and robotic systems, the AI’s 
comparison with electricity is not particularly helpful, since it has the potential 
to revolutionise decision-making in warfare, going as far as possibly creating a 
paradigmatic change in how conflicts are fought.

As regards the term ‘disruptive’, according to Christensen (2011), it involves 
a type of ground-breaking and radically novel technology. The main charac-
teristic of such a technology is to have the capacity to completely dislocate 
 established and recognised technologies, by creating an entirely new industry 
and market. An example is the email that displaced letter-writing and 
 revolutionised the ways in which we communicate nowadays. By contrast, ‘sustain-
ing’ technologies are relying on incremental advances in an already established 
technology. Illustrative examples are the improvements made in the case of exist-
ing drone technologies in terms of autonomy. Similarly, ‘emerging’ technologies 
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(Rotolo, Hicks and Benjamin 2015), while not necessarily completely new and 
equally including older and underdeveloped technology, could be construed as 
still having the capacity to transform the status quo; in part because of their com-
paratively emergent potential and fast development. Their management can 
generate new patterns of interaction among state and non-state, civilian and 
military actors, along the normative, knowledge-production and legitimation 
processes accompanying them. Such processes also have the potential to trigger 
and transform civilian–military relations, these implications further affecting 
strategic goals with regard to defence research and development. They could 
also be characterised by elements of ambiguity and controversy, as their pro-
gressive development, socio-economic impact and broader meaning remain 
indeterminate. From this point of view, ‘emerging’ technologies may have both 
disruptive and sustaining characteristics, combining the new and the old, but 
most importantly producing new technological convergences between different 
fields such as telecom and modes of transportation with the drones.

Technological advancements are also frequently accompanied by stark warn-
ings from critics and technophobes alike, going as far as crediting them with 
science fiction and dystopic scenarios that will change the future of humanity. 
From the ‘Terminator-style’ and destructive rise of intelligent machines to 
fundamental changes in world politics and warfare, the spectrum is broad. Con-
versely, technophiles are hyping their positive effects, including their likely 
improvement of our standards of living, with clear benefits, for example, in 
healthcare applications: the EU funded project HOPE (Human Organ Printing 
Era), under the Future and Emerging Technologies (FET) Flagships of the Pro-
gramme Horizon 2020 managed by the European Commission (2019), can help 
radically transform traditional surgical practices for donating human organs. By 
combining pioneering tech from robotic 3D bioprinting, tissue engineering, as 
well as Information and Communication Technologies (ICTs) for customisable 
implants, such innovative biofabrication applications have a huge potential for a 
positive impact on health care. They demonstrate once more the innovative and 
convergent potential of different cutting-edge technological domains, as well as 
their broader civil and societal applications. On the other hand, Benjamim Farrand’s 
Chapter 12 in this book draws attention to the moral uncertainties, legal lacunae 
and debates concerning the safety of new medical equipment and biotechnolo-
gies, by exploring the gaps in their current governance structures. Related to 
this, Dagmar Rychnovská’s Chapter 10 points towards new techniques of 
 governance introduced in science and dual-use research, by integrating existing 
principles of scientific responsibility with security practices.

As in anything related to human activity, nothing is as black-and-white as 
either emerging tech opponents or enthusiasts would like to propose. Regarding 
the security applications of emerging technologies, there are countless possibilities 
of how they could fundamentally impact security-making in general and war-
fighting in particular. These technologies are increasingly deployed to enhance 
various functions related to war games, counter-terrorism, cybersecurity, cyber 
robots to protect communications and information platforms, cyber-surveillance, 



precision weaponry and data analytics – heralding a paradigmatic transformation 
in security technologies. The consequences for homeland security, armed con-
flicts and the future of warfare are still to be determined. However, broader 
trends could be identified concerning their uses in the security sphere, both in its 
internal and external dimensions. In this respect, Maximiliano Vila Seoane’s 
Chapter 5 points out some of the risks associated with the increased digitalisa-
tion of our societies and the use of cyber-surveillance technologies, which bring 
about new threats such as human rights infringement acts. André Barrinha’s 
Chapter 6 further engages with cyberspace as a central trope in European 
security agendas, as well as critically assessing how certain meanings associated 
to cybersecurity can create normative problems. Equally, in his Chapter 8, Ilan 
Manor shows us the civilian applications of cyber technologies in the case of 
social media, by exploring the potential and limitations of the EU’s digital diplomacy 
as a tool for foreign policy.

Moreover, new security technologies could significantly impact military 
organisational and operational levels through the optimisation and automation of 
both institutional structures and technologies. For example, AI has the potential 
to alter the productivity and efficiency of human endeavours on almost all 
levels, being one of the most important and divisive inventions in human 
history. One technological trend is particularly challenging, namely, the AI’s 
increasingly disruptive potential as regards the human monopoly on critical deci-
sions that concern vital legal and ethical choices to be delegated to completely 
autonomous systems during conflicts. Presently, there are no fully autonomous 
weapon systems in operation and we cannot expect their wide implementation in 
the short term. Nevertheless, it is important to be aware of the possible con-
sequences of the AI’s deployment in automating security-making.

From this point of view, putting forward political, legal and ethical frame-
works for the development and uses of emerging security technologies might be 
the key to mitigating a global potential arms race and power shifts that could be 
incurred by their implementation in critical fields such as security and defence. 
Equally, big investments, public–private partnerships, innovation, human capital 
and re-skilling and societal resilience will undoubtedly determine whether state 
and non-state actors will be well positioned to be at the forefront of their mean-
ingful development and governance. In line with previous Industrial Revolu-
tions, current new technologies are following similar patterns of development, 
clearly outpacing standards and regulation regimes to govern them. Even when a 
certain technology has clear harmful consequences, such as for example nuclear 
weapons and lethal autonomous weapon systems (LAWS) or so-called ‘killer 
robots’, global governance mechanisms are highly dependent on states’ or more 
specifically great powers’ political willingness to enforce them.

The challenge for traditional regulatory authorities in democracies is there-
fore to identify the best way to tackle related issues considering industrial, 
technological, economical, legal and societal perspectives. The difficult task is 
to find the right balance between the foreseen benefits and the risks. On the one 
hand, it means supporting the development of a strategic and dynamic sector for 

6  Antonio Calcara et al.



Introduction  7

market growth, competitiveness and innovation. On the other hand, it means 
providing appropriate political and policy frameworks to address ethical and 
societal concerns towards their disruptive potential and mitigating the risks. The 
ultimate objective for the tech industries in general and the EU in particular is the 
public acceptance of such technologies, but this remains problematic due to 
closely associated problems of the risk perception (Clothier et al. 2015). The most 
appropriate way to include citizens is still not clear, for either regulatory authorities 
or for the stakeholders in the emerging tech communities. They are also challenged 
by the most suitable way to prepare societies and foster their awareness to upcom-
ing technological changes, knowing that the more the public accepts normalising 
certain types of technologies, the more it is likely to buy it or buy into it.

For instance, the future huge-scale integration of civil drones into the air-
space raises significant questions (Rao, Gopi and Maione 2016), notably 
regarding public safety if they are not properly used (Clarke and Moses 2014), 
privacy and data protection as drones can collect data (Volovelsky 2014), third-
party liability for example in case of accidents, as well as environmental concerns, 
such as noise and visual pollution. It also poses some ethical apprehensions, for 
instance, related to the drone surveillance (West and Bowman 2016) as well as 
security issues with the risk of their misuse, which could also lead to largely 
damaging effects. The incidents of flying drones at the Gatwick Airport where 
thousands of passengers saw their flights cancelled shortly before Christmas 
2018 and few weeks later at Heathrow Airport, where all departures were sus-
pended for about an hour, are an illustrative reminder of the disruptive potential 
of drones and the risk of their misuse. Along the same lines, the trend towards 
more automation in our daily life opens many legal, ethical and political ques-
tions. Several key questions are of prime importance: How to regulate emerging 
technologies or to guarantee reliability of these systems? How to determine the 
human control and the level of autonomy, more precisely the human in/on/out of 
the loop issue? How to protect personal data and human rights abuses?

In this regard, technology is not by any means completely neutral and it 
should not be narrowly analysed as an object in itself, independent from specific 
socio-economic and political realities that engender its potential uses and mean-
ings. On the contrary, more critical and constructivist STS interpretations posit 
that technology is neither socially nor politically neutral, but actually socially 
relative and constructed. From these perspectives, emerging technologies have 
clear-cut normative dimensions dependent upon specific historical contexts, eco-
nomic or security interests and discursive framings, that in turn shape how subjects 
perceive, manage, implement and respond to technically mediated socio-politi-
cal and security relations (Rao et al. 2015: 454). The concept of technology has 
a highly contested meaning and implies a general lack of consensus concerning 
its definitions. This could range from a narrower and materialist understanding 
of strictly speaking technological products to more nuanced conceptualisations 
of techniques that include, mediate and shape human existence, power relations, 
knowledge production, and the political and security implications of technological 
artefacts. Last but not the least, the politically laden concept of ‘dual-use’ as 



applied to emerging technologies brings about further complexities, namely, the 
legal and psychological barriers between civilian and military research as dis-
cussed by Daniel Fiott in Chapter 2 and Bruno Oliveira Martins with Neven 
Ahmad in Chapter 3, respectively. Dual-use technologies could be framed as 
such to justify either military or civil spending, duality being seen in terms of 
reconverting certain existing civilian or military technologies or representing 
different stages in the life cycle of technological production and applications.

The governance of emerging security technologies

The reference to the governance of emerging security technologies represents 
here an entry point to explore actors’ rationale and relations between civilian 
and military, as well as public and private actors at the national, regional and 
international levels. Before introducing the plurality of actors, it is necessary to 
clarify what the term ‘governance’ means, as it has been widely used in the 
Political Science literature in so many different ways that its analytical precision 
has been blunted (Kohler-Koch and Rittberger 2006).

The concept of governance emerged in the late 1970s to describe the 
fragmentation of the political authority among public and private as well as sub-
national, national, regional and international actors (Rhodes 1996: 661). While 
government refers to an institutional system in which there is a centralised 
authority and vertical and hierarchical forms of regulation, governance indicates 
that states increasingly draw on experts outside governments, engaging interest 
groups, ‘contracting out’, ‘outsourcing’ and creating public–private partnerships 
(Bevir and Hall 2013: 24). Moreover, at the international level, governance has been 
a useful analytical device to describe the diffusion of authority towards subnational 
and transnational institutions, as well as to emphasise the role of multiple actors – 
institutions, states, international and non-governmental organisations – required 
to coordinate their efforts to regulate phenomena of global concern (Higgott 
2005). Therefore, this book refers to governance for describing the ‘coordinated 
management and regulation of issues by multiple and separate authorities, the 
interventions of both public and private actors, formal and informal arrange-
ments, in turn structured by discourse, norms and practices, and purposefully 
directed towards particular policy outcomes’ (Webber et al. 2004: 4). This broad 
conceptualisation takes into consideration a variety of public and private actors, 
as well as their formal and informal interactions. This definition also allows us to 
underline the role of discourse, norms and practices in structuring knowledge- 
production mechanisms, policy decisions and policy outcomes.

International organisations have often mentioned governance in their documents 
and strategies. For instance, since the 1980s, the International Monetary Fund 
(IMF) and the World Bank have been concerned with promoting ‘good’ governance 
in their lending policies. Similarly, the EU has been among the first organisations 
to write so-called ‘good’ governance into its agreements with external partners, 
especially regarding its neighbourhood policy (Schimmelfennig and Sedelmeier 
2004). Therefore, the term governance, initially used as a descriptive tool, has 
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progressively assumed a normative connotation. Other scholars have strongly 
criticised this concept, due to its neoliberal implications, and have used the 
 Foucauldian term ‘governmentality’, as the organised practices, mentalities, ration-
alities and techniques, through which citizens and society are governed (Joseph 
2010; Enroth 2014). Governance and governmentality denote two concepts rooted 
in different disciplinary and intellectual traditions, converging around a common 
core question: the problematics of steering, regulating and governing in modern 
society with regards to individuals, organisations, the state and society at large.

The concept of governance has been also widely used to shed light on inter-
national and regional security arrangements. Since the end of the Cold War, the 
concept of security, traditionally restricted to military threats, has been progres-
sively expanded to cover a much more variegated set of phenomena and actors 
(Krahmann 2003). In particular, new security threats cross the established 
boundaries of internal security and external defence (Lutterbek 2005). Among 
these threats, we can include terrorism, the proliferation of weapons of mass 
destruction, organised crime and drug trafficking, as well as the manifold political, 
military and humanitarian challenges that arise from weak and failing states and 
the security vacuum they leave behind. In this regard, the Copenhagen and the 
Paris Schools of Security Studies, as well as the Critical Security studies at 
large, have also emphasised the importance of the subjective dimension of 
security and the importance of studying the social construction of security 
through discourses and practices (Buzan 1997; Bigo 2002).

Gradually, phenomena such as migration, human rights and the environment, 
among others, have been securitised. This widened security milieu involves both 
traditional state actors and non-traditional ones, such as international and trans-
national groups, individuals, national agencies, NGOs etc. The concept of 
security governance has been therefore employed to describe the multiple actors 
and levels of security engagement and assumes that norms, rules and ideas, 
besides interests, are also influential in the shaping of security policies (Webber 
et al. 2004). The literature, however, ranges quite a lot as far as the type of 
‘authorities’ (states, non-states, private actors, international organisations), types 
of coordination (formal or informal arrangements) and the expansion of the 
policy areas to which they is applied according to the understanding of what 
security is (Sperling and Webber 2014). Policy frameworks of emerging security 
technologies are defined by various actors, shaped by multilevel institutional and 
corporate configurations, and they embody conflicting forces, values, ethical and 
legal concerns, security imperatives, as well as political and economic interests. 
Specifically, the governance of these technologies involves governments, private 
actors (defence and security as well as civil firms and high-tech companies), 
international and regional organisations, lobby and civil society groups.

Governments remain the main actors in the development of emerging tech-
nologies for political, legal and economic-related reasons. First, as emphasised 
in the previous section, security technologies have fundamental implications for 
international security. The American case is paradigmatic in this regard, given 
that Washington, through its 2014 ‘Third Offset Strategy’, has committed to lead 



the process of innovation and research of emerging technologies and to include the 
development of these technologies within its military innovation strategy (Fiott 
2016). Second, it is widely accepted that these technologies have a major impact 
on the economic, social and environmental welfare of a nation and they have 
 triggered changes that are threatening existing markets. For instance, their 
manage ment is challenging because traditional policy tools –  regulations, taxes 
and subsidies – may not be as effective in new areas as in the more established 
sectors. Their use requires more information than is often available to govern-
ments as new technologies proliferate. Moreover, the development of new legal 
standards is necessarily slower compared to fast-evolving technologies.

Against this background, non-state actors such as the defence industry are also 
involved in technological developments. Given that, despite a large process of 
privatisation since the 1980s, they maintain constant relations with the govern-
ments, thus it is problematic to define these actors as completely detached from 
state control. This is principally due to the peculiarities of the defence market. 
Indeed, in weapons acquisition, free market principles are generally resisted 
because of many potential risks: specialisation could reduce the available 
military capabilities a state has at its disposal; it may become overly dependent 
on external suppliers; open procurement contracts could favour foreign firms 
and harm domestic industry and employment; competition could alter the shape 
of the defence supply chain to potentially disadvantage domestic firms. For all 
these reasons, the arms market is characterised by ‘monopsony’, namely, for the 
presence of a single buyer (the state) and a limited array of defence firms com-
peting in a fragmented market landscape (Hartley 1991: 31). Since the end of the 
Second World War, R&D in defence was conducted in-house or commissioned 
to the industry (Mauro and Thoma 2016).

This picture has dramatically changed in the aftermath of the Cold War with 
the reduction of R&D budgets in almost all Western countries leading to a 
radical reconfiguration of the defence market. To give only a striking example, 
in 1960, 36 per cent of worldwide R&D was spent on American defence 
research, compared to 3 per cent in 2016 (Sargent 2018). Moreover, the dual-use 
nature of the emerging security technologies (see opening section of this 
chapter) has resulted in the tech industry being able to invest far more than the 
defence industry in relevant R&D. While large defence companies usually work 
closely with military officials to develop products that will be later purchased by 
the government, a number of large commercial corporations, such as Google, 
Facebook, Amazon and Toyota Motors, have been making huge investments in 
the development of technologies in recent years to access and secure the upcom-
ing services market. Briefly, to give one concrete example: think about the 
 computer processing technologies or the impact that the smartphones have had 
on the availability, performance, size and cost of computer chips, batteries and 
sensor technologies, from vision-based sensors (video cameras) to tactile sensors 
or touch screens (Boulanin and Verbruggen 2017: 105).

Although civil high-tech companies have clearly taken the lead with regard to the 
development and adoption of autonomy in robotic systems, the defence industry 
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continues to play a key role, for the simple reason that commercial dual-use 
 technologies can rarely be adopted by the military without modifications. While there 
are certainly civilian companies that might be prepared to fulfil a defence contract, 
commercial companies have little economic incentive to work with military cus-
tomers, especially because contractual requirements in terms of proprietary rights 
are too stringent (Boulanin and Verbruggen 2017: 106). Defence companies are, 
therefore, bound to play a central role in delivering security technologies to the 
military. Furthermore, in today’s interconnected and global world, it is difficult to 
attribute technological advances to specific actors. The tech industry gave us 
smartphones, but this would have been impossible without military advances in 
computing, battery and communication technologies.

Military and civil industries have also made efforts in recent years to form 
closer relationships with the academic institutions working on emerging security 
technologies, especially on AI and robotics. A relevant example is the multi-
year collaboration agreement that Lockheed Martin signed with MIT’s Depart-
ment of Aeronautics and Astronautics (MIT 2016) in collaboration with the 
Computer Science and AI Laboratory to work on robotics and autonomous 
systems. In addition to governments, industries and academia, expert technical 
knowledge of international organisations is becoming progressively impactful 
on the development of security technologies (Martins and Küsters 2019). For 
instance, the OECD (2015) has constantly advised upon emerging policy issues 
related to the responsible development of security technologies, and assisted 
member countries in understanding and managing the changing nature of 
research, development and innovation.

Finally, civil society organisations are showing increasing attention to the 
advantages and risks that the development of new emerging security technolo-
gies entail and are pressuring governments to not underestimate these chal-
lenges. As for AI and its applications in the case of LAWS, the ‘Campaign to 
Stop Killer Robots’ in Europe has been stepping up its outreach at the national 
level to build support in key capitals for the call to ban development, production 
and transfer of fully autonomous weapons. Similarly, in spring 2018, some civil 
society organisations, as well as in-house resistance from Google developers, 
have put pressure on the company to interrupt its collaboration with the 
 Pentagon. The concerns were related to Project Maven, which aimed at develop-
ing AI to analyse drone surveillance footage, the information generated then 
being used for military purposes with the potential to harm humans (Shane and 
Wakabayashi 2018).

Obviously, the nature of the industry (both civil and military) and the relations 
between public and private actors depend on the country or region in which they 
operate. For instance, in Israel, the tech sector and the military have strong ties 
due to the mandatory conscription and the resulting creation of extensive social 
networks among public and private actors (Swed and Butler 2015). In China, the 
civilian companies have members of the ruling party in their board of directors, 
creating an inextricable mix between public and private interests (Kania 2017). 
In the United States, some authors have noted the development of a hybrid 



 partnership between state and non-state actors, in which the governments 
increasingly seek collaboration with civil entities to achieve its own security 
objectives (Weiss 2014).

The European Union: a distinctive  
approach to emerging security technologies
The concept of governance has been extensively used to shed light on EU policy 
formulation and implementation. In the late 1980s, the ‘governance turn’ in 
European Studies coincided with and was stimulated by a significant increase in 
European competencies in the wake of the Single European Act and the single 
market programme (Kohler-Koch and Rittberger 2006: 32). Studies focus on the 
simultaneous centralisation of authority in a continental polity and decentralisation 
to subnational regions. They have been shaped by the EU’s hybrid features, which 
are hard to categorise with the standard toolkit of Political Science.  Specifically, the 
EU appears to break the mould of state-like features, being not a state in itself. 
Overall, EU governance studies (Piattoni 2010) argue to move beyond European 
mainstream approaches that understood EU integration either as a natural spillover 
process (Haas 1958) or as driven by member states’ national interests and actions 
(Moravcsik 1998), in order to analyse how the EU works as a decision-making 
system. In this regard, a plethora of analyses have come to see the EU as a multi-
level governance (MLG) system, characterised by ‘the simultaneous activation of 
governmental and non-governmental actors at various jurisdiction levels’ (Piattoni 
2010). MLG studies posit that decision-making authority is not monopolised by 
national governments but is diffused to different levels of decision-making – the 
sub-national, national and supranational levels (Hooghe and Marks 2001: 4). A 
lively debate has also emerged on new modes of governance, roughly defined as 
non-hierarchical means of political steering, a central characteristic of EU con-
strained authority vis-à-vis the member states (Sabel and Zeitlin 2010).

The literature on EU governance has predominantly dealt with former first-
pillar issues (policy areas in which the EU has exclusive competence). However, 
with the adoption of the Treaty of Lisbon, which abolished the pillar structure, 
some scholars have explored the governance of the EU Common Foreign, 
Security and Defence policy (Webber et al. 2004; Kirchner 2006). The security 
governance research has been especially interested in the EU peculiar role as a 
security actor. In this regard, some scholars have argued that the EU can be 
defined as a civilian, normative, structural and global power (Manners 2002; Del 
Sarto 2016). Scholars have also analysed the social conditions of the EU’s inter-
national identity as defined through practices, discourses, struggles of the actors 
enacting the EU external relations (Rogers 2009; Mérand and Rayroux 2016). 
Moreover, a strand of research has highlighted more complex governance struc-
tures in the EU security and defence field than that implied by the traditional 
intergovernmental cooperation among national governments. Some identified 
the governance in the European security and defence field as characterised by 
‘intensive transgovernmentalism’ to indicate that the intensity of interactions and 
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the density of structured and productive collaboration create transgovernmental 
relations that differ from the typical rational bargaining of intergovernmentalism 
(Howorth 2001; Wallace and Wallace 2007; Mérand 2008).

According to Cross (2011), transnational interactions in Europe have been 
conductive to the establishment of influential knowledge-based networks of state 
and non-state actors that, by sharing technical and specific professional behavi-
oural rules, have the capacity to shape the mission of their organisations beyond 
the original formal mandate. Other scholars have examined the  development of 
the EU’s security architecture and capacity building, underlying the role of EU 
institutions (agencies and expert groups), bureaucracies at national and European 
levels, and non-state actors as part of ‘epistemic communities’ (Trondal 2008; 
Cross 2011; Gornitzka and Holst 2015). Nevertheless,  emphasis has been given 
to expert knowledge production and its epistemic influence in policy-making. 
These ‘epistemic communities’ are often considered as homogenous and consen-
sual sidelining technical, economic and political diverging interests in debates 
surrounding the governance of emerging technologies.

The academic literature on European security has not provided, so far, a sys-
tematic assessment of the main actors involved in the governance of emerging 
security technologies. First, European governments maintain a primary role in 
the development of these strategic technologies. To make only a striking 
example, the French government has developed its own AI strategy and has 
affirmed the strategic nature of these technologies for state security (Villani 
2018). Second, European civil and military industries have an obvious economic 
interest especially as dual-use technologies are a simultaneously source of 
opportunity. However, if the equipment is unrestricted from military arms 
control or procurement policies it is subjected to EU dual-use control (see Vila 
Seoane, Chapter 5 in this book). Moreover, in contrast with other regional con-
texts, most European military companies have also a predominantly civilian 
component (Airbus is a case in point). The development of dual-use security 
technologies, therefore, questions the main features of both the European civil 
and military markets. This is actually a long-running debate in the European 
security field. Already in 1989, Walker and Gummett noted that:

European defence industries are caught up in the powerful dynamics sur-
rounding the Single European Act, not least because most defence contrac-
tors are substantial players in civil high-technology markets and because 
boundaries between civil and military technology are becoming harder to 
draw. Although different that regulatory structures of the two sectors cannot 
therefore be kept completely separate – which means that there is a potential 
serious clash of interests between the authorities concerned with civil and 
with military industrial activities.

(Walker and Gummett 1989: 420)

The governance of emerging security technologies is further complicated by the 
distinctive policy-making at the European level. EU institutions have increasingly 



promoted the development and employment of ‘new’, ‘dual-use’, ‘advanced’, 
‘next generation’ or ‘emerging’ technologies for countering their internal and 
external security threats. This is quite evident with regard to the policies and 
measures that have been adopted to foster the security domain of the EU Area of 
Freedom, Security and Justice. For instance, the pursuit of ‘new technologies’ 
for security purposes took on new dynamics following the adoption of ‘The 
Hague Programme: Strengthening Freedom, Security and Justice in the European 
Union’ (Council 2005). Moreover, security technologies, as indicated in the EU 
official documents, need to be developed through a close collaboration between 
the public and private sector, meaning EU public bodies and authorities, aca-
demia, research centres and industries (Bonfanti 2017: 39; Martins and Ahmad, 
Chapter 3 in this book). Significant budgetary resources have been allocated for 
the purpose of researching new security technologies. The EU has also promoted 
the involvement of representatives from the military sector in the definition of 
R&D, in particular the European Defence Agency (EDA). This involvement 
stemmed from the need to synchronise research initiatives carried out in the civil 
and military security domains with a view to avoiding duplications and to 
promote synergies.

The EU’s institutions such as the European Commission and the European 
Parliament, as well as agencies like the EDA, and the member states have been 
actively involved in promoting the development of these technologies (drones 
and AI, for instance). Their common goals have been to bridge the technological-
innovation gap, especially towards the United States and China, to transform the 
European technological and industrial base into a competitive advantage while 
also considering the need of the public acceptance. Hence, emerging security 
 technologies are challenging the EU’s representatives to find the balance between 
their promotion by creating markets and stimulating cutting-edge research and 
innovation, and the need to address their normative and ethical implications with 
legal controls regarding their use and the risks of misuse.

In this regard, the analysis of the European governance towards these tech-
nologies is also questioning the nature and scope of the European integration. 
Such technical advancements are transforming civil–military practices and 
might have unforeseen long-term effects on the EU imaginaries (what the EU is) 
and its global role. Concerning these changes, in the last few years, we have 
seen growing concerns in the critical literature and civil society about the milita-
risation of the EU. Some scholars engaged in the debate on armed drones within 
the EU (Csernatoni 2018; Paulussen and Dorsey 2016; Martins 2015), in line 
with the important academic debate on the legal, political and ethical issues 
regarding the extra-judicial ‘drone killings’ used by the American administration 
under the then President Obama as counter-terrorism measures in Afghanistan, 
Somalia, Yemen and Pakistan (Schulzke 2017; Barrinha and da Mota 2016; 
Hajjar, Levine and Naqvi 2014).

The apprehensions concerning the risks that the European contribution to the 
development of emerging technologies might transform the EU’s scope and 
nature have further intensified with the 2016 ‘European Defence Action Plan’ 
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and the launch of the European Defence Fund by the European Commission. For 
instance, such fears have been openly expressed through demonstrations at the 
2018 EDA’s annual conference on ‘From Unmanned to Autonomous Systems: 
Trends, Challenges and Opportunities’. In the international context where the 
‘Campaign to Stop Killer Robots’ gains momentum, some critical voices expressed 
clear concerns about the possibility that European companies developing lethal 
autonomous weapons might have access to EU funds or criticised the military 
interest at national level to possess such weapons, raising the probability of a 
global arms race (Teffer 2018a, 2018b). With a new European discourse on civil 
drones, some scholars rather criticised the demilitarisation of dual-use technologies 
such as drones as a means to manage public acceptability by reducing the scope 
of debate in Europe (Boucher 2015).

Besides, almost all EU-level security strategies adopted in the last decade 
have also highlighted the crucial role of the private sector when it comes to 
countering a wide variety of contemporary security threats (Council 2015). For 
instance, Bures (2017) has noted that recent EU strategies have singled out the 
role of private sector actors in maritime security, including capability building, 
risk management, protection of critical maritime infrastructure and crisis 
response; crime prevention; private data protection and the fight against tax 
evasion and corruption. In its Security Industrial Policy, the European Commis-
sion stated that ‘the security industry represents a sector with a significant 
 potential for growth and employment’ (2012: 2). In addition, the 2013 EU 
Cybersecurity Strategy mentions the term private sector more than 40 times 
(European Commission/HRVP 2013).

The EU has used extensively specialised expert groups for the development 
of emerging security technologies at the EU level. In this regard, in 2004, the 
European Commission (2004) established a ‘Group of Personalities on Security 
Research’, which comprised senior figures from European politics, industry and 
institutions. Afterwards, the Commission has set up expert groups driving the 
maturation phase of the European Security Research Programme (ESRP): the 
European Security Research Advisory Board (ESRAB) and the European 
Security Research and Innovation Forum (ESRIF), to devise strategic guidelines 
for the development of emerging security technologies in the scope of civil 
security, despite the fact that civil expertise has often been underrepresented 
(Lavallée 2016). Similarly, in 2016, Elzbieta Bienkowska, European Commis-
sioner for Internal Market, Industry, Entrepreneurship and SMEs, has set up a 
‘Group of Personalities’ composed by politicians, academics, think-tankers and 
defence company CEOs to advise on how the EU could support defence-related 
research (EUISS 2016). Besides this, while expert groups on AI and drones have 
been set up by the European Commission as legal obligation for the upcoming 
regulations, their input in the policy process remains to be seen. The European 
External Access Service (EEAS) has set up the Global Tech Panel. All these expert 
groups operate behind closed doors and by invitation. It shows how public–
private partnerships are essential when it comes to the development of new 
emerging security technologies (see Martins and Ahmad, Chapter 3 in this book), 



characterised by a peculiar ‘enmeshment between knowledge, technological 
develop ment and security governance within the EU’ (Martins and Küsters 2018: 4). 
The first section of the book is therefore devoted to investigating new patterns of 
authority and expertise in the EU governance of emerging security technologies, 
with a specific focus on the European Commission (Fiott, Chapter 2), the EDA and 
the European Parliament (Calcara, Chapter 1) and the role of public–private partner-
ships of experts in security research (Martins and Ahmad, Chapter 3).

Conclusion

Despite several ongoing debates on the fourth technological revolution, especially 
on the ethical, legal and political concerns about fast-evolving technologies, 
there are still no in-depth and systematic analyses on how emerging security 
technologies are conceptualised and integrated into new policies, practices and 
strategies in the EU. To date, not much attention has been given to the European 
governance of these technologies, nor on what their impact might be on the EU 
as such. Against this background, this book offers a comprehensive analysis of 
actors, policy dimensions, discourses and technological domains in the case of 
the European complex governance structures. It takes stock of recent EU policy 
initiatives such as for cyberspace, civil drones, AI and military research. In addi-
tion, by bringing together different theoretical perspectives and empirical case 
studies at the intersection of IR and STS literatures, the edited volume provides 
new and comprehensive insights on relevant aspects of the latest technological 
developments and innovations in Europe from their conceptualisation to their 
operationalisation. In the first section of this Introduction, we have therefore 
addressed why we need to integrate IR, STS and European Studies conceptual 
tools to shed light on the various international, political, economic, security and 
normative mechanisms that shape the development of emerging technologies. In 
this regard, we argue that the concept of ‘governance’ can be fruitfully used as 
an analytical and heuristic device to investigate how emerging security 
 technologies are governed, by highlighting the diverse power configurations 
among different state and non-state actors, as well as regional and international 
organisations.

The book intends a timely and ground-breaking examination into the EU’s 
approach to the research and development of new lines of technologies, out of 
which novel rationalities and dynamics of governance are emerging. The value 
added by research focusing on the European context is to advance knowledge 
into how a unique and complex institutional actor such as the EU adapts  
and puts forward the governance of innovative technologies. Moreover, it is  
also to conduct an in-depth analysis examining whether technological develop-
ments create new discursive rationalisations, patterns of authority, expertise and 
cooperation dynamics in key industrial domains, and transform the policy interface 
between national and EU levels and various stakeholders. As the development of 
new technologies is changing the way in which state and non-state actors deal 
with security challenges and thus identify public problems and policy issues, the 
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book explores the governance responses and measures from EU institutions and 
member states in this respect.

In terms of chapters, each contribution follows the same structure, namely, it 
first provides the reader with the background information on EU initiatives (each 
chapter focusing on a specific case study) along with the presentation of the 
 relevant theoretical approach and concepts which guide the analysis, then it 
identifies the actors involved in the chosen technological sector, their tools, rela-
tions and emerging practices. Finally, it assesses challenges and dynamics in this 
specific governance.

The first part of the book looks at the security and defence sector and initi-
atives that prioritise the interoperability of emerging and dual-use technologies 
in an effort to set the stage for a European vision of technological governance 
and innovation. In the wake of the latest transformations in the European 
security and defence architecture, following the 2016 European Defence Action 
Plan of the European Commission with the launch of the European Defence 
Fund, the focus is given to defence research and capacity building, as well as 
civil–military synergies. This part investigates how technological progress has 
been framed to be of strategic importance for the EU’s future military capacity 
and strategic autonomy. Antonio Calcara assesses the new patterns of authority 
and expertise in the case of emerging technologies, emphasising the defence 
research field as prompted by the EDA and the European Parliament’s Subcommit-
tee on Security and Defence. Daniel Fiott analyses the European Commission’s 
activity in framing and governing emerging security technologies in the context 
of its new crucial policy initiative, the European Defence Fund. In this regard, 
he highlights how the Commission has tried to balance civil, security and 
defence research when the EU is funding defence research projects. Bruno 
Oliveira Martins and Neven Ahmad examine the role of expertise in the EU’s 
security research policy, underlining especially the configured hybrid nature of 
partnerships that are neither strictly public, nor strictly private, with the central-
ity of technological expertise. The book goes on to examine the impact of new 
surveillance technologies in the EU. Samuel Longuet focuses on surveillance 
drones underlining dual-use practices and analysing the implications in France 
and in the UK of the similar ways to conduct military and civil missions and 
operations. Maximiliano Vila Seoane assesses the role of ‘market power’ in the 
European governance of cyber-surveillance technologies. The book further 
addresses the EU’s actorness through digital diplomacy activities and cyberspace 
initiatives. André Barrinha, inspired by Robert Cox, offers a critical reading of 
cybersecurity, questioning the meaning(s) of security embedded in the EU’s 
approach to cyberspace and the normative problems that arise therein. Delphine 
Deschaux-Dutard examines the EU policy and capability initiatives regarding 
cyber defence. Ilan Manor evaluates the potential and limitations of the digital 
diplomacy of the EEAS. The book goes on to question the influence of ‘technol-
ogisation’ in European border management. Clemens Binder explores intersections 
between imaginations and understandings of border security as well as the R&D 
process of border security technologies, arguing that in this process, security 



understandings are reproduced. The last part of the book highlights the tensions 
between security and ethics. Dagmar Rychnovská and Benjamin Farrand’s con-
tributions are interested in the side effects, new dilemmas and societal concerns 
raised by biotechnologies and how that shapes the EU governance of dual-use 
research. Inga Ulnicane analyses the governance of dual-use research in the EU 
by focusing on the main EU-funded neuroscience project and one of the large-scale 
international brain initiatives – the Human Brain Project. Chantal Lavallée and 
Raluca Csernatoni are investigating the design and governance of interlinked 
technologies like drones and artificial intelligence (AI) in the EU, stressing the 
European Commission’s leadership capacity in these sectors and the EU’s 
‘smart governance’ approach of the European emerging technologies field. Their 
approach is premised on the fact that technoscientific expert knowledge becomes 
particularly important in the case of cutting-edge technologies, by both estab-
lishing flexible, multi-stakeholder and marketable R&D initiatives, and by also 
putting in place ethically driven and regulatory governance mechanisms.

Finally, the book concludes with a critical assessment from Ciara Bracken-
Roche, who not only reflects and comments on the book’s contributions, but also 
opens the scope of the discussion to the rest of the world, notably comparing it 
with the North American context in order to identify potential convergences and 
divergences.
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1 The European Defence  
Agency and the Subcommittee  
on Security and Defence
A ‘discursive coalition’ for  
EU defence research

Antonio Calcara

Introduction

On 20 February 2019, the European Parliament (hereafter EP) and the Council 
approved the European Defence Fund (EDF). The Fund, proposed by the European 
Commission, will use the EU budget to finance cooperative defence research and 
to co-finance with member states the cooperative development of new military-
related technologies and equipment (European Commission 2017a). From 2017 
to 2020, the EDF has relied on the Preparatory Action on Defence Research 
(PADR) with a budget of €90 million and on the EU Defence Industrial Devel-
opment Programme (EDIDP), with a budget of €500 million.

This activism in the defence–industrial field has been characterised by a 
strong intervention of the European Commission in a sector that was supposed 
to be the exclusive domain of the intergovernmental method (Lavallée 2016; see 
Fiott’s Chapter 2). However, the Commission was not the only relevant actor in 
this context. The European Defence Agency (EDA)1 and the EP’s Subcommittee 
on Security and Defence (SEDE)2 have been present in the process that led to 
EU defence research since its inception. The scope of the chapter is to assess the 
role of EDA and SEDE in the policy process that has led to the institutionalisa-
tion of defence research at the EU level. Specifically, this analysis suggests that 
EDA and SEDE, notwithstanding their respectively intergovernmental and 
supranational status, have formed a ‘discursive coalition’ to promote the con-
tested institutionalisation of defence research and they have also developed 
important informal links to shape this policy process. Hence, the chapter aims to 
identify the main elements of this discourse and to test this argument on the 
recent developments in EU defence research.

The chapter makes three contributions. First, while there are several aca-
demic studies that have focused on the European Commission as a policy entre-
preneur in EU defence (Edler and James 2015; Haroche 2019), very few studies 
have investigated the EDA and SEDE. Specifically, while the scholarly works 
on the EDA have highlighted either its institutional features (Karampekios and 
Oikonomou 2015; Calcara 2017) or its relations with the European Commission 
(Fiott 2015; Oiknomous 2018), there are few works on its discursive activity 
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(Barrinha 2015). In the case of the EP, there are recent insightful analyses on its 
role in security and defence (Rosén and Raube 2018), but – to my knowledge – 
there are no specific studies on the SEDE. Second, the chapter uses a conceptual 
framework that draws on discursive institutionalism to underline the importance 
of ‘discursive coalitions’ in the EU defence field, contributing to an innovative 
research strand on the importance of discourse within EU defence institutions 
(Rayroux 2014; Barrinha 2015; Heinikoski 2017). Third, it helps our under-
standing of the policy process and the main actors involved in the EU governance 
of emerging security technologies (see the Introduction) and – through the 
explicit focus on the EDA and SEDE – naturally complements Fiott’s Chapter 2 
on the role of the European Commission in EU defence research. The chapter is 
structured as follows: first, it presents the theoretical framework and the 
methodo logical underpinning of the research. The second section highlights the 
EDA and SEDE discourse. The third section discusses the impact of this 
 ‘discursive coalition’ on EU defence research. The conclusion identifies some 
limitations of the study and assesses some policy implications.

Discursive institutionalism in EU defence
The EU defence field is a policy domain in which there are day-by-day complex 
interactions among member states and EU institutions. Indeed, formally, EU 
defence policy decisions are taken at the level of the Council. However, these 
decisions are made on the base of policy provisions, scenarios, assumptions and 
ideas determined by lower-level Brussels-based actors in the framework of the 
Common Security and Defence Policy (CSDP; Tomic 2013: 224). Some studies 
have already highlighted how the intergovernmental nature of EU defence has 
been fading by a gradual socialisation among civil servants, bureaucrats and 
European and national officials with a similar educational background and iden-
tity (Cross 2011; Howorth 2012; Calcara 2017). Moreover, as emphasised 
above, supranational institutions are also gradually assuming a major role in 
shaping EU defence initiatives (Haroche 2019). Members of EU institutions, 
committees, working groups and agencies, although receiving a set of 
 instructions from member states, are the ones who write the texts that are dis-
cussed by national decision makers. As noted by Tomic, these lower-level actors 
are the ones:

that have the fact power of controlling the discourse of the whole EU. They 
do this by materializing policies in the form of texts […]. While in the 
process the text and wording may change, the discourse is mostly preserved.

(Tomic 2013: 224)

Given these considerations, a discursive perspective has a great potential to 
investigate the Brussels-based institutional context. In this regard, discourse 
can be defined as ‘the space where intersubjective meaning is created, sus-
tained, transformed and accordingly, becomes constitutive of social reality’ 
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(Holzscheiter 2014: 145). Schmidt’s (2008, 2010) discursive institutionalism 
is a useful conceptual framework to address how European institutions produce 
 discourse in the defence domain. Briefly defined, discursive institutionalism 
deals with the substantive content of ideas and the interactive processes of 
 discursive and policy argumentation in institutional contexts. Hence, this 
approach is able to connect the role of discourse to specific institutional 
 settings, a crucial factor in the European security governance, in which there 
are multiple and overlapping institutions and centres of authority (see the 
Introduction).

Discursive institutionalism accounts for two types of discourse: coordina-
tive and communicative. The coordinative discourse ‘consists of the indi-
viduals and groups at the centre of policy construction who are involved in the 
creation, elaboration and justification of policy and programmatic ideas’ 
(Schmidt 2008: 310). In contrast, the communicative discourse occurs in the 
political sphere, where individuals and groups inform and persuade the public 
with regard to these ideas. Since in EU defence there is little public input, I 
investigate the coordinative discourse in policy creation prior to decision- 
making. Investigating the coordinative discourse among EU defence institutions 
permits us also to shed light on the role played by individual agents within dis-
cursive practices (Rayroux 2014: 387). Indeed, the coordinative discourse con-
cerns the policy actors (civil servants, bureaucrats, elected officials, experts), 
who elaborate a discourse on policy priorities. Moreover, these actors often 
join in discursive coalitions (Lehmbruch 2001), advocacy networks (Sabatier 
1998) or epistemic communities (Haas 1992), to help them to connect and to 
circulate ideas in the policy field. Discursive coalition is the most general way 
of conceiving such discursive communities and of analysing the ‘extra discur-
sive practices from which social constructs emerge and in which the groups of 
policy actors who construct the new social idea or narrative’ (Schmidt 2010: 14). 
Hence, the chapter aims to identify the coordinative discourse of the EDA and 
the SEDE in promoting defence research at the EU level, with particular atten-
tion to the role of individuals connected as the basis of a shared policy 
enterprise.

Discursive institutionalism has also specific methodological implications. 
In order to identify the discourse of EDA and SEDE, I examine official 
releases, research reports, strategy statements and political speeches produced 
by the two institutions. The analysis takes into consideration the period from 
2004 (the year in which both EDA and SEDE were institutionalised) to 2018. 
In order to discover the internal logic of the discourse, I look for ‘points of 
legitimation’ in texts, meaning those claims that seem ‘evident, natural and 
indisputable’ and that serve to build a consistent discourse (Hansen and 
Sørensen 2005: 101). In addition, I collect media reports using the Factiva 
database for the period 2004–2017 and examined the proceedings of the 
 European Parliament in the last three legislative mandates (2004–2009, 2009–2014, 
2014–2018). I also conducted five semi-structured interviews with EDA and 
SEDE’s members in Brussels.
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The economic rationale

Market forces, globalisation and  

transatlantic competition

Arms market globalisation is presented as the main reason why it is impossible 
to sustain national defence–industrial policies. In this regard, the essential 
premise of the EDA’s discourse is that the arms market is moving towards a 
progressive privatisation and liberalisation. In the European Defence Agency’s 
‘An Initial Long-Term Vision for European Defence Capability and Capacity 
Needs’ (LTV), armaments globalisation is depicted as ‘an irreversible trend’ 
(EDA 2006: 8), which will produce ‘winners and losers, as between countries 
and regions’ (EDA 2006: 11). This trend towards globalisation will force 
European producers towards intra-regional collaboration, if they want to main-
tain their competitiveness in the market. The Agency’s officials stressed that: 
‘we recognise that a point has now be reached when we need fundamental 
change in how we manage the “business aspects” of defence in Europe – and 
that time is not on our side’ (EDA 2007: 1). Moreover, the EDA points out 
that:

We cannot continue routinely to determine our equipment requirements on 
separate national bases […]. This approach is no longer economically 
 sustainable – and in a world of multinational operations, it is operationally 
unacceptable, too.

(EDA 2007: 1)

In other words, the Agency is developing a discourse that totally accepts the pre-
mises of the neoliberal narrative, for which defence firms will ‘naturally’ follow 
the laws of the market and will become more oriented to the global market 
(Oikonomou 2012). As highlighted by Barrinha (2010), the defence market has 
been subjected to a process of ‘normalisation’, similar to the neoliberal market 
dynamics that predominate in other areas of the international economy. As 
stated in the LTV:

Government has a very special relationship with the defence industry […]. 
But less and less does it remain owner; and, as defence companies move 
progressively from government to private ownership, and as shareholder 
funds become increasingly prominent in the control of companies, so one 
may expect the normal3 laws of a globalised economy to apply; capital will 
migrate to optimise returns.

(EDA 2006: 31)

This deterministic vision of the future of arms production is also shared by indi-
vidual EDA’s officials. Nick Witney, the EDA’s first chief executive, recog-
nised: ‘it is no longer good enough to think just in terms of the national defence 
and industrial base’; but ‘we […] all start to think about the European industrial 
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base as an entity in its own right’ (quoted in Barrinha 2010: 15). Similarly, in an 
article for RUSI Defence Systems, the former EDA’s Industry and Market 
 director argues that ‘more interdependence is less an issue of choice than of 
necessity […] all recognise that self-sufficiency is no longer an option in 
defence. Competitive industries can no longer survive within national borders’ 
(Hammarström 2008: 90). Moreover, the EDA’s discourse has been also closely 
linked with the perceived increasing transatlantic competition in the defence–
industrial sector. In this regard, the EDA’s LTV highlighted that ‘un-arrested, 
the trends point towards a steady contraction of the European defence industry 
into niche producers working increasingly for US primes’ (EDA 2006: 31). This 
argument was also repeatedly pointed out by Domecq, the current EDA’s chief 
executive: ‘if we do not take action, the EU defence and technological industrial 
base will wane and we risk becoming a continent of subcontractors. This will 
cost us dearly’ (2015: 2). Moreover, the EDA constantly warns of the lack of 
reciprocity between US and EU defence–industrial bases, especially for what 
concerns access to advanced technologies, arms exports and rules governing 
investments and property rights. According the EDA:

We recognise that the problem of accessing the US defence market, and of 
establishing balancing technology exchange across the Atlantic, make it 
natural and necessary for Europeans to cooperate more closely to ensure the 
future of their own DTIB.

(EDA 2007: 2)

A similar discourse is promoted by SEDE members. In 2011, the Lisek Report 
highlighted the fact that defence industry cannot be sustainable on a national 
basis and ‘deplores the fact that, while a certain level of concentration has 
been achieved in the European aerospace industries, the land and naval equip-
ment sectors are still overwhelming fragmented along national lines’ (Lisek 
2011: 11). SEDE has also been particularly active in showing the potential 
economic benefits of defence–industrial cooperation. Through a series of 
studies promoted by the Parliamentary Research Service on the ‘Cost of  Non- 
Europe in Defence’ (Küchle 2006; Ballester 2013) and on ‘The Impact of the 
Financial Crisis on European Defence’ (Mölling and Brune 2011), SEDE has 
repeatedly pointed out the waste of financial resources on duplicative military 
capabilities. These studies have been important in shaping the SEDE parlia-
mentary activity. As emphasised by Schlomach, the parliamentary  assistant of 
Gahler (EPP), the study on ‘The Impact of the Financial Crisis on European 
Defence’, produced by the Stiftung Wissenshaft und Politik (SWP), served as 
the basis for the Lisek Report (Schlomach 2014: 57). At the same time, the 
series of studies on the ‘Cost of Non-Europe’ attracted considerable public 
attention and they are repeatedly quoted in the European Parliament’s reso-
lutions on defence.

As regards transatlantic competition, the lack of reciprocity between the USA 
and the EU and the need to protect the European market is also the basis of 
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many of the SEDE’s studies. In a recent report, this discourse takes a more 
 dramatic tone:

European defence research is coming close to an agonising point of no 
return. Its death is a silent one […]. Should the trend not be reversed soon, 
in fifteen years, European will be no more than a mere customer of the US 
defence industry.

(Mauro and Thoma 2016: 71)

These considerations are mostly shared by the MEPs of SEDE. The Lisek 
Report denounced ‘a continuing disproportionate reliance on the US in defence 
matters’ (2011: 4). Similarly, in their report on the topic, Mauro and Santopinto 
are very critical of the US defence–industrial policy mentioning that:

In the face of the Buy American Act, which limits European companies’ 
ability to export to the United States, it would be legitimate, against a backdrop 
of the US putting its own interests above all else, for Europe to do the same. […] 
For which reasons should we have a level playing field with pure and 
perfect competition between European countries, but protectionist asym-
metries in the transatlantic defence trade for the sole benefit of the US?

(Mauro and Santopinto 2017: 35)

The proposal for an explicit ‘buy-European preference’ is exemplified in the 
Danjean Report:

European national defence procurement agencies to take concrete steps, 
with the support of the EDA, towards making more European purchases, 
namely by sign up to a voluntary Code of Conduct that would introduce the 
principle of ‘European preference’ in some areas of defence equipment.

(Danjean 2010: 15)

Therefore, we understand that the European competition with US defence indus-
try has been one of the constant features of the EDA and SEDE discourse. Fol-
lowing this discourse, the only way to address the lack of reciprocity between 
the USA and EU is to consolidate an integrated European defence market and to 
introduce a buy European preference in defence procurement.

Defence budget cuts
Defence budget cuts have been used by EDA and SEDE as a powerful discursive 
tool to promote EU defence–industrial cooperation. SEDE has constantly warned 
about EU member states’ shrinking defence budgets. The Lisek Report highlights:

the culmination of a trend in recent years of cuts in the defence budgets of 
the majority of EU member states in the wake of the financial crisis, and the 
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potential negative impact of these measures on their military capabilities 
[… and] warns that uncoordinated defence cuts could result in the complete 
loss of certain military capabilities in Europe.

(Lisek Report 2011: 4)

Similarly, the Gomes Report emphasises the fact that the ‘cutting of defence 
budgets is weakening the defence potential of EU member states and the EU, 
and leaves a question mark over the levels of preparedness to ensure national 
and European security’ (2015: 4). According to the majority of the SEDE’s 
members, the problem of shrinking defence budgets is also exacerbated by the 
duplication of European military equipment. As highlighted in the Lisek Report, 
the main problem resides in

the way in which most of these funds are spent, based on uncoordinated 
national defence planning decisions, which results not only in persistent 
capability gaps, but often also in wasteful over-capacities and duplications, 
as well as fragmented industry and markets.

(Lisek 2011: 5)

In this regard, SEDE’s members have repeatedly quoted the EP’s studies on 
‘The Cost of Non-Europe in Defence’, as envisaged in the Paet Report (2016: 5) 
or in the Gahler and González Pons Report (2017: 5). According to the discourse 
promoted by the SEDE, the long-term effects of defence budget cuts could be 
even worse.

For instance, a SEDE’s commissioned study emphasised the fact that the 
‘period of austerity may last for up to two decades until 2030. The exact time-
frame depends i.a. on the fiscal discipline Member States show in consolidating 
public spending’ (Mölling and Brune 2011: 11). Given these considerations, the 
only way to cope with a long period of austerity is to spend better at the EU 
level. In this regard, defence budget cuts from a negative element could turn into 
an opportunity. As emphasised in the Gomes Report ‘the current budgetary con-
straints in EU member states should represent an opportunity for more and better 
cooperation in the field of defence equipment acquisitions’ (2015: 7). Similarly, 
the Paet Report highlights ‘the challenges which financial constraints represent 
to national budgets are at the same time accompanied by opportunities for pro-
gress arising from the evident need for closer cooperation between member 
states in defence matters’ (Paet 2016: 8).

The EDA has developed a very similar discourse. Domecq, in his audition in 
front of the SEDE, argued that:

let us be honest, in times of austerity it is politically difficult for member 
states to commit to an increase of defence spending […] if the increase in 
defence budgets is only devoted to solve short-term requirements and to fill 
urgent gaps […] we will harm out own future interests.

(Domecq 2015: 6)
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Member states’ shrinking defence budgets, according to the Agency’s discourse, 
can only be addressed through cooperation at the EU level. It is worth highlight-
ing that in 2006, before the European financial crisis, the LTV emphasised 
already the

need to increase the proportion of defence budgets going on investment – 
which implies the need to reduce operating costs. A significant part of these, 
of course, can be the costs of deployments – which, if met from defence 
budgets, are particularly damaging to coherent capability development.

(EDA 2006: 29)

It is therefore interesting to note that the Agency’s discourse was very consistent 
from the beginning, specifying how an apparently negative element, such as the 
reduction of defence budgets, could be also interpreted as a good opportunity for 
a better allocation of resources at the European level.

The security rationale

The economic rationale to promote EU defence–industrial cooperation has been 
accompanied by a parallel assessment of the risks and threats to the European 
security architecture. In this regard, EU defence–industrial cooperation is pre-
sented as a non-politicised issue, in order to ensure Europe’s peace and stability 
(Barrinha 2015). In particular, as also noted by Heinikoski (2017: 40), a peculiar 
aspect in European debates is that the threats are not specified, but it is assumed 
that there is a mutual understanding of the existence of such threats. In this 
regard, the LTV strategically speaks about ‘unknown threats’, in which there are 
an increasing erosion of the ‘distinction between what is regarded as the prov-
ince of defence and what of security’ (EDA 2006: 7).

The EDA’s discourse argues that it is difficult to identify which threats the 
EU will have to face. Such unpredictability justifies the creation of common 
capabilities and trusting that the EDA knows how to tackle such threats. For 
instance, the former EDA’s chief executive, Claude-France Arnould stated that 
‘I don’t think it’s possible to collectively define exactly what sorts of conflicts 
we will face, but I do think we can define the capabilities we will need’ 
(Arnould 2012: 11). In the last few years, the terrorist threat has been crucial to 
promoting this discourse. As clearly expressed by the EDA’s Chief Executive 
Domecq, one week after the November 2015 terrorist attacks in Brussels:

Last week, Brussels has been in lockdown and under the highest possible 
security alert, meaning clear and present danger. This was also a first for 
Belgium. The point I would like to make: Do we really need events like 
Paris as a wake-up call? Do we really need to face imminent threats at home 
before we act and proceed in further European defence integration? I sin-
cerely hope not.

(Domecq 2015)
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The SEDE has also developed a similar discourse. The Ehler Report pointed 
out that:

internal and external security are increasingly intertwined [… and that] as 
present day crises and security threats can rarely be considered as being 
purely military or civilian [… so] effective responses need to be able to 
draw on both capabilities.

(Ehler 2010: 4)

Similarly, the MEP Gualtieri, considers in his report:

that it has become increasingly clear in modern times, and especially after 
9/11, that many transnational threats such as terrorism, proliferation of 
weapons of mass destruction, organised crime, cybercrime, drugs and traf-
ficking in human beings cannot be addressed without coordinated action.

(Gualtieri 2012: 14)

Furthermore, the discourse promoted by SEDE also emphasises the difficulty in 
identifying the threats of the future. In the Klunhe Report in 2004, the MEP 
pointed out that the ‘concept of security is continually changing and will change 
rapidly in the coming years. It is difficult to foresee the future evolution of threats’ 
(Klunhe 2004: 13). The need to respond collectively to these unpredictable threats 
is well expressed by the Lisek Report, which emphasised that an ‘increasingly 
complex and unpredictable security environment urges all EU member states to 
cooperate more closely and coordinate action against the common threats’ (2011: 4). 
Similarly, the resolution on ‘European Defence Union’, drafted by the SEDE, 
emphasised that ‘in recent years the security situation in and around Europe has 
worsened significantly, due to challenges like terrorism, hybrid threats or cyber 
and energy insecurity, that no country is able to tackle alone’ (Lisek 2011: 4). 
However, this is not a homogeneous discourse within the SEDE. For instance, the 
discourse on ‘unknown transnational threats’ to be tackled collectively by the EU 
has been consistently criticised by the leftist forces of SEDE. The Confederal 
Group of the European United Left/Nordic Green Left (GUE/NGL) noted how 
SEDE’s activities do ‘not at least separate civil and military action instead pushed 
for greater and faster steps to be taken’ (quoted in Klunhe 2004: 21).

Case study: EU defence research

Until now, I showed how the EDA and SEDE have developed a very similar dis-
course based on an economic and security rationale to spur defence–industrial 
cooperation. In this section, I investigate the impact of this discourse on the 
policy process that has led to the institutionalisation of EU defence research.

Dual-use civilian–military research

Funding instruments for the 2014–2020 EU budget (European Security Research 
Programme) provided support to companies involved in the development of 
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dual-use technologies, namely, to those products, services and technologies that 
may have both a civilian and military application (see the Introduction).

The complementarity between civilian and military research has been 
important in the discourse promoted by the EDA. The starting point of this dis-
course has been recognition of the increasingly dual nature of technology and 
the significant potential that exists between the two fields. As highlighted by the 
former EDA’s chief executive, Arnould:

Europe still suffers from legal and psychological barriers between civilian 
and military research – barriers that our competitors do not have. […] If we 
want the civilian and defence worlds to effectively cross-feed each other, 
then it is necessary to proceed with the de-segmentation of civil and 
military research. By allowing funding to flow from one side to the other, 
major spin-offs between defence and civil research could be achieved.

(Arnould 2015: 1)

The EDA’s support for dual-use technologies is not surprising. As previously 
noted by Barrinha,

the close connection between civilian and military activities has important 
consequences in terms of the work the EDA is supposed to do in the 
defence field; in effect, not only EDA’s activities go beyond the military 
sphere, as its aim, its raison d’être, seems to largely – and officially – surpass 
the field.

(Barrinha 2015: 39)

In other words, the EU funding schemes allow the Agency to strengthen its posi-
tion within the EU defence institutional landscape.

The SEDE has also been one of the main sponsors of this policy process at 
the EU level. The Ehler Report prepared the ground for establishing EU funded 
civilian–military research. This report emphasised the need to ‘coordinate and 
stimulate investment in dual-use technologies and capabilities, so as to quickly 
close capability gaps whilst avoiding unnecessary duplication, creating syner-
gies and supporting standardization’ (Ehler 2010: 10). In the following Lisek 
Report, the call for EU investments on dual-use technologies was presented as 
crucial ‘to stimulate European collaborative research and help bring together 
dispersed national fund’ (2011: 10). Moreover, EU-funded dual-use technolo-
gies would benefit the broader European economy, given that ‘just as the results 
of civilian research often have defence applications from defence research 
 frequently benefit the whole of society; recalls in particular the examples of 
internet and GPS’ (Lisek 2011: 10). Within SEDE, this position was supported 
by a majority of the three largest groups in the Parliament (EPP; S&D; ALDE). 
The strongest opposition to this idea came from the Greens, as they were not 
interested in using EU funds to finance tasks they deemed to fall under the remit 
of the member states (Schlomach 2014: 69).
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The Pilot Project

In July 2013, the European Commission (2013: 5) expressed its intention to 
launch a Preparatory Action on CSDP-related research, aimed at financing 
defence-related projects with EU funds. At the end of the same year, the European 
Council (2013: 9) announced the future setting up of a Preparatory Action on 
CSDP as part of a broader effort to ensure long-term defence–industrial com-
petitiveness. However, this process stalled at the institutional level, mainly due 
to the concern of some member states and the Barroso Commission’s lack of 
appetite on this topic (James 2018: 29–30).

To overcome this stalemate, surprisingly, it was the EP, and specifically the 
SEDE, that drove this policy process. Indeed, after the successful motion of the 
MEP Gahler (2013), the SEDE proposed in autumn 2014 to fund a Pilot Project 
on CSDP research from the EU’s 2015 budget. This agreement, worth a total of 
€1.4 million, was signed to develop three research projects on unmanned hetero-
geneous swarm of sensor platforms (Euroswarm), inside building awareness 
(Spider) and standardisation of a detector and avoid system for remotely piloted 
aircraft system (TRAWA) (EDA 2016a). The Pilot Project marked an important 
step in the EU defence panorama, because it was the first time that the EU, 
through its own budget, directly funded defence-related research.

The main promoter of the Pilot Project was the German MEP Gahler, chair-
man of the SEDE, who wrote the amendment and used the new EP budgetary 
powers to include funding for the Pilot Project into the EU budget (James 2018: 34). 
As Gahler emphasised

In 2014, MEPs initiated an EU budget line for the first time with the pilot 
project on CSDP-related defence research […]. The Pilot Project will be the 
litmus tests whether the Parliament and the Council will be ready to embark 
on further defence research activities.

(EDA 2016a: 27)

Moreover, in an article published in 2016, Gahler clarified that ‘I lead a group of 
MEPs […] that turned words into deeds and launched a pilot project on CSDP 
related research […] this Pilot Project was necessary because of delaying tactics 
within the Commission in early 2014’ (2016: 53).

At this point, it is not surprising that EDA has actively supported the Pilot 
Project. Indeed, this was a chance for EDA to show that it could manage EU 
defence research funding successfully (Oikonomou 2018: 267). Furthermore, 
before the decisive initiative of SEDE, the EDA also helped to promote the dis-
cussion on EU defence research. In April 2010, Defence Ministries in the EDA’s 
Steering Board discussed a ‘Food for Thought’ (FFT) paper prepared by EDA 
officials. The FFT recognised the need for a political decision on defence 
research and suggested a Preparatory Action, as part of the 7th Framework 
 Programme for 2011–2013 in which the EDA envisaged it would have played a 
role in managing defence research programmes (James 2018: 28). The Pilot 
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Project promoted by the European Parliament paved the way for the 2017 Pre-
paratory Action on defence research and for the following European Defence 
Research Programme (EDRP) in the next Multi-Annual Financial Framework. 
The EDA was the first beneficiary of this process, because it has been selected 
as the internal forum that has to coordinate all these research activities. In the 
context of the PADR Delegation agreement, the Agency agreed to manage and 
implement the Action on behalf of the Commission. The European Commission 
justified this choice for the EDA’s

knowledge and its recognised experience in the organisation and manage-
ment of research projects and programmes in the area of defence, its unique 
role in the EU and its experience form the implementation of the Pilot 
Project in Defence Research in 2015 and 2016.

(European Commission 2017b: 4)

The ‘discursive coalition’ in action

EDA and SEDE’s members have been very active in promoting the institutionali-
sation of EU defence research. In 2004, the European Commission established a 
‘Group of Personalities on Security Research’, which comprised senior figures 
from European politics, industry and EU institutions. In this group, the EP was 
represented by four members: McNally, an S&D member, Plooig-Van Gorsel, a 
Dutch member of the Liberals, Rovsing and von Wogau. The last two members 
have significantly shaped the institutionalisation of EU defence research, given 
also their strong links with the defence industry’s lobbying in Brussels. Rovsing 
owns a company that delivers systems for complete satellite or satellite subsys-
tems testing and, in its parliamentary experience, has promoted the idea of 
financing security and defence research activities with European funds. His 
company also benefited from the funds for the European satellite system, Galileo 
(Jensen 2007). Von Wogau has always been a staunch supporter of EU defence 
policy, especially as a political trait d’union and between the French and 
German political and industrial establishments (Edler and James 2015: 1261). 
Indeed, some studies have noted a decisive influence of the Kangaroo Group – 
Free Movement and Security, which brings together MEPs, business people and 
academics on EU defence research (Edler and James 2015; Oikonomou 2018). 
In early 2000s, the Kangaroo Group established a Working Group on European 
Security and Defence and Kangaroo Group’s MEPs tabled a number of questions 
and resolution in the EP regarding the necessary EU funding for defence research. 
For instance, as highlighted by Edler and James (2015: 1258), the British MEP 
Titley was an active member of the Kangaroo Group’s working group and he 
tabled questions in the EP on defence research. He also drafted the ‘European 
Defence and Security Policy: The Challenges for Government and Industry’, a 
paper for the Kangaroo Group, which emphasised the need for better European 
coordination in defence research and in the joint development of emerging 
security technologies. In 2002, the MEP Brok, also a member of the Kangaroo 
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Group, tabled a similar motion for a resolution on the need to finance research 
on new security and defence technologies (Brok 2002). Von Wogau was the first 
chairman of SEDE and in that period he was also a president of the Kangaroo 
Group. Oikonomou (2018: 273) has highlighted that the report on the basis of 
which the Parliament legitimised its pro-Pilot Project, pro-Preparatory Action 
and pro-EDRP stance was co-authored by Gahler and by another member of the 
Kangaroo Group (together with assistant – sherpa – of Fraunhofer – Gessellschaft). 
In this regard, it is also interesting to note that some of the most active members 
of SEDE on defence research are also part of the Kangaroo Group, such as 
Gahler (President), Mircea Pascu (Vice-Chairman) and Ana Gomes. Even 
Frédréric Mauro, lawyer and author of the EP’s report on ‘The Future of 
Defence Research’ is a member of the Kangaroo Group, while von Wogau 
remains the Secretary-General of the group.4

Since its institutionalisation in the European framework in 2004, EDA offi-
cials have also been an integral part of the process leading to EU funding for 
defence research. In 2004, within the first ‘Group of Personalities on Security 
Research’, the Agency was represented by the Head of the EDA, Solana. EDA’s 
members were also present in two key expert groups set up by the Commission 
driving the maturation phase of the European Security Research Programme 
(ESRP): the European Security Research Advisory Board (ESRAB) and the 
European Security Research and Innovation Forum (ESRIF). In the ESRAB, a 
group that had the goal to draw the strategic lines for EU defence research and 
to advise on the Seventh Framework Programme for Research and Technology 
development (FP7), the Agency was represented by Bertrand de Cordoue, 
former EDA’s R&T director and now public affairs director of Airbus. In the 
ESRIF, a group aimed to developing a strategy for civil-security research, 
Ultimia Madaleno, EDA’s Deputy R&T Director, chaired the Working Group 7 
on Situation awareness and the role of Space.

It is particularly interesting to note that the contacts between EDA and 
SEDE members have intensified in recent years, in conjunction with the accel-
eration of the policy process on defence research and the launch of the Pilot 
Project and the Preparatory Action. In 2016, the Commissioner for Internal 
Market, Industry, Entrepreneurship and SMEs set up a new Group of Personalities 
(GoP) composed of politicians, academics, think-tankers and defence company 
CEOs. Both EDA and SEDE members were represented in the GoP. The EDA 
was represented by its chief executive Domecq and by its former chief execu-
tive Witney. SEDE was represented by the chairman of the subcommittee 
Gahler. During the signing of the Pilot Project, the EDA chief executive 
thanked:

German MEP Michael Gahler and other members of the European Parlia-
ment’s SEDE committee whose relentless efforts back in 2014 resulted in 
the EP funding for an EU Pilot Project in the field of defence research for 
the first time ever.

(EDA 2016a)



36  Antonio Calcara

Similarly, in a speech at the SEDE plenary session, Roger (2017: 3–4) – director 
of the EDA European and Synergies Innovations (ESI) department – declared: ‘I 
must, first of all thank very warmly the SEDE subcommittee and its members at 
the origin of the Pilot Project. This Pilot Project was a great idea!’ On 20 
November 2016, a delegation from SEDE, led by the chair Fotyga, held discus-
sion with EDA’s chief executive. During a visit at the EDA’s headquarters, 
Fotyga commented:

I think I speak for all our members when I say that we are impressed with 
the work the EDA has done on the development of the EU member states 
security and defence capabilities. This is particularly important in a time of 
challenges for global security.

(EDA 2016b)

In working to enhance the relationship between the EDA and the SEDE, 
Domecq said:

I believe that regular EDA participation at the SEDE meetings, as well as visits 
of members of the SEDE Subcommittee to EDA, will improve transparency 
and information-exchange on EDA activities, at a time when European Par-
liament support in defence matters is key.

(EDA 2016b)

Conclusions

This chapter has focused on the role of EDA, an intergovernmental agency and 
SEDE, a EP subcommittee, in the policy process that has led to the institutionali 
sation of EU defence research. The empirical analysis shows that both institu-
tions have developed a converging discourse, based on clearly observable core 
features and on two points of legitimation: first, EU defence–industrial 
cooperation is needed for an economic rationale. The globalisation of the arms 
market, the competition with US military companies and member states’ shrink-
ing defence budgets are framed as ‘challenges that need to be addressed collec-
tively’. Second, the European cooperation is essential to face ‘unknown’ and 
‘unforeseen’ threats and future transnational challenges. Hence, defence–industrial 
cooperation is not a political choice, but an indispensable necessity to ensure 
Europe’s wealth and stability. Moreover, this chapter showed how some specific 
members of EDA and SEDE have been the promoters of this discourse and how 
they have strongly contributed to expert groups to push towards the institutional-
isation of EU defence research. Contacts between EDA and SEDE members 
have also intensified over the past few years, coinciding with the launch of the 
Pilot Project and the Preparatory Action.

However, any attempt to draw on EDA and SEDE’s discourse to make broader 
generalisations should be taken with a pinch of salt. First, the discourse analysis 
on EDA and SEDE member’s involvement in this process should be integrated 
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with a parallel study on the role of the European Commission in the defence–
industrial sector (Fiott’s Chapter 2). Second, the chapter has shown a substantial 
political convergence by the largest European parties (Christian-democrats, 
Socialists and Liberals) on the need to promote and fund EU defence research. 
However, the political conditions could also change in the short-term, for 
instance, through a greater role of the Greens, traditionally against EU defence 
itself, in the new European parliament’s legislature (2019–2024).

Finally, this analysis opens up two further avenues for research. First, I show 
that there is a tension, in the discourse promoted by EDA and SEDE, between 
the desire to liberalise the defence market and the need to introduce protectionist 
arrangements to avoid excessive penetration of non-European companies in the 
EU market. More research is therefore needed to unpack the delicate balance 
between liberalisation and protectionism in the EU defence–industrial field. 
Second, it would be interesting to investigate the current institutional turf-battles 
in this sector. For instance, while the EDA has been at the centre of EU defence 
research from the beginning, recent analyses suggests that the European Com-
mission is trying to marginalise its role in the management of EU defence–
industrial projects (Haroche 2019: 11). Moreover, the recent decisions to create 
a DG on Defence and Space, closely connected with the wider EU industrial 
policy, may be seen as a further proof of the Commission political will to 
progressively marginalise the role of the intergovernmental EDA.

Notes

1 The EDA is an intergovernmental agency established in 2004.
2 The SEDE was created in 2004 to assist the Committee on Foreign Affairs (AFET) on 

security and defence issues.
3 Emphasis added.
4 This data is freely available at: www.kangaroogroup.de/who-we-are/.
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2 Financing rhetoric?

The European Defence Fund  
and dual-use technologies

Daniel Fiott1

Introduction

In 2016, the European Commission announced that it would create a European 
Defence Fund (EDF) in order to support the European defence industry. After 
decades of capability fragmentation and duplication, plus the growing competi-
tion in European and international markets, the Commission stated that the Fund 
would be a way to boost the competitiveness of Europe’s defence industry by 
investing a portion of the EU budget into defence research projects and capabil-
ity development programmes. The Commission has asked for a total of €13 
billion for such investments over a seven-year period from 2021–2027. The 
Fund was positively received by large parts of industry and the think-tank/academic 
community with many analysts calling it a ‘game changer’ for the way it breaks 
the taboo of EU funding for defence projects and the potential it has for reinvig-
orating defence cooperation between member states, research institutes and 
defence firms in Europe (Fiott and Bellais 2016; Ianakiev 2019; Haroche 2019).

However, after three years, the excitement surrounding its creation has sub-
sided somewhat. It is therefore time to reflect on the practical implications that 
the Fund will have on the European defence market and for EU policy-making 
in defence. While there is still need for final agreement on the funding line for 
the Fund, it is worth thinking through how the EDF can make a difference in a 
rapidly shifting defence market and geopolitical landscape. In particular, the cre-
ation of this fund raises questions about the governance of EU security and 
defence as it takes the field from a largely intergovernmentally controlled policy 
domain to one with more supranational or communitarian involvement with the 
Commission. Furthermore, the EDF reveals an intriguing aspect of dual-use 
theory and practice, namely, that the European Commission insists on focusing 
the Fund purely on the ‘defence’ sector, even though the defence sector pro-
duces and integrates dual-use technologies and increasingly relies on civil sector 
innovation and technologies.

With reference to the development of disruptive technologies, this chapter 
asks how the European Commission intends to balance the defence, security and 
civil sectors under the EDF. In particular, the chapter enquires whether it is pos-
sible to maintain a strict division between civil, security and defence markets 
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and how investments in defence research and capability programmes could 
incorporate dual-use technologies (see Chapter 3 by Bruno Oliveira Martins and 
Neven Ahmad and Chapter 10 by Dagmar Rychnovská). At the conceptual heart 
of the chapter is a focus on ‘governance’ and the way that various actors (state 
or otherwise) and interests intersect to inform ideas about what the EDF should 
focus on from a research and capability perspective. It is clear that while the EDF 
is largely seen as a communitarian tool, the range of policy actors involved is vast: 
industry, research institutes, civil society, experts (see Chapter 3 by Martins and 
Ahmad) and other EU institutions such as the EDA and/or the European Parlia-
ment’s ITRE, AFET and SEDE committees (see Chapter 1 by Calcara).

More specifically on governance, this chapter is not interested in the typical 
policy process that begins with a policy problem, enacts a policy response and 
then leads to continuous evaluation or scrutiny (Knill and Tosun 2012). Instead, 
the chapter draws on the ‘governance’ literature to show how the European 
Commission has effectively branched into the defence domain with the EDF in 
addition to the competences it has claimed in security research. From this con-
ceptual perspective, the chapter also highlights the theoretical limitations of 
existing work on European governance and remarks on a potential future 
research agenda. Before this conceptual debate, however, the chapter first looks 
at the ways in which the defence market is evolving based on an analysis of the 
defence economics literature. It then turns to how the European Commission 
understands ‘disruptive technologies’ before discussing how the EU has dealt 
with the management of dual-use technologies so far, and how future EU invest-
ments in defence may affect the overall governance of EU security and defence.

A shifting market for and approach to innovation
The global defence sector has been undergoing change for a number of decades 
and the ways in which governments manage the costs of defence have altered 
over time too. Back in 1984, the then US Army Under-Secretary Norman 
Augustine predicted that government budgets would not be able to keep pace 
with the rapid development of technology. Augustine predicted that defence 
budgets would be able to procure lower volumes of units of aircrafts because of 
the costs associated with sophisticated technologies such as on-board sensors, 
stealth technologies, precision-targeting systems, enhanced aerodynamics and 
more. As Augustine half-jokingly quipped,

[i]n the year 2054, the entire defen[c]e budget will purchase just one air-
craft. This aircraft will have to be shared by the Air Force and Navy 3½ 
days each per week except for a leap year, when it will be made available to 
the Marines for the extra day.

(Augustine 1984: 48)

Readers can be the judge of how successful Augustine’s prediction was: today, the 
US air force and navy are moving to a single aircraft (albeit with three variants) 
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in the form of the F35 Lightening II fighter aircraft. This weapons programme is 
also likely to be the most expensive in history at $1 trillion over a 60-year period 
(US Government Accountability Office 2019).

Augustine’s analysis of the increasing costs of defence in the USA has been 
empirically tested by defence economists. In particular, the work of Kirkpatrick 
(2004, 1995) has shown that – even when adjusted for inflation – the unit costs 
of weapon systems and equipment is on the rise because of their technological 
sophistication and because of the competitive development of defence systems 
between rivals and adversaries. What is more, it has been identified that even if 
generations of weapons systems share certain technologies, each generation 
nevertheless involves greater costs because of available technology, industrial 
production and the sophistication of military aims and equipment utility. Such a 
theory has been refined by other defence economists. For example, Bellais 
(2013) claims that the defence sector is heading towards a technology plateau 
where it will be extremely costly and counter-productive to rely solely on the 
defence sector for technological innovation. For such economists, relying on a 
technology-driven defence industry will ultimately lead to serious limitations in 
defence innovation.

Indeed, they argue that whereas the twentieth century was replete with new 
technological developments such as the tank, fighter aircraft and PGMs, today 
there is a limit or plateau to systems that can truly be classed as being ‘disrup-
tive’ (see the Introduction). In fact, what is evident is that while there are certainly 
areas of continuity between defence systems in terms of design and technology, 
the room for real innovation appears to be plateauing – although this may 
change with the rise of Artificial Intelligence (AI) and bio/nano-technologies. 
For example, we tend to think of drones as an innovative or disruptive techno-
logy but most engineering and aerodynamic advances in this area have derived 
from past aeronautical R&D and development programmes. Accordingly, if 
defence firms are simply transferring and improving technological applications 
between generations of systems then increasing amounts of investment into 
defence R&D is unlikely to yield huge leaps forward in technology. It would be 
better, the argument goes, to harness the innovative power of civil R&D too (see 
the Introduction to this volume).

By way of an example, the US Department of Defence each year lists the Top 
100 contractors it does business with. Out of the 100 firms listed for 2017, 
approximately 40 per cent can be classified as firms that make the bulk of their 
profits from defence-related business – the remaining 60 per cent focus on 
sectors such as health care, logistics and technology development in the com-
mercial sector as well as defence markets (Federal Procurement Data System 
2017). To give a more specific example, in 2017, the technology and communi-
cations firm Verizon ranked 64 out of the 100 contractors based on the overall 
value of DoD contracts – in the case of Verizon contracts stood at $427 million 
(compared to $48 billion to Lockheed Martin). Verizon is a commercial firm 
that principally sells telecommunications technologies worldwide, but it also 
sells its commercially developed products to the US military including digital 
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streaming apps for personnel, switched line digital phone networks and data 
storage and networks. Other, more obvious, defence contractors such as SAIC 
(listed the 17th highest contractor) is also using augmented and virtual reality 
technologies and machine learning capabilities for its work to support the US 
national intelligence and military communities (SAIC 2019).

Of course, such an argument should not be read as a case against government 
investment into defence R&D. Instead, the point is for governments to stimulate 
a broader innovation environment that can develop defence-specific technolo-
gies. In the EU, meagre levels of government investment in defence R&D have 
contributed to the erosion of the EU’s defence innovation potential, even if the 
EDF is designed to help reverse this trend. Although defence spending as a 
whole has been on the increase in the EU since 2013, this has not been reflected 
in the levels of investment in defence R&D spending. European Defence 
Agency (EDA) data for the period 2005 to 2017 shows us that while there was 
an overall increase in defence spending of €15 billion between 2013 and 2016, 
defence R&D investment remained static at around €8 billion during the same 
period (2018: 4, 10). Normally, in times of economic downturn, overall defence 
expenditure is decreased as a share of overall government spending, but within 
the defence budget innovation usually takes the biggest hit to investment and it 
can take a prolonged period of time to recover from periods of under-investment. 
For the EU, therefore, the challenge is not only unlocking the potential for civil-
security-defence innovation but also ensuring healthy levels of investment across 
the board.

Unlocking this potential is not easy because many commercial firms are sus-
picious of defence contracts and they fear that Intellectual Property Rights 
(IPRs) may be lost (more on this later). Additionally, and as highlighted in many 
chapters in this book, the greater convergence between the civil and defence 
sectors also poses questions about the governance of research in the EU. The most 
basic question from an EU governance perspective is how to arbitrate between 
the ‘civil’ and ‘defence’ domains given the different intergovernmental and 
supranational governance methods. For the Commission, the growing import-
ance of the civil and security sectors has already given rise to ‘creeping compe-
tences’. For example, in the mid-1990s the Council of the EU insisted that all 
dual-use exports should fall under intergovernmental control, but, following the 
high-profile Leifer and Werner cases, the European Court of Justice ruled that 
dual-use items should be treated as goods that fall under the internal market and 
therefore legal purview of the Commission (Fiott 2019: 32). Since this time, the 
Commission has only increased its investment in and control over dual-use 
goods and technologies and this begs a question: does increasing communitarian 
involvement in defence also imply that the Commission will extend its compet-
ence over traditionally intergovernmental areas of defence policy (e.g. capability 
prioritisation and defence planning).

Scholars such as Citi have shown how the Commission can push for greater 
competences in a policy field under certain circumstances including: i) a collective 
action problem emerges that sits on the border of current treaty-based competences 
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(e.g. fragmentation and duplication of defence capabilities and under investment 
collective European defence R&D); and ii) the progressive framing of the 
 collective problem as an EU-level issue (i.e. intergovernmental action to reduce 
fragmentation and duplication has failed (Citi 2014: 149). For Citi, the Commission’s 
increased competences in the defence field can be explained by a more ad hoc, 
‘incomplete contracting’ perspective where the Commission and member states 
mutually agree to an indirect reformulation of the treaties based on collective 
action problems, rather than on functional spillover (as neofunctionalism pre-
scribes) or ‘opportunism’ (as advanced by Blauberger and Weiss 2013). Although 
Citi helps us understand why European governance may evolve in a particular 
area of policy, the model does not precisely tell us how institutions such as the 
Commission rationalise technological developments, justify their role in an area 
such as defence or how they arbitrate between the civil, security and defence 
sectors.

Disruption: the EU way
The relationship between production and innovation in the defence sector bears 
some important challenges for the EU as it readies itself to invest in defence 
research and innovation. First, if scholars like Bellais are right, then the Union 
needs to pay much greater attention to civil research and innovation, or, at least, 
to ensure a greater symbiosis between civil, security and defence domains in 
Europe (Bellais 2013). In many respects, the fact that the European Commission 
is now prepared to invest a portion of the EU budget in defence removes the 
long-standing taboo that ensured that military innovation could not feature 
among the Union’s broader efforts on research and innovation. It should indeed 
be pointed out that the EU has a far longer pedigree of managing and supporting 
civil research and innovation. For example, the EU is just winding up the term 
of its recent framework programme on research and innovation – Horizon 2020 – 
which from 2014 to 2020 has seen €80 billion invested in innovative projects 
such as enhanced medical imaging, rare disease research, Ebola vaccines, a 3D 
solution for the construction industry, a language learning app and more (European 
Commission 2017: 54). Compared to civil and security research, therefore, the 
Union has little experience in supporting defence innovation, although one could 
argue that the Commission’s investments made under the European Security 
Research Programme (ESRP) and the European Structural and Investment 
Funds (ESIF) question the novelty of the EU’s defence taboo. Indeed, under the 
ESRP, the Union deployed €1.7 billion from 2014–2020 for areas such as border 
management, police and internal security. More in line with defence-related 
investments, the EU’s dual-use investments through the ESIF have also financed 
projects related to nano-technologies and maritime security.

Obviously, the calls to ensure that the research results from the Union’s civil 
and security research programmes and those eventually supported by the EDF 
are to be expected – but more on the problems and challenges associated with 
this strategy later. One of the first largely rhetorical concepts that has captured 
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the imagination of the European Commission, and been imported wholesale 
from discussions about innovation in civil and security research in the context of 
investments made under the ESRP, is ‘disruptive technologies’ (see also Chapter 13 
by Csernatoni and Lavallée). In fact, in the proposed Regulation for a European 
Defence Fund, the Commission defines ‘disruptive technologies’ as ‘a techno-
logy the application of which can radically change the concepts and conduct of 
defence affairs’ (2018a: 21). Moving beyond rhetoric, however, the Commission 
has already pledged some €17.5 million on disruptive investments over the 
2019–2020 period (i.e. €7.5 million in 2019 and €10 million in 2020) (European 
Commission 2019a: 14). This money has specifically been set aside for SMEs 
with a view to unlocking the innovation potential of the Union and to maintain a 
balanced approach to EU defence investments between larger, medium and 
small enterprises. The investment is also set aside for technology areas such as 
nano-modified composite materials, hyperspectral imaging, bio-based fuel pro-
duction and innovative batteries.

However, the degree to which this strategy subscribes to more orthodox inter-
pretations of ‘disruptive technologies’ can be questioned. First, it can be argued 
that truly disruptive technologies are very rarely identified prior to an investment 
call – that is, that by pre-conditioning or pre-defining what technologies should 
be financed by the EDF, there are less incentives for truly disruptive approaches. 
In this sense, devotees of Clayton Christensen’s work would urge the Commis-
sion to use the term ‘disruptive technologies’ in its proper context. When the 
Commission speaks about investing 4–8 per cent of the Fund into ‘disruptive 
innovation’, it is mainly referring to technologies that could change the technology 
landscape. Yet, this understanding of the term is not exactly what Christensen 
had in mind: for him, disruptive technologies are less about the products or tech-
nologies developed and more about those innovations that emerge at the bottom 
of the market and have a wider consumer base than just a select few customers 
at the top of the market that are willing to pay more for technologies (see Intro-
duction of this book). Examples include how cellular phones disrupted the fixed 
line telephone market or how discount retailers disrupted the department store 
market (Christensen 2019).

Obviously, in the defence sector, this ‘democratisation’ of innovation is not 
always beneficial because it would mean that a multitude of actors and govern-
ments could have access to once restricted defence technologies or systems. We 
therefore need to be careful about how we use the term ‘disruptive innovation’ 
in defence. While the Commission should be applauded for putting disruptive 
technologies on the agenda and making it a focus of the Fund, the point here is 
not just about the accuracy of language or calling for some sort of Christensen-ian 
orthodoxy. Rather, any strategy designed to fund defence innovation needs to 
focus less on the specific technologies being selected for financial support and 
more on the general effect the technology will have for the defence sector and 
for Europe’s armed forces. Of course, financing technologies that do not yet 
exist will inevitably invite potential failures or experimentation that leads to a 
technology cul-de-sac. Beyond the mere act of financing such projects, however, 
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there is a need for a ‘disruptive culture’ to take root in EU institutions such as 
the Commission and the EDA to ensure that the next big innovation drive is not 
overlooked if and when it comes along (e.g. Freeman et al. 2015).

Thinking about how the Commission may breed such a ‘disruptive culture’ 
gives way to important conceptual questions. Culture can be largely characterised 
as a body of practices, norms and understandings of a given society or network 
but the concepts developed by Citi and others (see Börzel 2005) focus on the 
causal explanation for increased supranational competences without necessarily 
acknowledging the role that social networks, experts and norms play in the 
formulation and legitimisation of policy and/or governance competences. As has 
been stated in multiple chapters in this volume, there is a certain difference between 
the ‘governance’ of a policy and the ‘legitimacy’ of a policy (see the Introduc-
tion and Chapter 10 by Rychnovská, Chapter 12 by Farrand and Chapter 9 by 
Binder; and Karlsson-Vinkhuyzen 2016). In this respect, any ‘disruptive culture’ 
must be understood not only as a method of identifying technologies but rather 
as a value system and sense-/meaning-making apparatus for how certain tech-
nologies (be they dual-use or otherwise) should be utilised by defence actors in 
the EU.

Dual-use technologies and EU defence
With the EU’s new found focus on ‘disruptive technologies’ in defence, there is 
now even more reason to think about the ways that civil, dual-use and defence 
research can cross-pollinate to ensure a truly disruptive approach to defence 
innovation and capability development. Again, the European Commission has 
already stated in its proposal for a Regulation for an EDF that projects supported 
by the Fund ‘may benefit from the results of civil or dual use research projects 
funded under Horizon Europe’ (European Commission 2018a: 3). Behind this 
strategy sits a specific approach to how the Commission intends to proliferate 
the research findings of its investments under the EDF. In contrast to invest-
ments under Horizon 2020, which adopt open intellectual property rights (IPRs) 
so as to widely disseminate research findings, support under the Fund will see 
more restricted IPRs. Firms of all sizes will be able to safeguard IPRs for pro-
jects developed under the EDF, although the results of research projects could 
be shared among interested member states under certain conditions. Therefore, 
one challenge will be to effectively ensure cross-pollination between civil, 
security and defence research programmes (e.g. the ESRP, Horizon2020 and the 
ESIF) within the context of these different IPR regimes.

Of course, the EU’s investments in dual-use technologies under its civil 
research programmes have already attracted the attention of a number of 
scholars. Molas-Gallart argues that a greater reliance on dual-use investments 
has occurred because defence became less important for R&D efforts after the 
Cold War period. In this regard, he shows how investments were focused on 
civil R&D in order to ensure spin in rather than spin off. Whereas in the past 
defence investments were justified on the overall societal benefits they could 
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result in (‘spin offs’ such as touch screens, GPS, microwave ovens), investments 
after the 1990s switched to investments that could unlock technologies that 
could be spun into defence systems and equipment (Molas-Gallart 2002). Today, 
as evidenced by the discussion about disruptive technologies, it is clear that the 
commercial sector is out-performing defence when it comes to innovation. For 
example, if we look at the European Commission’s ‘R&D innovation scorecard’ 
that ranks the world’s top 2,500 companies according to how much they invest 
in R&D, one can see that the highest ranking aerospace and defence firm is 
Europe’s Airbus at position 45. In fact, just over 2 per cent of firms listed in the 
top 2,500 innovators globally were aerospace and defence firms (i.e. 51 firms 
worldwide out of 2,500) (European Commission 2018b).

Despite the benefits of producing dual-use technologies that could be of use 
to the defence sector, however, one also needs to acknowledge the sensitive or 
more controversial aspects of dual-use investments. Indeed, Mawdsley has sug-
gested that the blurring of lines between civil, security and defence research and 
product development has led to a greater securitisation of internal security 
matters, so much so that the ‘rights of both EU citizens and non-citizens seem to 
play second fiddle to the overarching goal of security’ (2011: 19). Furthermore, 
a greater reliance on technological solutions for security can be claimed to not 
only advance the idea that technology is a solution for every political or security 
issue, but that the use of technologies for security purposes can become ‘normalised’ 
without too much critical reflection (see Chapter 4 by Longuet and Chapter 9 by 
Binder). As Csernatoni (2018) states, the use of drones to monitor and police 
borders in the EU by agencies such as Frontex could introduce a military bias to 
policies and substitute longer-term solutions to border-related problems. With 
the introduction of the EDF, there will remain questions about what types of 
capabilities, technologies or weapons systems the EU should invest in (espe-
cially with regard to Artificial Intelligence). However, with the Fund, the EU has 
made its political intentions quite clear with regard to how it sees the necessity 
of investing in full spectrum technologies and capabilities.

In addition to the long-standing idea of and critique of ‘securitisation’, 
another aspect of dual-use technologies that has courted scholarly attention 
relates to exports. Although the EU’s role in conventional arms exports is relat-
ively curtailed, on dual-use exports, the European Commission has a significant 
role (see Vila Seoane, Chapter 5 in this book). The first attempt to establish an 
EU regime for dual-use goods was in 1994 and the aim under Council Regula-
tion 3381/94 was to harmonise prohibitions and attain common agreement on 
authorised destinations. With Council Regulation 1334/2000 of 2000, however, 
the Commission’s authority over dual-use exports was established by the European 
Court of Justice following the Leifer and Werner cases. The ‘Dual-Use Regula-
tion’ was updated in 2009 and it further emphasised the Commission’s role in har-
monising and simplifying dual-use exports in line with the proper functioning of 
the internal market. In 2016, the Commission further refined the regime by adopt-
ing a proposal for a new regulation that included a ‘human security’ dimension 
to allow for export controls to prevent surveillance technologies getting into the 
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hands of repressive regimes (Lavallée 2018). It is not entirely clear yet how the 
EDF could affect the Union’s approach to exports of dual-use technologies. 
What is clear, however, is that the dual-use control regime will continuously 
need evaluating in light of new technologies that may or may not be financially 
supported by the EDF. Additionally, it seems more likely that a larger interplay 
between the Fund and conventional arms exports controls will occur, especially 
if EU member states cannot agree on a coherent export policy in advance of 
developing defence capabilities under the EDF.

Beyond export control, however, it will indeed be rather interesting to see 
how the European Commission cross-pollinates civil and dual-use research with 
projects it supports under the EDF. One element that bears reflection in this 
respect relates to the in-house capacity of the Commission to identify civil 
research results and to match them to the Union’s defence needs. Given that the 
Commission has now created a dedicated Directorate-General for Defence 
Industry and Space (DG DEFIS), an important step will be recruiting staff with 
the know-how of managing capability programmes and identifying opportunities 
for defence innovation. Beyond simple staff numbers, however, the Commission 
will have to think rather more seriously about how it intends to establish and 
inculcate the aforementioned ‘disruptive culture’ in the new DG. Early results 
might be expected in the way that Commission officials work more closely 
together on defence and space issues. Not only is there a lot of research and pro-
duction crossover (i.e. in the form of best practices and knowledge transfer) in 
the space and defence sectors, but the potential combined budgets of the EDF 
(€13 billion) and the space programme (€16 billion) gives the Commission the 
financial bandwidth to ensure coherence of the technological development it can 
support in defence and space, as well as provide an additional rationale for an 
increased role for the Commission in strategic sectors.

More critically, and beyond defence and space, there is also a need for Com-
mission officials involved in the EDF to start cooperating with colleagues from 
various Commission services responsible for research and innovation. With the 
legal parameters set down by the proposed Regulation on the EDF, new working 
practices and groups could be established to ensure that officials working in the 
new DG are aware of the programmes being supported by the EU’s framework 
programme on research and innovation. Regular staff-to-staff meetings and 
perhaps joint technology foresight studies could help with the cross-pollination 
of civil, security and defence research. Naturally, putting in place new bureau-
cratic structures and working practices is the relatively easier aspect of greater 
civil–security–defence synergies. The really difficult part is in overcoming 
different mindsets and cultures – the truth is that those working in civil research 
and innovation do not always feel comfortable working on defence-related pro-
grammes or initiatives. Thus, there is no guarantee that even if an intelligent 
official working at DG Defence Industry and Space identifies a promising civil 
research endeavour, that civil actors will feel comfortable with their efforts 
being fed into defence projects. Again, another important aspect to this debate is 
how the ‘open’ IPR regime for civil research can be taken up by the relatively 
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closed regime under the Fund – some could argue that once open civil research 
findings could progressively become more closed the closer they get to defence 
and the need to classify certain research results.

Any such strategy of innovation in the Commission, will also rest upon the 
ability of policy makers to identify existing EU tools and mechanisms that apply 
to the development of dual-use technologies. For example, the Union has 
already mobilised the ESIF to support certain projects and in particular the 
ESIF’s ‘Strategies for Smart Specialisation’ has helped regions utilise approxi-
mately €125 billion to support digitalisation and innovation. Furthermore, the 
European Regional and Development Fund (ERDF) is also being used to 
support dual-use projects in the EU (European Defence Agency 2014). When 
taken together with Horizon 2020 and future research and innovation framework 
programmes, it will be necessary for the Commission to stitch together the prior-
ities and strengths of each of these tools to ensure that there is no unnecessary 
duplication of research projects. Here, it is also vital that the Commission con-
tinues to reach out to the main dual-use technology stakeholders through 
information sessions and conferences (European Commission 2018c).

Any discussion about stakeholder involvement or buy-in of the governance 
model underpinning the EDF needs a conceptual perspective. As Citi (2014) 
remarks, greater supranational involvement in hitherto intergovernmental 
domains occur because of a shift in the nature of collective action problems. 
Nevertheless, the increased power of a body such as the Commission in an area 
like defence forces one to think about the role of existing bodies and agencies. 
In EU security and defence, the rise of the Commission raises questions about 
the role of bodies like the European Defence Agency and the European External 
Action Service. Börzel (2005) has claimed that ‘creeping competence’ by insti-
tutions such as the Commission does not automatically translate into power for 
one set of bodies to the detriment of others – in this sense, the depth and scope 
of competences should be interrogated. With the EDF, what appears to be 
emerging is a re-organisation of the EU defence governance model away from 
outright intergovernmentalism to a more communitarian one that brings in 
member states, industry, research institutes and communities of interest under 
the overall guidance of the Commission. In this sense, not only is a collective 
action problem being configured at the EU level, but also financial incentives are 
being used to mould a new form of governance within the EU defence domain.

Yet, how the European Commission organises itself internally and manages 
the EDF is only part of the challenge of ensuring a crossover between the civil, 
security and defence domains. A bigger challenge can be found in the reluctance 
that some research institutes and commercial firms have with working with 
defence actors. While it is certainly true that many defence firms maintain civil 
wings to focus on value added sectors such as cyber, communications and 
security services, many civil firms do not wish to have their reputations tarnished 
by working with defence contractors or governments. As Verbruggen (2019) 
states, the main obstacles to greater collaboration between civil and defence 
actors are: 1) a lack of synchronicity in business cultures; 2) different cultures of 
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innovation; and 3) a resistance by civil engineers to work in line with military 
standards. Another additional difficulty here is how IPRs are managed. Indeed, 
there is little incentive for researchers and engineers in the commercial sector to 
work on developing a technology if, as part of a process of integrating this tech-
nology into a defence system, commercial firms lose control over intellectual 
property. Should a technology take on a specific characteristic that makes it 
valuable from the perspective of national security, then governments and militaries 
may attempt to seize control of it.

Technology investments under the Fund: the story so far….

Despite all of the challenges highlighted above, it is interesting to note that the 
EU has already started to make defence investments that have implications for 
the development of dual-use technologies. For example, under the Preparatory 
Action on Defence (PADR), the Commission has set out a number of techno-
logy areas that can be exploited for dual-use purposes. In the PADR work pro-
gramme for 2018, the Commission indeed specifies that €40 million shall be 
invested into three areas including: 1) the development of a system-on-a-chip 
package; 2) the elaboration of a high power directed energy system; and 3) stra-
tegic technology foresight. Whereas the third area is less about technology 
development per se, the first two areas have clear crossover potential with the 
civil sector. For instance, the system-on-a-chip call seeks to enhance the Union’s 
high-resolution and high-speed data acquisition capacities with a view to 
improving communications, electronic warfare, encryption, radar, positioning 
and digital imaging (European Commission 2018c: 5). Yet, while general-purpose 
computer processors and chips can fulfil certain tasks, they are not usually com-
patible with the needs of defence. That is to say that while many high performance 
chips are already being used in the medical and automotive sectors, they need to 
be enhanced for the harsh environments in which military actors deploy them 
and they must ensure a much higher level of security.

Furthermore, under the European Defence Industrial Development Programme 
(EDIDP) of 2019, the Commission has also called for the development of specific 
defence capabilities including: disruptive technologies, future naval platforms, air 
combat capabilities, ground-based precision strike capabilities, command and 
control, satellite communications, cyber defence, air and space capabilities and 
remotely piloted air systems and a multipurpose unmanned ground system (European 
Commission 2019b). Of course, many of these areas include the possibility of 
integrating dual-use technologies (especially when it comes to cyber defence). 
What is clear from the Commission’s initial EDIDP call is that the scope for ‘off 
the shelf’ commercial solutions is greatly reduced owing to the specific defence 
orientation of the investments. Of course, from both political and technical 
respects, this is important because otherwise the Commission could be accused of 
duplicating investments for certain technologies. In other words, the challenge will 
be maintaining a specific defence focus on investments. This will be easier for 
capability development programmes where specific technologies are integrated 
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than perhaps it will be for defence research programmes. The lower one goes in 
the technological readiness levels, the more scope there is for sourcing commercially 
available technologies and solutions.

Yet, certain technology areas that could be integrated into defence capabilities 
still maintain a dual-use nature. Cyber is one obvious example. We know that 
cyber is an area that envelops all of society and multiple government agencies 
and commercial firms are attempting to ensure the cyber security of critical 
infrastructures. In a broader sense, strategies such as cyber hygiene and technol-
ogies that ensure data protection, the mitigation of distributed denial-of-service 
attacks, anti-phishing and fraud detection are commonplace. When applied to 
the defence sector, however, specific challenges arise such as the need to repel 
attacks on classified source material and communications networks, plus there is 
a need to safeguard against cyber espionage. As Lewis remarks, ‘most cyber 
attacks will not produce destructive effects similar to kinetic weapons, but will 
instead seek to disrupt data and services, sow confusion, damage networks and 
computers (including software and computers embedded in weapons systems) 
machinery’ (2015: 3–4). While technological solutions cannot be the only 
response to cyberattacks (e.g. cyber defence processes and doctrines are equally 
important, see Deschaux-Dutard, Chapter 7 in this book), military actors have 
specific needs. Ensuring, therefore, that the EDIDP call meets the needs of 
defence rather than broader security needs can be challenging.

Related to the importance of cyber defence is the development of artificial 
intelligence. While the PADR and the EDIDP do not specifically refer to AI for 
military purposes, it is clear that AI is not only a dual-use technology but also 
one that will have to respond to the specific needs of military actors. As a stra-
tegic enabler that could greatly enhance the military capabilities and defence 
industry of the EU, AI promises (or threatens, depending on one’s perspective) 
to revolutionise the way armed forces communicate with each other, target 
adversaries and ensure the protection and durability of supply and logistics lines. 
For EU security and defence, the implications of AI are unclear but it should be 
recognised that AI systems are already used by the European Union to process 
and analyse data for crisis management purposes (e.g. the EU’s Satellite Centre 
utilises basic AI to decipher data and images that are produced by European 
 satellite systems; see Fiott and Lindstrom 2018). Much like cyber, however, AI 
is set to be a cross-sectoral factor that will not just lead to specific innovations in 
the defence field. In fact, the European Commission hopes to encourage invest-
ments of approximately €20 billion per year on AI (e.g. the digital economy, 
automotive sector and industrial production) (European Commission 2018d). 
Despite the wide application of AI, however, it will be critical from a defence 
perspective to tackle issues such as how AI stands up to the standards of Inter-
national Humanitarian Law and the potential proliferation of such systems.

One strategy that can be deployed to ensure that technologies and capabilities 
developed under the Fund maintain a specific focus on defence is to develop stand-
ards. In fact, the Commission already makes clear in the proposed Regulation on 
the EDF that activities ‘leading to common defence capability requirements and 
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supporting studies as well as actions aiming at supporting the creation of a 

common definition of technical specifications or standards should also be 
 eligible for support by the Fund’ (emphasis added by the author) (European 
Commission 2018a: 14). Such action comes on top of the fact that member 
states, firms and research institutes will only be eligible for EDF support if they 
agree to harmonised technical requirements to begin with. Standardisation is a 
way not only to ensure higher degrees of interoperability between armed forces in 
Europe, but also to enhance the performance of pieces of equipment or technolo-
gies. In the defence sector, the issue of performance is critical because equipment 
is used in high-pressure environments and such equipment is also put to lethal 
ends. One of the expectations is that the Fund could help to stimulate standardisa-
tion and thereby reduce the costs associated with defence production processes 
and duplication. Finally, and perhaps most crucially, standardisation can also 
increase the security of supply of components and technologies (Fiott 2018).

Yet, as with the earlier point about ensuring relevant policy expertise in identi-
fying civil–defence crossover opportunities, so too is it necessary to ensure that the 
Commission has the capacity to tap existing standards that have been certified by 
international and European standardisation organisations (SOs) and developed at 
NATO (i.e. the so-called STANAGs). Fortunately enough, the Commission 
already has a certain level of expertise in benefitting from existing ‘hybrid’ or 
‘dual-use’ standards. Indeed, there have been interesting applications of these 
types of standards with respect to maritime information sharing and remotely 
piloted air systems (RPAS). For example, standardisation has already played a role 
in establishing and supporting the work of the EU’s Safe SeaNet platform that 
helps share data on vessel traffic on the seas and oceans. With regard to RPAS, the 
Commission has already stated that it will look into how initiatives like the Single 
European Sky (SES) and the Single European Sky Air Traffic Management 
Research Joint Undertaking (SESAR JU) could inspire standards for the integra-
tion of RPAS into European airspace. On this basis, and with the support of the 
EDF and other instruments, there is scope for the Commission to explore how 
‘hybrid’ standards could also be applied to initiatives such as military mobility, 
cyber defence and energy management for defence (Fiott 2018: 43–45).

Conclusion

This chapter began by asking how the European Commission intends to balance 
the defence and civil sectors under the EDF. In particular, it was necessary to 
establish whether it is possible or indeed necessary to maintain such a strict divi-
sion between civil, security and defence markets and investments. To this end, 
the chapter has shown how defence markets continue to evolve in such a way 
that civil actors and firms are increasingly important for defence innovation. 
Long gone are the days where defence R&D drove forward innovation because 
today we observe a trend where commercial R&D is developing technologies in 
areas such as drones, cyber and AI at breakneck speeds (see Csernatoni and Lavallée, 
Chapter 13 in this book). The reality today is that defence firms, institutions and 
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governments have to court the attention of commercial firms in ways not neces-
sary in the past. The chapter has also highlighted how the rising cost of defence 
capabilities, which integrate high-tech and high-value technologies, is putting 
pressure on governments to save costs by avoiding duplication and to cooperate 
with partners. The European Defence Fund was singled out as a recent initiative 
developed by the EU to support member states with this challenge, and the 
chapter highlighted the challenges ahead for the Commission in terms of main-
taining coherence between defence research and capability development.

After considering the implications of dual-use technologies and the civil 
sector, this chapter went on to show how there does not appear to be a contradic-
tion in pushing for an EDF that supports defence research and capability devel-
opment, despite the present nature of the defence market and its interlinkages 
with the civil domain. Indeed, without an express focus on and investment in the 
defence sector, there is a danger that Europe’s defence industry will wither away 
in the coming years and decades. Clearly, the combination of a need for greater 
industrial competitiveness and a requirement to fill capability gaps means that 
the defence industry is and should be the key focus of EDF investments. This is 
not to imply that EDF support should serve as a subsidy for industry – far from 
it. Instead, the aim of the Fund is to ensure industrial competitiveness as a goal 
that simultaneously enhances cross-border cooperation in the EU and improves the 
Union’s strategic autonomy in defence innovation and capabilities. It is there-
fore positive that the Commission directs a part of its investments directly to 
defence-relevant projects and work programmes.

Nevertheless, despite the focus on the defence sector the Commission also 
wants to stimulate a cross-pollination of civil, security and defence research. This 
chapter has shown how it can do so given its existing tools and instruments, but 
that there is still a need to refine its approach to IPRs and standardisation. If the 
Commission is able to successfully develop compatible IPR approaches in the 
civil, security and defence sectors, and if it is able to unlock the potential of hybrid 
standards, it will be able to better ensure a focus on defence while at the same time 
allowing for civil-initiated research and dual-use technologies to inform and pos-
sibly enhance EU defence innovation and capability programmes – if so required. 
Above all else, it is clear that the EU is not simply in the business of ‘financing 
rhetoric’. Its preparatory programmes on defence research and capability develop-
ment are underway, and there are high expectations that the fully-fledged Fund 
will enhance the competitiveness of Europe’s defence industry and boost the European 
Union’s strategic autonomy. Beyond the money that is now available, the real 
objective is to support a culture of innovation in the European Union that can lead 
to the identification and production of cutting-edge technologies, equipment and 
systems – capabilities that Europe’s armed forces badly need.

Note

1 The views expressed in this chapter do not necessarily represent those of the European 
Union.
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Introduction

In 2007, the European Union (EU) initiated the Framework Programme 7 (FP7), 
the Union’s Research and Innovation funding programme for the period 2007–2013. 
Totalling over €50 billion, FP7’s budget marked a substantial increase compared 
with the previous Framework Programme FP6 (41 per cent at 2004 prices), a 
‘reflection of the high priority of research in Europe’ (European Commission 
2007). With a budget representing two-thirds of the overall budget, the core of 
FP7 was the Cooperation programme that was divided into ten themes, one of 
which was ‘Security’.1 This was the first time that security research had a dedic-
ated theme in the EU’s Framework Programme for research and innovation, and 
the following programme, Horizon 2020, continued along these lines, having 
‘Secure Societies’ as a programmatic area. This security research funded through 
the EU’s Framework Programmes constitutes the security research programme 
(SRP). Security-related research in FP7 was expected to generate new knowledge 
and promote the application of new technologies in the field of civil security’ 
and would ‘reinforce the competitiveness of the European security industry by 
stimulating the cooperation of providers and users for civil security solutions’ 
(European Commission 2007).

Due to its civilian nature, the SRP prevented direct funding of defence and 
military technology. Yet, it enabled funding for dual-use technology, that is, 
technology that can have both civilian and military applications. Since then, the 
provision qualifying dual-use technology as eligible for receiving EU R&D 
funding has been instrumental for the development of new security technologies 
in Europe and for a number of different actors, including defence companies, to 
partake in EU-funded consortia that aim at developing ‘security solutions’ 
employing this type of technology (see Introduction in this book).

Like in other developed economies, the EU has equated increased security in 
the civilian realm with cutting-edge technology. As we will show in this chapter, the 
SRP pursued technology-based solutions for security problems. Yet the processes 
by which civilian technologies get military use (spin-in processes) are becoming 
increasingly common due to a combination of factors such as declining military 



The security politics of innovation  59

expenditure, a highly innovative civilian industry and a more capability-oriented 
approach to military innovation (Verbruggen 2019: 338–339). For this reason, a 
strict distinction between civilian and military technology has become increas-
ingly difficult to draw, and in this context, the concept of dual-use technology 
requires further scrutiny, particularly when it is promoted explicitly by political 
authorities.

While the SRP has received some attention from different theoretical per-
spectives, including critical security studies and sociology of knowledge produc-
tion (Jeandesboz and Ragazzi 2010; Bigo et al. 2014; Edler and James 2015; 
Lavallée 2016; Carmel 2017; Leese, Lidén and Nikolova 2019; Martins and 
Küsters 2019), the centrality of the concept of dual-use technology in the 
broader picture of EU’s security and defence research policies demands further 
inquiry and a multidisciplinary view that can illuminate both the sociological 
implications of dual-use technology and the security politics associated with it 
(see also Molas-Gallart 2002). The process by which the EU has promoted dual-
use technology brings new elements for assessing civil–military relations within 
the EU, sheds light on how the politics of security meets the politics of innova-
tion, and how the notion of dual-use technology has acted as a legitimising 
strategy that facilitates current spending on defence research (see Calcara, 
Chapter 1 and Fiott, Chapter 2 in this book).

The chapter offers a critical deconstruction of these developments through 
theoretical debates around the concept of dual-use technology in the disciplinary 
fields of innovation studies and Science and Technology Studies (STS). In its final 
section, the chapter promotes ‘technology’ as a conceptual arena where a dialogue 
between STS and critical approaches to security and militarism should take place.

Dual-use technology: controversies  
in the literature

At face value, the notion of dual-use technology as one that can have both civil-
ian and military applications is very simple. Yet, any further consideration asso-
ciated with this basic idea – how the technology is transferred from one field to 
the other, who defines what counts as a military application, what regulatory 
challenges do technology transfers imply, how to know whether something is 
potentially benign or malign, and so on – has been subject to much inquiry in 
different academic fields.

The concept of dual-use entered the discourse on weapons and technology 
exports following Second World War (Reppy 1999). This was unsurprising, 
considering that nuclear technology had the immense destructive power demon-
strated in Hiroshima and Nagasaki in 1945, but also offered the promise of a 
new source of energy; in this case, not only uranium enrichment plants which 
may produce nuclear fuel for nuclear power plants, but also highly enriched 
uranium for a nuclear bomb. In the highly politicised and securitised Cold War 
environment, debates around dual-use technology were an important part of the 
strategic and geopolitical considerations of the time.
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In the Cold War period, dual-use was framed mostly from an arms control 
perspective. The possibility of using a particular technology for both civilian and 
military purposes created a problem for the control and diffusion of cutting-edge 
weaponry (Brauch et al. 1992), particularly as advances in different scientific 
fields such as biotechnology, neurosciences and genetics created new possibil-
ities for the conduct of war and the resort to political violence. In essence, this 
quarrel between the promise of scientific progress and the potential threat of a 
violent destruction constitutes what in the literature has been labelled the 
 dual-use dilemma.

The public and political perception of dual-use technology has changed over 
time, following wider societal trends about the promise of scientific evolutions 
for the resolution of different problems. In many ways, then, dual-use techno-
logy became gradually perceived also as an industrial issue, in the way that it 
constitutes an opportunity to provide a wider exploitation of research and manu-
facturing beyond a given technology’s initial objectives, whether they were 
military or civilian (Molas-Gallart 1997). Along with the perception of the tech-
nology, the dual-use dilemma in the security realm has also began to shift, from 
a narrative about the concern of the dual utility of research in military and 
 civilian settings towards dual-use conversations which focus on how security 
enterprises should know when (and when not) to classify research, objects or 
even people as security threats (Vogel et al. 2017).

Te Kulve and Smit (2003) use the work of Gummett (1991) to show that the 
distinction between military and civilian technology can be understood as being 
institutional, rather than intrinsic. Te Kulve and Smit (2003) illustrate the fact 
that rather than an intrinsic feature of the technology itself, the civilian, military 
or dual-use character of a technology is often the result of its shaping within 
socio-technical networks, that is, not only the shaping of the technology but also 
the dual-use meaning attached to it depend on its institutional and cultural 
context. In the article, Te Kulve and Smit show how the bipolar lead-acid 
battery emerged in a military context in The Netherlands, where the Royal 
 Netherlands Navy envisaged using the battery on future warships; at this initial 
stage, no civilian application was foreseen. Due a number of circumstances 
explored in the article, the research institute TNO, in particular its Environment, 
Energy and Process innovation laboratory (TNO-EEP), became involved in the 
project, and it was the fact that the TNO-EEP is a ‘dual oriented institute’ that 
allowed the battery to be understood as having potential civilian application  
(Te Kulve and Smit 2003: 961–962).

Therefore, dual-use is a dynamic and shifting concept, meaning that the civil, 
military or dual-use understandings attached to a technology may change, for 
example, during the development of the technology in interaction with changes 
in the number and nature of the actors involved in its socio-technical network 
(Te Kulve and Smit 2003).2 The concept of dual-use technology, then, stands at 
the crossroads between two opposing views of technology: one that understands 
technology as artefacts and products versus one that understands technology as 
comprising a whole system of social relations (Molas-Gallart 1997).
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A potentially dual-use technology may never be operationalised in all its 
capacities, and by the same logic, its duality can disappear, or it can appear late 
in its development and evolution based on the social network of the technology. 
Cowan and Foray (1995) explore the patterns of potential duality in order to 
establish the organisational and informational conditions that are required to 
realize the duality potential. They make a distinction between ‘spillover’ and 
duality based on the premise that duality is not intrinsic but rather dependent on 
the networks that the technology is designed and used in. ‘Spillover’ is defined 
as a situation in which the research is conducted within one domain and then 
adopted without change to another domain. Therefore, spillovers are not 
 evidence of duality, but rather evidence of its absence, and so the promotion of 
spillover can be viewed as a policy designed to correct the ‘duality failure’ of an 
R&D programme (Cowan and Foray 1995). Molas-Gallart (1997) defines dual-
use technology transfer as ‘a special instance of technology transfer across 
applications that takes place when a dual-use technology developed for a 
military (or civilian) use, is transferred to a civilian (or military) application.’ 
Therefore, dual-use technology is directly connected to dual-use technology 
transfers, which refer to the case when there is an intention to change the initial 
(military or civilian) application of a technology.

Alic et al. (1992) interpret military and commercial technological innovation 
as two systems that draw on a common technical knowledge but that involve two 
distinct institutions that operate differently. While the commercial industry 
depends on improving products through a feedback loop with clients, the military 
industry works with a different logic (see Introduction in this book; and Alic 
1994). The differences extend to goals, technical requirements and managerial 
arrangements, and as a result, in most cases, military and commercial innovations 
have evolved in distinctive technical ‘cultures’ (Alic et al. 1992: 43).

The existence of a debate around everything that relates with the concept of 
dual-use technology has important consequences. In the formulation of 
Molas-Gallart,

(g)iven its imprecision, it can easily fall prey to political orchestration. It 
can be used for instance, as a new, more palatable way of presenting meas-
ures of support to an industry that has lost some of its capacity to draw 
political backing.

(Molas-Gallart 1997: 370)

In the next sections, we will show how this idea is fundamental for under-
standing the role played by the concept of dual-use technology in the develop-
ment of the EU’s security research programme.

Critical security and military studies approaches
The debates in the fields of innovation studies and STS, briefly introduced 
above, open relevant opportunities for intellectual cross-fertilisation with critical 
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approaches to security and military studies. Even though the field for interdisci-
plinary exchange remains scarcely explored, some relevant incursions on this 
dialogue have been observed. These have focused on two main inter-related 
issues: circulation and ethicalisation.

Literature on critical security studies has pointed out how security concerns 
have converged with ethical dilemmas related to the governing of science. For 
critical security studies with a Foucaultian inspiration, dual-use emerges as a 
problem of organising circulations. For Foucault, circulation is ‘the space of the 
operations of human beings and defines the principle of organization of modern 
biopolitics’ (Ceyhan 2012). As explained by Aradau and Blanke (2010: 44), 
security to Foucault referred to biopolitical practices of ‘organising circulation, 
eliminating its dangers, making a division between good and bad circulation, 
and maximizing the good circulation by eliminating the bad’ (Foucault 2007: 18). 
From this perspective, policing scientific knowledge through the establishment 
of a ‘culture of responsibility’ can be understood as a part of broader shifts 
towards the subjectification of knowledge (Rychnovská 2016). For Foucault, 
then, circulation is in fact at the heart of modern security governance, constitut-
ing freedom and security as two complementary parts of the same system. 
 Rychnovská argues that security concerns have converged with ethical dilem-
mas related to the governing of science causing an ‘ethicalisation’ of security. 
From this perspective, then, this ‘ethicalisation’ impacts the politicisation of 
security expertise (Berling and Bueger 2015), the prospects of resistance and the 
democratic accountability of science. Ethicalisation leads to moving an issue 
from the sphere of democratic deliberation not due to the immediate threat but 
rather to the need for upholding ethical norms (Rychnovská 2016).

The place of ethics in security research in a European context has been 
further explored by Leese, Lidén and Nikolova (2019). In their analysis of the 
place and function of ethics in the EU security research field – a field marked by 
the centrality of dual-use technology – they note how applied ethics faces chal-
lenges resulting from its ‘location in the middle of numerous cross-pressures, 
such as political ambitions, economic interests, technological rationales and the 
demands of security professionals’, which in turn ‘risk turning what was 
intended to be the critical corrective of applied ethics into a legitimizing func-
tion of mere “ethics approval” ’ (Leese et al. 2019: 59). Indeed, these reflections 
bring new elements for a critique of the dual-use dilemma and expand the con-
tours of its debate. In particular, they relate to a broader discussion on the regu-
lation of scientific and technological developments (see also Burgess et al. 2018; 
Hurlbut 2015). To prevent the conversion of life sciences into ‘death sciences’ 
(Atlas and Dando 2006: 277), the United States established a new category of 
research that is subject to specific regulation. This ‘dual-use research of concern’ 
is defined as:

life sciences research that, based on current understanding, can be reasonably 
anticipated to provide knowledge, information, products, or technologies 
that could be directly misapplied to pose a significant threat with broad 
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potential consequences to public health and safety, agricultural crops and 
other plants, animals, the environment, materiel, or national security.

(US Government 2014: 6–7)

As mentioned above, the regulation of emerging dual-use technologies and their 
control has been a classic theme in military studies. Yet, recent critical military 
studies approach open new opportunities for exploring the phenomenon. When 
addressing the question of what is critical military studies (CMS), Basham, 
Belkin and Gifkins address three main arenas of inquiry: the triangle practices/
institutions, social practices and political contestation; CMS and the exploration 
of the ‘in-between’; and interdisciplinarity and the place of technology in 
military discussions (Basham, Belkin and Gifkins 2015; for further discussions 
on how militarism and security dialogue, see also Stavrianakis and Stern 2018). 
These areas invite an interpretation of dual-use technology as an arena to 
 re-question civil–military relations as well as a critical understanding of military 
socio-technical networks and the governance of weapons innovation. For CMS, 
then, STS, with its focus on the sociological elements of the process of technology 
production, can impact military studies by providing a crucial critical conceptual 
deconstruction and re-equation of military equipment and the political sociological 
elements that surround it.

An STS-inspired framework
The literature debates introduced above lay the ground for this chapter’s theoret-
ical framework, through which the EU’s engagement with, and promotion of, 
dual-use technology will be introduced. Even though we do not have the space 
to provide a deep analysis of the topic, we propose this theoretical framework to 
conduct further studies of different, sectorial analysis of the governance of dual-
use technologies in the EU. We draw insights from different bodies of literature 
that have had relevant contributions to academic debates on the topic, but we put 
an emphasis on the STS-based inquires. There are two main reasons driving our 
option. First, the aspects surrounding socio-political aspects of technology 
development and innovation are the ones that have made the most relevant con-
tributions to the dual-use question (Molas-Gallart 1997; Vogel et al. 2017) and 
therefore they are the ones that can help us drive forward an informed discussion 
on the European governance of these technologies. Second, because many STS-
based approaches share epistemological assumptions with critical approaches to 
security and military studies, this creates a favourable ground for theoretical 
innovation and contributes to a necessary cross-fertilisation between these areas 
of knowledge.

From these different bodies of literature, in particular inspired by Vogel 
et al. (2017), we build a framework of analysis around four ideas: develop-
ments in the dual-use dilemma; upstream and participatory governance of 
security concerns; the politics of security knowledge; and Responsible 
Research and Innovation.
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Developments in the dual-use dilemma

The dual-use dilemma arises when a research finding or technology has the 
potential to be used for both civilian purposes and to be weaponised. This debate 
is by its nature an ethical dilemma (Selgelid 2009) and it is mobilised around all 
forms of dual-use technology, perhaps particularly in the field of biotechnology 
where for example the positive potential of genetic engineering can lead to a 
dangerous virus that could have the potential to kill millions (see also Pustovit 
and Williams 2008; Rath, Ischi and Perkins 2014). Discussions on this topic 
shed light on important concepts regarding responsibility, and question what is 
the responsibility of scientists in fully understanding the possible negative 
impact of their research findings.

Yet, the character of the dual-use dilemma has begun to shift. For Vogel et al.:

Where once the primary concern was for the dual utility of research in 
military and civilian settings, today dual-use conversations focus instead on 
how security enterprises should know when (and when not) to classify 
research, objects, or even people as security threats.

(Vogel et al. 2017: 977)

Today discussion around dual-use technology emphasises the potential industrial 
benefits of these technologies, and looks less into the security aspects that tradi-
tionally used to be mostly associated with it.

Upstream and participatory governance  

of security concerns

Related to the dual-use dilemma are the ideas of expertise and regulation. In 
other words, navigating the dilemma requires expertise to identify the full spec-
trum of possibilities emanating from the technology, in particular the full scope 
of potential threats associated with it. Due to this knowledge requirement, scien-
tists and technology developers are often interested in contributing to the regula-
tion of a particular scientific and technological field, with an understanding that 
governmental regulation stifles important research while possibly violating aca-
demic freedom and, in some cases, freedom of speech (Selgelid 2009). Associ-
ated with the dual-use dilemma, then, is the broader issue of the regulation of 
knowledge and scientific developments, as well as the relations between scien-
tists and tech developers with the governance of the future. Upstreaming is the 
idea that ‘broader public input involving a diverse array of expertise is needed 
on these contentious issues in order to have a more holistic understanding of the 
issues, problems, stakeholders, values, and agendas at play’ (Vogel et al. 2017: 
978; see also Resnik 2010; and Rychnovská 2016 on how the need for a 
‘bottom–up’ approach with members of the specific fields is required for the cre-
ation of codes of conduct).
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The politics of security knowledge

In the field of dual-use technology, the crucial issue at stake involving the politics 
of knowledge is how we know something is benign or malign as well as what it is 
in the first place (Vogel et al. 2017: 979; Hecht 2010). The politics of knowledge 
examines the interworking of who creates knowledge and for what purpose. In our 
case, it asks the question: who has the capacity to identify knowledge or a techno-
logy as a security issue? This question naturally opens up a larger set of questions 
that are at the core of critical security studies research agenda, namely, what 
counts as a security issue? Security for whom and security from what?

Responsible Research and Innovation

Responsible Research and Innovation (RRI) has gained a central position in the 
EU science and research policies. RRI emerges from the recognition of the power 
of science, and this recognition has forced reconsiderations of the responsibilities 
that should follow such power (Stilgoe and Guston 2017; Burgess et al. 2018). 
Owen, Macnaghton and Stilgoe (2012) argue that there are three main discourses 
associated with the idea of RRI: an emphasis on the democratic governance of 
the purposes of research; the idea of responsiveness (emphasising established 
approaches of anticipation in research and innovation); and the framing of 
responsibility itself in the context of research and innovation as collective activ-
ities with uncertain and unpredictable consequences (Owens et al. 2012). Yet, as 
will be explored here, recent research on the SRP (Martins and Küsters 2019; 
Leese et al. 2019) has showed that the logic of the RRI approach seems to be 
challenged in important ways by the prominence of the security consortia 
created through the SRP.

Dual-use technology in EU security and  
defence research

The Security Research Programme

From the outset, the security research funded under the FP7 had a very strong 
technological component. The areas to be covered by the SRP, illustrated in Table 3.1, 
included: technology solutions for civil protection, bio-security, protection against 
crime and terrorism; border security technologies; and technologies for communi-
cations, security systems integration, interconnectivity and interoperability. With a 
total budget of €1,400 million, the SRP had the expectation of generating both 
new knowledge and promoting the application of new technologies, while reinfor-
cing the competitiveness of the European security industry. In this logic, we can 
observe the way in which the EU has seen improved security, advanced technology 
and industrial development as fully integrated.

The triangle security–technology–industry was further promoted in Horizon 
2020, the Framework Programme that followed FP7. Its security programme 
was called Secure Societies and it comprised the areas displayed in Table 3.2.
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Table 3.1 Areas for security research under FP7

Area Description

Security of citizens Technology solutions for civil protection, bio-
security, protection against crime and terrorism

Security of infrastructures  
and utilities

Examining and securing infrastructures in areas such 
as ICT, transport, energy and services in the 
financial and administrative domain

Intelligent surveillance and 
border security

Technologies, equipment, tools and methods for 
protecting Europe’s border controls such as land 
and coastal borders

Restoring security and safety  
in case of crisis

Technologies and communication, coordination in 
support for civil, humanitarian and rescue tasks

Security systems integration, 
interconnectivity and 
interoperability

Information gathering for civil security,  
protection of confidentiality and traceability  
of transactions

Security and society Acceptance of security solutions, socio-economic, 
political and cultural aspects of security, ethics and 
values, social environment and perceptions of security

Security research coordination  
and structuring

Coordination between European and international 
security research efforts in the areas of civil, 
security and defence research

Source: European Commission 2014a.

Table 3.2 Areas for security research under Horizon 2020

Area Description 

Natural and man-made  
disasters

Enhance the resilience of our society against natural and 
man-made disasters, ranging from the development of 
new crisis management tools to communication 
interoperability, and to develop novel solutions for the 
protection of critical infrastructure

Crime and terrorism Fight crime and terrorism ranging from new forensic tools 
to protection against explosives

Border security Improve border security, ranging from improved maritime 
border protection to supply chain security and to support 
the European Union’s external security policies including 
through conflict prevention and peace building

Cybersecurity Provide enhanced cybersecurity, ranging from secure 
information sharing to new assurance models

Source: European Commission 2019.

Besides the SRP areas enunciated above, the EU has established numerous 
opportunities for the design and implementation of dual-use in the 2014–2020 
programming period. Taken together, the European Structural and Investment 
Funds (ESIF), Horizon 2020, COSME and Erasmus+ programmes provide 
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 specific support for the various levels of development within the dual-use 
field. ESIF supports technology transfer, market intelligence, proof of concept 
and more, and these steps help businesses to diversify or to move from one 
sector to another. Horizon 2020 provides funding opportunities for the civil 
application of projects with dual-use nature, while the COSME programme 
presents opportunities to access certain funding for cooperation between clus-
ters and for partnership-building. Finally, a strand of Erasmus+ contributes to 
the dual-use expansion by helping to create industry–university collaborations 
in this field. Through these programmes, all EU companies can benefit 
from the support of R&D through ESIF and Horizon 2020. Additionally, 
SMEs are able to benefit from COSME, Horizon 2020 and ESIF (European 
Commission 2014b).

From security to defence research

The EU views dual-use technology as a way forward for advancing innovation 
in Europe and the EU’s strategic autonomy in the field of security and defence. 
Importantly, as explored in Martins and Küsters (2019), dual-use research within 
the SRP created practices, procedures and cultures that facilitated the opening up 
to EU-funded defence research operated since 2016 (on the differences between 
the SRP and the defence research programme, see also James 2018). Jean-
Claude Juncker, former president of the European Commission, has made it 
clear that, while defence is a top priority for the EU (Mauro and Thoma 2016), 
the Commission views dual-use research as a solution for the lack of investment 
in research and innovation.

In 2014, the Commission proposed an industrial plan in the field of 
defence with the title A New Deal for European Defence expressing its inten-
tion to support CSDP-related research in three ways, one of which was dual-
use research (European Commission 2014c). In order for this to happen, the 
EU recognises that it needs to invest in defence research and development 
and, for that reason, there has been a call to increase the ‘dual-use’ research 
share of the Horizon 2020 budget phase (2018–2020). Under Horizon 2020, a 
total of €164 million was allocated to ‘dual-use’ technologies including Crit-
ical Infrastructure Protection (2016 budget €20 million), Security (2016 
budget €113.25 million) and Digital Security Focus Area (2016 budget €29 
million; figures provided in Mauro and Thoma 2016). An additional push 
towards dual-use research came as the European Council invited member 
states to increase investment in cooperative research programmes and called 
on the Commission and the European Defence Agency (EDA) to develop 
 proposals that would further stimulate dual-use research (European Parlia-
ment 2019).

Another important actor in the field of EU defence research is the EDA, who 
continuously work on defence-related SMEs with a focus on dual-use activities 
and cross-border cooperation across the European defence supply chain. 
The support for dual-use is clearly illustrated in the EDA’s activities. Since 
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2013, the EDA has provided assistance for stakeholders in the defence sector to 
access ESIF co-funding for dual-use projects through various means such as 
raising awareness among defence stakeholders, providing coaching support for 
pilot projects and developing a methodology (European Parliament 2019). In 
concrete, the EDA’s roadmap for dual-use technologies consists of the following 
elements:

• identifying and supporting dual-use Key Enabling Technologies (KETs);
• the development of nano-technologies through the public–private partner-

ship Electronic Components and Systems for European Leadership Joint 
Understanding (JU ECSEL); and

• the research for dual-use technologies eligible for funding through Struc-
tural and Investment Funds

(EDA 2016)

An important means through which the EU promotes research on dual-use 
technology is through the publication of detailed, step-by-step brochures 
where it reaches out to different potential recipients of the EU funding. In 
some cases, it is the Commission that issues theses guides, for example, target-
ing SMEs and different regions (European Commission 2014b); at other times, 
it is the EDA (2015). Through its brochure ‘Your Guide to European Struc-
tural Funds for Dual-Use Technology Projects’, for example, the EDA (2015) 
provides a comprehensive document that breaks down the step-by-step process 
that a defence actor should follow in order to secure dual-use funding, there-
fore incentivising defence actors to access EU funding for the dual-use 
technologies.

The arms control dimension

An important aspect of the political debates around dual-use technology refers 
to its arms control dimension. Precisely because they can also be used for 
military purposes, dual-use goods are subject to expert controls mechanisms 
and, within the EU, the key document is the 2009 EU Dual-Use Regulation 
(Council Regulation 428/2009), that establishes a common legal basis for 
member states’ controls of the trade of these goods. The Regulation has 
different annexes, that are updated on a regular basis, and that list the different 
dual-use technologies which are covered by the rules of said Regulation. 
These annexes follow closely the list of nine categories of dual-use goods 
covered by the Wassenaar Arrangement on Export Controls for Conventional 
Arms and Dual-Use Goods and Technologies.3 In 2016, the European Com-
mission published a proposal for recasting the regulation in order to provide it 
with a human security dimension and to cover certain types of cyber-surveillance 
(Lavallée 2018). At the time of writing, the three EU institutions involved in 
the recast process (Commission, Parliament and Council) have not agreed on 
the terms in which the Regulation should be amended.
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Seeing EU dual-use technology through  
an STS perspective
In the EU, member states have the main responsibility for providing security to 
their citizens. This crucial principle of competence allocation opens a somewhat 
different trajectory of security politics at the EU level. This idea, coupled with 
an understanding of security as a derivative concept – that is, what ‘security’ is 
(or should be) is derived from one’s political outlook and philosophical world-
view (Booth 2007: 104–119) – implies that the definition of what counts/should 
count as a security issue for the EU is not provided by an external authority or a 
government, nor is it objectively defined. Rather, it results from a multi-layered 
process involving formal and informal decisions made by public and private 
actors, who create the knowledge base upon which policy decisions are made 
and priorities are defined.

In this context, the pursuit of technological knowledge in the security and 
defence realms becomes a political choice with relevant political con-
sequences. Even if the European Commission frames much of the EU-funded 
dual-use research as being mostly an industrial policy – for example, by pro-
moting it to SMEs and regions, as illustrated above – these options do not fall 
outside the domain of politics; rather, they bring elements to claim a new cen-
trality of technology in IR and security studies, because security technologies 
are ‘changing the way we conceive of foreign policy and security threats’ 
(Martins 2019).

By promoting dual-use research as a way to reinforce EU defence R&D and 
advance industrial and innovation policies in the EU, the many EU actors 
involved in this process illustrate the above-mentioned shift in the understanding 
of the dual-use dilemma, that is, a growing focus on the synergies and possibil-
ities opened up by these technologies, rather than on the risks they entail. This 
shift does not mean that risks are neglected. It means, instead, that the emphasis 
on the promise of dual-use technology reflects a strategy through which the 
peculiar character of these technologies is used to advance an agenda that is not 
only industrial but also political.

To recover the expression of Molas-Gallart mentioned earlier, these technolo-
gies ‘can be used for instance, as a new, more palatable way of presenting meas-
ures of support to an industry that has lost some of its capacity to draw political 
backing’ (Molas-Gallart 1997: 370). The provision qualifying ‘dual-use’ techno-
logy as eligible for receiving EU R&D funding through the SRP has been 
crucial for defence companies to receive EU funding, while direct defence R&D 
funding was prohibited and to foster consortia and projects that developed 
‘security solutions’ employing this type of technology.

Additionally, the shift in the understanding of the dual-use dilemma impacts 
the participatory governance of security concerns, which are often not suffi-
ciently addressed at the EU level. This, in turn, affects the RRI principle and 
threatens to render inefficient the efforts in making it a central premise of 
security and defence R&D in the EU.
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The concept of dual-use technology in the security and defence realms adds 
value to the broader theoretical and empirical discussion on (the blurring of) the 
distinction between security and defence, and between the civilian and the 
military domains. A clear illustration of the growing enmeshment of all these 
concepts deals with issues of spin off and spin in, that can be cogently under-
stood by using theoretical concepts such as circulation, vouching for the neces-
sity of further dialogue between intellectual traditions emanating from STS and 
critical approaches to security and military studies.

Conclusions

In the context of this volume, a deeper incursion on the concept of dual-use tech-
nology plays a very important role for two main reasons. First, because the EU’s 
engagement with security technologies happened mostly through fomenting, pro-
moting and funding dual-use technology, as demonstrated in this chapter. Second, 
and most importantly, civilian and military technologies are becoming increas-
ingly entangled and, therefore, a clear separation of both domains is increasingly 
impossible to draw. Technology transfers between both fields are happening on a 
constant basis and, most importantly, crucial technology used in military contexts 
emerged from civilian and commercial contexts. Throughout the Cold War, many 
technological breakthroughs happened in the military context and, only after-
wards, were imported to the civilian sphere. Among these are nuclear energy, the 
Internet, jet engines, missile technology leading to space craft and the GPS naviga-
tion system, for example. Today, much of the technology used in military contexts 
is developed in the civilian and commercial sphere and further imported into the 
military sphere. Among examples of these technologies are face recognition tech, 
artificial intelligence and swarm drones.

These technologies, which will play an important role in the conduct of polit-
ical violence in the near future, are dual-use per definition. Understanding the 
broader societal and scientific debates surrounding dual-use technologies is 
therefore pivotal for understanding the politics surrounding their use.

Notes

1 The other nine themes were Health; Food, agriculture and fisheries, and biotechnology; 
Information and communication technologies; Nanosciences, nanotechnologies, mater-
ials and new production technologies; Energy; Environment (including climate 
change); Transport (including aeronautics); Socio-economic sciences and the humani-
ties; and Space.

2 Still, Haico te Kulve and Wim A. Smit (2003) argue that given a certain social-cultural 
setting, certain technologies will be more suitable for applications in both domains 
than others.

3 These are the nine categories: (1) Special Materials and Related Equipment; (2) Materials 
Processing; (3) Electronics; (4) Computers; (5 – Part 1) Telecommunications; (5 – Part 2) 
‘Information Security’; (6) Sensors and ‘Lasers’; (7) Navigation and Avionics (8); 
Marine; and (9) Aerospace and Propulsion.
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4 Drone surveillance,  
a dual-use practice?
Samuel Longuet

Introduction

As stressed by the editors in the Introduction of this book, referring to govern-
ance ‘also allows us to underline the role of discourse, norms and practices in 
structuring knowledge-production mechanisms’ and this is precisely what I set 
out to do in this chapter about drones. The aim of this chapter is to deal with 
how discourse communities about drones developed within two European states, 
namely, France and the United Kingdom1 and how such discourses coined a nar-
rative that pushes for the use of MALE (Middle Altitude Long Endurance) 
drones for surveillance purposes in both war and peace contexts. Furthermore, 
those discourses participated in the blurring of the distinction between police 
action and war-fighting, making drone surveillance a dual-use practice, fit for 
both purposes. This, in turn, questions the actual difference (or lack thereof) 
between those two purposes that the term ‘dual-use’ presupposes.

Drones are often referred to as ‘remotely piloted aircrafts’ (RPA) or 
‘remotely piloted air systems’ and are defined as airframes that do not transport 
their own crew. Although tele-piloted aircrafts have been flown throughout the 
twentieth century (Zubeldia 2012), the recent developments in this technology 
have resulted in it being referred to as ‘emerging’ today (see, for instance, 
 Csernatoni 2019). Specifically, middle altitude, long endurance (MALE) drones 
are airframes capable of being flown for extended periods of time and piloted 
from half a world away through a satellite signal. They are often referred to as 
having completely transformed the way intelligence is gathered by armed forces 
(Ministry of Defence 2011: iii; Perrin and Roger 2017: 14). European states 
have used MALE drones for intelligence purposes in several theatres of war. For 
instance, the German Air Force has deployed Israeli-made Heron-TP drones in 
Afghanistan. The Italian Air Force deployed the American-made Reaper in 
Libya, during the 2011 military intervention. But the two states which have 
made the largest use of MALE drones in a situation of armed conflicts are the 
United Kingdom and France, largely due to the fact that they are the two European 
states that have taken the most active part in military operations over the past 
two decades. The Royal Air Force (RAF) has been operating Reaper drones 
since 2003 in Afghanistan and then over Iraq and Syria in the context of the 
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ongoing operation against ISIS. The French Air Force has been using MALE 
drones since 2008, first with the Harfang, a version of the Heron-TP modified 
by EADS, in Afghanistan and then with Reapers in Mali and the Sahel–Saharan 
strip since 2013. Therefore, it is relevant to focus on France and the United 
Kingdom as cases to better understand how the practice of drone surveillance 
was coined in Europe.

An already extensive critical academic literature exists on the use of drones in a 
military context, however, most of this literature focuses on the United States’ use 
of drones, with an emphasis on their participation in the targeted killing pro-
gramme in Pakistan, Somalia and Yemen (Gregory 2011; Boyle 2013; Chamayou 
2013; Coeckelbergh 2013; Holmqvist 2013; Gusterson 2016; Kindervater 2016). 
Very little work has been focused on the use of drones by European armed forces 
(Martins 2015). There is also some academic literature on the use of drones by 
police forces, mostly focusing on their use by police forces in the United States 
and emphasising their contribution to the ‘militarisation of the police’ (Salter 
2014; Bergtora Sandvik 2016; Jensen 2016). Then again, little of this literature 
applies to this transformation in Europe; it focuses on the use of very small drones 
by police forces but not on the way military grade MALE drones are used or are 
planned to be used for security purposes outside of situations of armed conflicts 
(with the exception of Csernatoni 2018, 2019). It is also worth noting that some 
think-tanks and NGOs reports have focused on the development of long-endurance 
drones to monitor the external (and internal, in the case of the United Kingdom) 
borders of the European Union (Akkerman 2014; Hayes, Jones and Töpfer 2014; 
Jones 2014; Csernatoni 2016; Lavallée 2019a, 2019b).

The starting point of our discussion about drone surveillance as a dual-use 
practice is that institutionalised discourses (official strategic doctrines, publica-
tions in military para-scientific reviews, parliamentary reports and official dis-
courses by high-ranking military and political personnel) about military drones 
in the United Kingdom and France form a discourse community. Those institu-
tionalised discourses constitute the empirical material for this chapter. Their 
authors are the military officers, members of parliament and government offi-
cials who have written or spoken about the drone in their official capacity during 
the past decade. According to Hugh Gusterson and in line with Michel Foucault’s 
earlier work,

Members of discourse communities are bound together both by shared alle-
giance to explicitly formulated proposition about the world […] and by 
common consumption of aspects of discourses that exist on the edge of 
awareness (figures of speech […], for example).

(Gusterson 1999: 326)

The discourses studied in that chapter share remarkable similarities in the argu-
ments they deploy in favour of the acquisition and use of MALE drones by 
British and French armed forces, namely, their usefulness for intelligence gathering 
(which I will detail in this chapter) or the efficiency, legality and morality of 
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their use as weapon systems. They also have a similar way of constructing their 
argument, basing it on feedback from experience and dismissing most dis-
courses critical of drone strikes as those of insufficiently informed civilians.

Indeed, those discourses are part of what Michel Foucault named an apparatus 
(‘dispositif’; Gordon 1980: 194–195): they provide the discursive framework for 
certain security practices to develop (that I refer to as ‘drone surveillance’) in 
order to respond to an urgent need to govern certain recalcitrant populations 
(whether they be abroad or on the state’s territory). As such, the practices of 
drone surveillance and the discourses justifying them allow for a certain form of 
governance over the population subjected to them. The purpose of this chapter will 
be to demonstrate that the narratives produced by this discourse community parti-
cipate in the militarisation of police action and the ‘policisation’ of military action. 
Therefore, to a large extent, drone surveillance, whether it be in war or peace con-
texts, is shaped in similar ways in those discourses and this allows for similar 
 surveillance practices to appear both in war and peace contexts. To conduct that 
demonstration, I will notably draw on Mark Neocleous’ analysis of colonial air 
control as a police power (Neocleous 2015) and see how his analysis of British air 
operations over Iraq in the 1920s echoes what had been written over the past 
decade about contemporary drone operations by France and the United Kingdom. 
I will also draw on Didier Bigo’s concept of ban-opticon (Bigo 2006b) and see to 
which extent the practice of drone surveillance can be explained as a way of 
banning certain people from the rest of a given population.

In the first section of this chapter, I will detail how the inclusion of MALE 
drones in the British and French arsenals has been shaped as a revolutionary step 
in the gathering of military intelligence and that, hidden behind that revolution, 
is the heritage of the RAF’s idea of airpower as police power in the 1920s. In the 
second section, I will emphasise how some European and French actors have 
advocated for these surveillance practices to be imported to the field of domestic 
security and what it says about the distinction between wartime and peacetime 
surveillance operations.

From the battlefield …
Since the beginning of their use by European air forces, MALE drones have 
been portrayed as bringing a revolution to the way military intelligence is gath-
ered (Ministry of Defence 2011: iii; Perrin and Roger 2017: 14). By allowing air 
forces to switch from reconnaissance to surveillance missions, they have 
become an indispensable tool in counter-insurgency and counter-terrorism oper-
ations. However, this revolution is in fact very much in continuity with ancient 
considerations about airpower as a police power.

From reconnaissance to surveillance to air occupation

The ability of those drones to conduct surveillance missions has been emphas-
ised as a revolution to military intelligence gathering in a very similar way, both 
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in the British and French context. As acknowledged in the United Kingdom 
Joint Doctrine on drones, persistence ‘is often quoted as the unique selling point 
of an unmanned aircraft’ (Ministry of Defence 2011: para. 314). Indeed, MALE 
drones have the ability to stay in the air for more than a day. A French Harfang 
made a 26-hour flight during Operation Serval (La rédaction de DSI 2013) and a 
French Reaper made a 25-hour flight during Operation Barkhane (Lagneau 
2015). Several Reaper drones can actually take turns hovering over the same 
area for even longer periods of time, sometimes up to 100 hours (Lagneau 2014). 
As a British officer points out, ‘drones can survey an area of suspected militancy 
virtually indefinitely, often without the insurgents even realising it’ (Roe 2012). 
This ability allows the air forces to perform not only reconnaissance but also sur-
veillance missions. Often assembled under the acronym ISR (for ‘Intelligence, 
 Surveillance and Reconnaissance’), the distinction between those three terms is 
considered important by the officers discussing them. Intelligence is considered the 
end, and reconnaissance and surveillance the means towards that end (Boutherin 
2014: 46). Reconnaissance refers to gathering information about the nature of 
terrain, the position of enemy forces or on the concentration of civilians but it is not 
supposed to do so over a long period of time. Surveillance, on the contrary, rather 
indicates observing continually an enemy or an area where he could be hiding for a 
long period of time. To use the picture metaphor, reconnaissance takes a photo-
graph whereas surveillance takes a long video clip. The then commanding officer of 
the drone squadron of the French Air Force, Christophe Fontaine wrote:

As true wardens-marauders, MALE drones allow to evolve from an inter-
mittent reconnaissance to a multi-sensor (optical, radar, acoustic, electronic) 
surveillance of a target and its environment. This persistence is the real gain 
from the MALE drone system compared to other vectors or effectors.2

(Fontaine 2012: 98–99)

Fontaine (2015a) also developed the concept of ‘aerial occupation’ to underline 
the ability of drones to persist in an airspace. Several other officers have 
emphasised the crucial importance of persistent drones in military operations 
(Boutherin 2014: 49; Thomas 2014: 101). The importance of persistence for a 
long-endurance drone is mentioned 12 times in a 2008 British parliamentary 
report and seven times in a 2014 report (Defence Committee 2008: 8, 10, 11, 14, 
15, 17, 21, 28, 39 and 46, 2014: 18, 27, 30, 32 and 40). This feature is also 
emphasised at length in two French parliamentary reports (Vandewalle and 
Violet 2009: 18; Perrin and Roger 2017: 17–22). One of those reports shares the 
opinion of a British officer and go as far as to describe drones as a solution to the 
‘fog of war’ problem (Vandewalle and Violet 2009: 18, Doyle 2013: 14).

Counter-insurgency, counter-terrorism and police

In the context of counter-insurgency and counter-terrorism operations in which 
MALE drones have been deployed, the surveillance often aims to identify an 
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enemy hiding within the civilian population. This is the basic idea behind what 
is known as ‘pattern of life analysis’. This approach to surveillance has been 
underlined by Fontaine (2015a: 60) notably in those words: ‘in the framework of 
asymmetric conflicts, what is at stake is the mapping of patterns of life to detect 
anomalies.’3 A British officer commenting on the second phase of the French 
Operation Serval mentioned that ‘pattern-of-life surveillance was increased to 
locate hideouts, weapons and logistics caches and identify surviving militant 
leaders’ (Byford 2013: 77). Another British officer, Andrew Roe, commenting 
on the United States drone campaign over Pakistan, summing it up in these 
terms:

Round-the-clock surveillance and detailed imagery allow operators to build 
up a rich and detailed picture of the ‘pattern of life’ in a particular area of 
interest, allowing a distinction to be made between peaceful tribesmen and 
those facilitating hostilities before a target is engaged with laser-guided 
bombs or Hellfire air-to-ground missiles.

(Roe 2012: 67)

In a nutshell, by doing long-term surveillance of a given area, drone systems can 
transmit tens of hours of video feed in which analysts can identify the habits of 
the local population. The individuals whose practice differs from the norm are 
then marked as suspected of being insurgents (Fontaine 2015b: 101). To this 
extent, the surveillance operated by MALE drones resembles civilian detective 
work.

Moreover, some drone surveillance missions resemble practices of hideout 
and tailing by civilian police forces. As the French Chief of Staff of the air force 
noted, drones were used during Operation Barkhane to follow groups of insur-
gents to their weapons cache in order to destroy them (Assemblée nationale 
2015). The French armed forces’ official doctrine on the use of drones also 
points out that those systems would be ‘particularly efficient’ in peacekeeping 
missions as they can permanently and silently observe if a truce or an embargo 
is respected. The resemblance with police practices is there again present in the 
subtext as drones are said to ‘offer the ability to detect illegal actions and have a 
deterrent effect on the protagonists’ (Centre interarmées de concepts, de doctrines 
et d’expérimentations 2012: 23).

Airpower as police power

The distinction between war-fighting and policing seems to be further eroded by 
the uses of long-endurance drones. Indeed, practices of surveillance in a counter-
insurgency context increasingly resemble police detective work to identify and 
prosecute a suspect (although, in the military language, ‘prosecuting’ a target 
does mean something very different). Some work in Critical Security Studies has 
studied the erosion of this distinction between war and police (Bachman, Bell 
and Holmqvist 2015). Two of the most critical of such a distinction are Mark 
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Neocleous (2014: 138–190) and Thomas Hippler (2014: 75–91). Those authors 
go back to the very beginning of airpower doctrine, that is, the ability of air 
forces to play a central role in military operations. According to them, this con-
ception dates back to the colonial wars of the 1920s, especially the actions of 
the newly created Royal Air Force to maintain colonial order in Iraq. Neocle-
ous (2015) considers that drones are not just another step towards the militari-
sation of the police or the policisation of the military but that airpower has 
always been a form of police power and drone warfare is just the more modern 
avatar of that. From the beginning, the ambition of airpower has not been 
 war-fighting in a traditional sense (that is, the defeating of an enemy) but the 
maintenance of a world order in which the colonies stay in submission to the 
colonising powers.

The discourses that emerge from the documents further reinforce the argu-
ment that airpower is still largely a police power today. For instance, the com-
mander of the French drone squadron used the phrase ‘air occupation’ to 
describe the possibilities opened by the persistent ability of MALE drones 
 (Fontaine 2015a). US Air Force officers had already used it in a 1996 research 
paper and described it as ‘the ability to hold an adversary continuously at risk 
from lethal or nonlethal effects from the air’ or ‘the ability of aerospacepower to 
continuously control the environment of the area into which it is projected’ 
 (Carmichael et al. 1996: 1 and 11). However, it can be dated further back to the 
concepts of ‘air substitution’ or ‘control without occupation’ that were 
developed by the Royal Air Force in the 1920s, simultaneously with that of ‘air 
police’ (Neocleous 2015: 168). Furthermore, discourses emphasising the  deterrent 
effect of the long-endurance drone to prevent some activities should be analysed 
in light of what the Royal Air Force wrote in a 1920 memorandum: ‘from the 
ground every inhabitant of a village is under the impression that the occupant of 
an aeroplane is actually looking at him […] establishing the impression that all 
their movements are being watched and reported’ (Air Staff 1920).

Furthermore, several articles have been written in the Royal Air Force’s Air 

Power Review about the lessons that could be learned from the operations over Iraq 
in the 1920s (Gray 2001, 2011; Pirie 2004; Horne 2010) and several more were 
written about other participations of the RAF in the policing of the Empire (in 
Palestine, Waziristan, Malaya, etc.; Parker 2010; Roe 2010, 2011).4 While one 
retired general warned against drawing out of context conclusions from the air 
campaign over Iraq during the 1920s (Gray 2011), most of the other articles 
paint a positive picture of the doctrine of air control in the inter-war period and 
how it participated in successfully maintaining British rule over the Empire. For 
instance, regarding air policing over Iraq, one British Army officer notes that air-
power allowed it to strike insurgent tribes with the element of surprise,  virtually 
making the possibility of an air raid a constant concern to them (Horne 2010: 
36). This kind of control, of maintaining a targeted population under the con-
stant threat of bombing, could be read as a form of necropolitics (Mbembe 
2003). According to Achille Mbembe, Michel Foucault’s concept of biopower is 
not enough to account for modern forms of subjugation of human lives to the 
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threat of death. Following that idea, necropower is, among other things, not only 
the capability of inflicting death upon someone, but also of maintaining them in 
a constant state of fear for their lives, making those people, to some extent, 
‘living dead’. This idea is very close to what drone advocates write that it is 
 possible to do with persistence in the air. It is worth noting though, that in 
Mbembe’s most advanced example of post-colonial necropower – the Israeli 
occupation of the West Bank – the ability to monitor and kill from the air is but 
one of the elements of this power and by no means not the only one.

All of this demonstrates how closely the French and British doctrines on the 
use of drones actually are to the origins of airpower as a police power. Therefore, 
it should come as no surprise that drones have been used in practices mimicking 
those of policing in counter-insurgency campaigns and that military officers claim 
them to be able to easily import those practices into domestic security.

… to domestic security

French and British police forces are using small drones and the European Union 
has funded several programmes of long-endurance drones for border control. 
Some European air forces have also used their long-endurance drones for 
various domestic security purposes and the case of France is particularly illustra-
tive of the blurring of the borders between drone surveillance in external 
military intervention and in domestic security.

Police and border control with drones in Europe

Police forces are increasingly equipped with micro-drones both in France and the 
United Kingdom. In March 2017, ‘28 of the 43 police forces in England and 
Wales had either purchased at least one drone or had ready access to one’ 
(HMICFRS Report 2017). In France, the police and gendarmerie forces are also 
acquiring a small number of those drones (Ministère de l’Intérieur 2016). Those 
drones, resembling private leisure drones, do not have the autonomy to be con-
sidered ‘long endurance’ as they often cannot fly for more than an hour, but drones 
much closer in capabilities to those used by the air forces either have been or are 
projected to be deployed for diverse tasks of domestic security in Europe.

At the regional level, the European Union has sponsored several projects to 
develop drone technologies for border control. One of the first was the Border 
Surveillance by Unmanned Aerial Vehicle (BSUAV) project, initiated in 2004 
and led by the French aircraft manufacturer Dassault Aviation. The EU has 
financed a dozen projects since then, either to develop long-endurance drones 
for border control or ensure their integration into civilian airspace.5 European 
institutions have tried to distinguish the civilian uses of drones as much as pos-
sible from their military uses. The European RPAS (Remotely Piloted Air 
Systems) Steering Group considered in 2013 that it was ‘important to modify the 
vision of “killing machines” they have right now due to the actually military-
specific utilisation and to some catastrophic movies’ (European RPAS Steering 
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Group 2013: 30).6 Before that, Catherine Ashton had acknowledged the link 
between the military uses of the drones and those the European Union was plan-
ning for, stating in February 2010 that: ‘Unmanned Aerial Vehicles can monitor 
movement on the ground in deployed military operations or civilian missions 
abroad. The same UAVs, equipped with the same sensors, can be used to spot 
illegal immigrants at Europe’s external borders’ (Jones 2014: 32).

At the national level, a few European states have tasked the same MALE 
drones as those used by the military for domestic surveillance, following the 
example of the United States Customs and Border Protection, which was among 
the first civilian administrations worldwide to be equipped with Predator MALE 
drones (Vandewalle and Violet 2009: 71). The armed forces of Italy and 
 Switzerland, for instance, have used MALE and tactical drones for surveillance 
of their borders, to fight both against drug trafficking and illegal immigration 
(Sécher 2013: 276).

The French example

Particularly interesting is the use of long-endurance drones in France, as they 
have been been more extensively used there than in other European state and 
also more reflexion has been produced about this. The French air force’s 
Harfang MALE drones have been used for surveillance over special events 
such as the G8 summit in Evian in 2003, the visit of the Pope in Lourdes in 
2008, the G8 summit in Deauville in 2011, the commemoration of the Normandy 
landing in 2015 and several editions of the French national holy days in Paris, 
Le Bourget air show and the fête des lumières in Lyon (Perrin and Roger 
2017: 34). In many instances, it was underlined that synergies existed between 
the use of those drones in the context of armed conflicts and in the context of 
domestic security. A French officer, commenting on the use of drones over 
Lourdes in 2008, considered it a good opportunity to let the crews become 
familiar with flying their drones over mountainous terrain, a few months 
before being deployed in Afghanistan. In 2011, drone flying over the G8 in 
Deauville was used to monitor the anti-globalisation demonstrations to make 
sure they would not break the security bubble (Sécher 2013: 271–273). In a 
general way, those surveillance operations over special events have been used 
as both a laboratory during the first years and a showcase for military drones 
after that.

Some French officers are also pushing for the use of the air force’s drones 
over the national territory for more than just surveillance over special events. 
In the French armed forces’ 2012 official doctrine on the uses of drones, 
several potential civilian applications of drone technologies were already men-
tioned (Centre interarmées de concepts, de doctrines et d’expérimentations 
2012: 26). Other administrations have also manifested an interest in using 
those drones. For instance, the French customs had identified a need for 
MALE drones for the surveillance of large areas (Vandewalle and Violet 
2009: 73) – so do the national gendarmerie (Perrin and Roger 2017: 34). As an 
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air force officer pointed out, the French Air Force has an expertise in the 
operation of MALE drones that could benefit other administrations. MALE 
drones could be used, for example, for the surveillance of places suspected of 
harbouring organised crime, the stalking of kidnappers or the surveillance of 
portions of railways where copper cables are often stolen (Mignot 2013: 
 280–283). The commanding officer of the French drone squadron, Fontaine 
(2015b: 102) emphasised the fact that drones could ‘provide the same ser-
vices’ of  persistent surveillance that they provide in counter-terrorism 
 operations abroad for the fight against terrorism at home. In 2017, a French 
parliamentary report adopted those military arguments, stating:

In addition to this surveillance of special events, the qualities of MALE 
drones could be taken advantage of in multiple domains of public security: 
surveillance of illicit trafficking on highways, itinerary reconnaissance for 
the protection of high-value convoys, fighting against clandestine gold 
panning in French Guyana, searching for missing persons.7

(Perrin and Roger 2017: 34)

The French example also shows an important difference with the use of 
long-endurance drones for domestic surveillance in the United States: in 
France, those drones are still under the exclusive control of the armed forces 
and there is no plan, at this moment, to equip civilian administrations with 
them. An air force officer called for the organisation of an interdepartmental 
agency tasked with identifying and prioritising the needs for MALE drones 
from different administrations and making them correspond to the operational 
capacities of the air force (Mignot 2013: 285–287). The commanding officer 
of the French drone squadron, Christophe Fontaine (2014) went even further 
and proposed a three-step plan to share all surveillance resources in France: 
(1) organise an interdepartmental meeting on surveillance to map the needs of 
different administrations; (2) catalogue the surveillance capacities across all 
administrations; and (3) organise an interdepartmental command network for 
the repartition of those needs. In an organisational approach, such efforts can 
be analysed as translating the will of the French Air Force to remain a central 
actor in the operation of MALE drones, whether they be abroad or over the 
national territory, and not abandon that prerogative to a civilian agency.

Security and surveillance

Didier Bigo (2006a) analysed the ‘de-differentiation between internal and 
external security’ as the result of not only an insecure world after 9/11, but 
also the discourses and practices of actors having an interest in the blurring of 
this border. The discourses on drones in France that we have analysed tend to 
support this conclusion. Indeed, those discourses consider that internal 
security issues can be taken care of with the same technology and practices as 
for external security. Those who advocate for the use of MALE drones for 
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domestic security purposes therefore participate in this ‘de-differentiation’. 
They are air force officers and members of parliament from the defence com-
mittee, who have an interest in having the role of the military expanded to 
certain matters of internal security as long as the military stays in control of 
such an expansion.

Bigo has also participated in the development of a branch of critical security 
studies focusing on the question of surveillance, inspired by and trying to go 
beyond Michel Foucault’s reflexion on the panopticon (Lyon 2006). Benjamin 
Noys characterises the drone as a ‘mobile panopticon’ (Noys 2015: 2) but the 
notion of ban-opticon, as developed by Bigo (2006b), seems closer to what 
drones actually do, both in war and peacetime. Jeremy Bentham’s panopticon 
interpretation was there to heal and redress those who are being watched and 
there is no such redressing dimension in drone operation. Whether it is to find an 
insurgent or a terrorist in Afghanistan or Mali or to track an illegal migrant, the 
idea is to identify individuals that are in some manner considered as a threat and 
‘ban’ them in some way. In the case of the surveillance of migrant ships or of 
anti-globalisation demonstrators, the ban is quite literal as the purpose of sur-
veillance is to stop someone from entering somewhere, whether that be a state’s 
territory or the premises of a G8 summit. In the case of the surveillance of an 
area of suspected militancy in Afghanistan, Iraq or Mali, a similar logic is at 
play as those identified as a threat also have to be separated from the rest of the 
population and ‘banned’ from the theatre of operation by either capture or 
killing. To that extent, there is a common logic behind drone surveillance in 
external military operations and in domestic security.

Conclusion

This chapter has demonstrated that drone surveillance has been shaped as a 
very similar practice whether it be in war or peacetime. It has first shown that 
most official discourses in the United Kingdom and France presented drone 
surveillance as a revolution in the gathering of military intelligence, thanks to 
its persistence and ability to detect and identify insurgents in an asymmetric 
conflict. Those discourses in fact showed that conceptions of airpower are still 
largely inspired from the colonial matrix, inherited from the RAF operations 
over Iraq in the 1920s. Indeed, this idea of control of a territory and its popula-
tion from above is at the basis of the conception of airpower as a police power 
(Neocleous 2015) and can also be seen as an element of necropolitics 
(Mbembe 2003). It has then analysed how those surveillance practices have 
been imported back into domestic security, especially in France, under the 
argument that wartime and peacetime surveillance are similar enough to do so. 
This participates in the de-differentiation between internal and external 
security and drone surveillance seems to be animated by the same ban-optic 
(Bigo 2006b) logic in both war and peacetime contexts. This in turn questions 
the ‘dual-use’ label of drone surveillance technology since those uses seem to 
be extremely close to one another.
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Notes

1 At the moment when those lines were written (November 2019), the United Kingdom 
was still de jure a member state of the European Union. All of the British discourses 
commented upon in the present chapter were written or spoken while the United 
Kingdom was a Member of the European Union over the past decade.

2 Author’s translation.
3 Author’s translation.
4 Comparatively, this does not appear to be the same in the French main military reviews 

(Revue Défense Nationale) or air force review (Penser les Ailes Françaises) about the 
uses of airpower to police the French colonies, such as over Morocco during the Rif 
War in the 1920s. More generally, the French military does not seem as eager to write 
about their past colonial operations as their British counterpart.

5 For a detailed enumeration and critical commentary of those research programmes, see 
the Eurodrone, Inc. report (Hayes et al. 2014: 26–38).

6 For a critique of this public relations strategy, see Boucher 2015.
7 Author’s translation.
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systèmes de drones aériens. Réflexion doctrinale No. 136 DEF/CICDE/NP.

http://www.assemblee-nationale.fr


Drone surveillance, a dual-use practice?  85

Chamayou, G. (2013) Théorie du drone. Paris: La Fabrique.
Coeckelbergh, M. (2013) Drones, Information Technology, and Distance: Mapping the 

Moral Epistemology of Remote Fighting. Ethics and Information Technology 15(2): 
87–98.

Csernatoni, R. (2016) Defending Europe: Dual-Use Technologies and Drone Develop-

ment in the European Union. Brussels: IRSD.
Csernatoni, R. (2018) Constructing the EU’s High-Tech Borders: FRONTEX and Dual-

Use Drones for Border Management. European Security 27(2): 175–200.
Csernatoni, R. (2019) Between Rhetoric and Practice: Technological Efficiency and 

Defense Cooperation in the European Drone Sector. Critical Military Studies: 1–26.
Defence Committee (2008) The Contribution of Unmanned Aerial Vehicles to ISTAR 

Capability. House of Commons, No. 13/2007–08.
Defence Committee (2014) Remote Control: Remotely Piloted Air Systems – Current 

and Future UK Use. House of Commons, No. 10/2013–14.
Doyle, J. (2013) Rise of the Robots: Western Unmanned Air Operations in Iraq and 

Afghanistan, 2001 to 2010. RAF Air Power Review 16(2): 10–31.
European RPAS Steering Group (2013) Roadmap for the Integration of Civil Remotely-

Piloted Aircraft Systems into the European Aviation System. Annex 3: A Study of the 
Societal Impact of the Integration of Civil RPAS into the European Aviation System.

Fontaine, C. (2012) La France a besoin d’orbites permanentes de surveillance de drones. 
Défense et Sécurité Internationale (81): 98–100.

Fontaine, C. (2014) Pour un Grenelle de la surveillance. Revue Défense Nationale (769): 
103–104.

Fontaine, C. (2015a) L’occupation aérienne. Le chainon manquant à l’obtention de la 
maîtrise opérative dans les conflits de basse intensité. Défense et Sécurité Internation-
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5 Normative market Europe?
The contested governance  
of cyber-surveillance technologies

Maximiliano Vila Seoane

Introduction

From 2011, the Arab Spring conveyed a beacon of hope for the potential demo-
cratisation of the region. However, journalists have unveiled that cyber- 
surveillance technologies, in many cases of European origin, played a key role 
in facilitating espionage on activists, which led to their interrogation and torture, 
such as in Bahrain (Arabian Business 2011). This and other examples have shed 
light on a shady aspect of the Fourth Industrial Revolution (see Introduction of this 
book), which opened the door to increased levels of surveillance. Although the 
contradiction between Western countries’ allegiance to the defence of human rights, 
while exporting weapons to states that violate them is not new (Blanton 2000; Fuhr-
mann 2008; Yanik 2006), these incidents with digital technologies exposed a highly 
problematic double-speak by the European Union (EU), which claims to promote 
and protect human rights. Indeed, in the face of this inconsistency, the international 
dimension of the Cybersecurity Strategy of the European Union (2013) outlined the 
vision of promoting fundamental rights and freedoms in cyberspace, for instance, by 
monitoring the exports of cyber-surveillance technologies. In the same line, in 2014, 
the European Parliament (EP), European Commission (EC) and Council of the EU 
stated their intention of reviewing the Regulation No. 428/2009, which governs the 
control of exports of dual-use items. In 2016, the European Commission made 
public its proposal for updating the Union’s regime for the ‘control of exports, 
transfer, brokering, technical assistance and transit of dual-use items’ in order to 
include the regulation of cyber-surveillance technologies. This proposal takes a 
normative stance on what type of trade is desirable and lawful. Yet, the policy 
process of this regulation has been very contested by companies as well as some 
member states, which have put into question whether the EU can actually govern 
cyber-surveillance technologies in line with its Charter of Fundamental Rights.

The challenge that the EU confronts is part of the broader problem of regulat-
ing dual-use technologies. During the Cold War, these were defined as those that 
could be employed both for military and civilian uses, but since then, its defini-
tion has become broader in scope (Rath, Ischi and Perkins 2014). Indeed, new 
non-state actors and new dual-use technologies have made the debate more 
complex, such as the rise of biotechnologies (see Rychnovská, Chapter 10 and 
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Farrand, Chapter 12 in this book) that led to the fear from bioterrorism and 
 bioweapons, inspiring an academic literature investigating the challenges posed 
by the potential misuse of life sciences’ knowledge by varied actors (Atlas and 
Dando 2006; Miller and Selgelid 2007; Rychnovská 2016). The rise of cyber-
weapons, a concept that includes cyber-surveillance technologies, adds a new 
chapter to these ongoing debates. Researchers believe that the governance of 
cyberweapons will be very difficult to implement in practice due to a number of 
specificities. First, cyberweapons are seen as important instruments in the arse-
nals of states, which would consequently be unwilling to limit their production 
(Stevens 2018). Second, authorities have far less choke-points to limit the prolif-
eration of cyberweapons in comparison to nuclear or biological weapons (Lin 
2016: 134). In effect, the skills and infrastructure to develop them are in general 
quite easy to access online and, thus, are hard to regulate (Lin 2016: 136). Third, 
in contrast to other dual-use items, cyber-surveillance technologies are easier to 
acquire, whether for commercial, personal or security reasons. For instance, 
firms selling spyware to snoop on loved ones or children, offer similar function-
alities to those sold to states’ security agencies (Brewster 2017). Therefore, the 
boundary between legitimate uses of cyber-surveillance technologies and mali-
cious ones is far blurrier than with other dual-use items.

Despite the mistrust on the possibility of governing cyber-surveillance tech-
nologies, the EU’s proposal assumes that it can overcome such challenges by 
updating the rules regulating the export of dual-use items. This EU’s proposal 
has inspired a policy-oriented literature that explores its strengths and weak-
nesses (Alavi and Khamichonak 2016; Bohnenberger 2017; Kanetake 2019; 
Lavallée 2018). Yet, a more theoretical analysis of these processes has lagged 
behind. In particular, the dual-use items regulation proposal speaks directly to 
the debates on the EU’s identity as a global power, since many members of the 
European Parliament advocating for the initiative assume that the adoption of 
stringent rules on such trade may shape global norms. In other words, they 
believe that the EU should be a normative power in cyberspace (Manners 2002, 
2006), shaping global norms on what type of trade is considered ‘good’.

By examining the contested process of governing cyber-surveillance technol-
ogies in light of the ‘EU as a Power’ debates (Damro 2012, 2015; Manners 
2002, 2006; Young 2015), this chapter departs from the explanations that cyber-
surveillance technologies are very difficult to regulate (Bohnenberger 2017; Lin 
2016; Stevens 2018), or the counter view, that the EU will inevitably succeed 
given its allegiance to protecting human rights. Instead, this chapter adopts the 
Normative Market Europe (NME) approach to argue that, despite an initial 
approach by the European Commission and the European Parliament to uphold 
human rights in the export of cyber-surveillance technologies in the new regula-
tion, the final outcome has been contested and the possible result will be far 
more limited due to the influence of the private sector in the Council of the EU’s 
negotiating position.

The chapter proceeds as follows. First, it introduces the Normative Market 
Europe approach, which synthesises two important contending perspectives to 



90  Maximiliano Vila Seoane

understand the specific features of the EU as a global power: Normative Power 
Europe and Market Power Europe. Second, it characterises the specificities of 
cyber-surveillance technologies and then, analyses the EU proposal to update its 
regime for the export of dual-use items. Afterwards, it discusses the different 
policy preferences and interests shaping it, followed by the intergovernmental 
divisions at the Council of the EU. Finally, it concludes, stressing the challenges 
for the implementation of the EU’s proposal to govern cyber-surveillance 
technologies.

Normative market Europe as a  
conceptual framework
The European Commission’s proposal to update the dual-use items regulation is 
an example of the interface between security and trade (Gebhard and Norheim-
Martinsen 2011), which cannot be understood as being separate from the 
ongoing debates on the sui generis character of the EU as an international actor. 
In particular, in order to examine the EU’s governance of cyber-surveillance 
technologies, this chapter employs a Normative Market Europe (NME) 
approach, which is a synthesis of the Normative Power Europe (NPE) and the 
Market Power Europe (MPE) perspectives.

As regards the former, it was proposed by Manners (2002), who argued that 
after the Cold War, the EU’s global influence derives from setting and dissemi-
nating norms to influence the international order, rather than by accumulating 
military or economic strength. Thus, NPE went beyond the previous (neo)realist 
understanding that mainly military power matters, or Duchêne’s (1972) argu-
ment that the EU is a new type of civilian power in world politics. Instead, 
Manners identified five core norms that the EU aims to disseminate: peace, 
liberty, democracy, rule of law and respect for human rights and fundamental 
freedoms (Manners 2002: 242). According to Manners (2006), such normative 
power is precisely what is needed to overcome the destructive inter-state com-
petition that characterised previous centuries. Despite its important contribution, 
NPE has not been exempt of criticism, for instance, for having a clear-cut 
 division between norms and interests (Erickson 2013; Youngs 2004), or for 
neglecting the importance of non-state actors (Diez 2013). Thus, other approaches 
have been proposed to address such shortcomings.

The MPE is one such alternative conceptual framework (Damro and Friedman 
2018; Damro 2012, 2015) that, in contrast to the NPE, suggests that the key 
feature of the EU as a global power is its capability to externalise its market-
related policies beyond its borders, influencing other actors in the process. This 
derives from the fact that the European Single Market is one of the largest in the 
world, thus, its regulations have considerable external impact. In contrast to 
NPE, MPE does not accept an exceptional character for the EU’s identity based 
on a specific set of norms written in its founding documents. Instead, it proposes 
a general framework, valid to empirically investigate any type of market power 
attempting to externalise its internal regulations, such as the USA or China. For 
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this objective, it proposes to examine three dimensions (Damro 2012, 2015). 
First, the market size of the actor under analysis, assuming that the larger its size 
the greater its international influence is after setting a regulation. Second, the 
institutional features characterising the regulatory actor (Damro 2012), such as 
the varied types of stakeholders and networks that are part of the EU’s processes 
of setting regulations, including EU member states and institutions, like the 
European Commission, the European Parliament, the Council of the EU, the 
decision-making rules and the EU’s regulatory capacity. Third, interest contesta-
tion (Damro 2015: 1343), which considers the various types of pressures that 
different actors or coalitions (both internal and external to the market power) 
might put on its policy processes and its potential externalisation.

It is important to observe that MPE can include a normative aspect as well. 
Indeed, the outcomes of the interest contestation process might arrive to a par-
ticular normative consensus. Thus, MPE should not be seen as merely a reduc-
tionist economic approach. For this reason, instead of thinking of the NPE and 
MPE as mutually exclusive, Geeraert and Drieskens (2017) speak of Normative 
Market Europe, since, in their view, elements of both approaches can be identi-
fied in practice. For example, by analysing the case of international sports  
governance, they argue that the EU’s external actions are always grounded on 
normative intentions. However, its success depends on the particular institu-
tional features and interest contestation processes that arise in the specific norms 
under study, which define whether the EU acts or not in a normative way (Geeraert 
and Drieskens 2017: 89). In particular, they incorporate in their analysis the 
internal cohesiveness of member states as the key variable determining whether 
or not the externalisation of a market regulation might take place (Da Conceição-
Heldt and Meunier 2014; Geeraert and Drieskens 2017).

The rest of the chapter shows how the NME approach helps to understand the 
challenges faced by the proposal to update the EU’s dual-use items regulation to 
incorporate cyber-surveillance technologies.

Cyber-surveillance technologies and the  
EU’s proposal for their regulation
Surveillance technologies are not new (Privacy International 2016: 16), but their 
scale and thoroughness in the contemporary digital era is far more intense than 
before (Ball, Haggerty and Lyon 2014). This justifies the use of the new concept 
of cyber-surveillance technologies, which, although it does not have an interna-
tionally agreed upon definition (Bromley et al. 2016: 143; SIPRI and ECORYS 
2015: 40), conveys the idea that they facilitate new types of accessing and/or 
manipulating digital data in illegal and/or non-consented ways, violating 
different human rights, namely, freedom of expression and the right to privacy, 
which affects other rights, like freedom of assembly and association. Hence, the 
definition of cyber-surveillance technologies is usually list-based, for example, 
Bromley et al. (2016: 41) include the following technologies: mobile telecom-
munication interception equipment, intrusion software, IP network surveillance, 
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monitoring centres, lawful interception systems, data retentions systems, digital 
forensics, probes and deep packet inspection. This approach can incorporate new 
technologies in the future, but it may also erroneously conflate very different 
types under a same category.

Cyber-surveillance technologies are developed by firms of different types, 
including large military contractors, big IT firms and also specialised SMEs 
(SIPRI and ECORYS 2015: 151), which sell to both military and civilian markets 
(see the Introduction of this book). These firms are located in countries that have a 
strong IT industry, such as the USA, UK, China, Germany, Israel, Italy and 
Russia. Privacy International (2016) identified 528 firms selling modern electronic 
surveillance technologies globally.1 Although the USA has the largest amount of 
firms (122), as a whole, Privacy International (2016) reports that the EU has far 
more (279), distributed in 23 out of its 28 member states, that is, UK (104), France 
(45), Germany (41), Italy (18), Sweden (9) and Ireland (8). Thus, the EU repres-
ented more than 50 per cent of the market size of cyber-surveillance technologies 
acknowledged in the database. If the governance of biotechnologies puts a lot of 
focus on the community of scientists, their knowledge and facilities (Atlas and 
Dando 2006), these numbers also suggest that the proliferation of cyber- 
surveillance technologies could be curtailed significantly by regulating the firms 
specialising in their production. Notwithstanding, there is an illegal global market 
for zero-day vulnerabilities, which are errors in software unknown to its manufac-
turer and users (Stevens 2018). This is highly problematic because its suppliers are 
not always firms operating legally (Stockton and Golabek-Goldman 2013) and, 
thus, exist outside of any type of regulation.

In 2016, the EC made public its proposal for updating the Union’s dual-use 
items regulation, which was based on different inputs from stakeholders and 
impact assessments, putting forward a number of key modifications, among 
which this chapter stresses two.

First, the proposal changed the definition of dual-use items in order to include a 
sub-item considering cyber-surveillance technologies that could be used to violate 
human rights, thus, incorporating a ‘human security’ perspective to the pre- 
existing military versus civilian definition of dual-use items. Second, the proposal 
adds new instruments to regulate cyber-surveillance technologies such as an EU 
autonomous control list of technologies not considered at the multilateral level 
( European Commission 2016) and an EU harmonised ‘catch-all’ clause that would 
allow the addition of new items to the control list if there is proof that they are 
being used for human rights violations (European Commission 2016). In this way, 
technologies will be regulated without depending on a long negotiation process to 
update the control list. In line with social constructivist strands of Science and 
Technology Studies (STS) (Bijker 1995; Kline and Pinch 1996), these regulations 
can be understood as an attempt to socially shape the trade and use of cyber- 
surveillance technologies. In effect, the introduction of such a ‘human security’ 
approach in the legislation understands that there may be ‘legitimate’ uses for such 
cyber-surveillance technologies, but also that there may be other aims which are 
quite reprehensible that they require considerable limits to its export.
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Nonetheless, the ordinary legislative process at the EU requires that the 
passing of a new or updated regulation proposed by the EC must be approved 
both by the EP and the Council of the EU. This specific institutional feature of 
the EU permits interest contestation. Indeed, the next sections detail how during 
the initial phases of the policy process, the EC and the EP advocated for a 
‘value-based trade policy’ in crafting the new EU’s proposal, rooted in the 
market size of Europe in dual-use items. Although this initial policy preference 
has not been without disagreements and setbacks, the discussion at the Council 
of the EU shows far more contentious positions among governments, with many 
siding with the private sector, posing a serious challenge to the new normative 
positions that the EC and EP have agreed upon.

The main actors and their policy preferences
As we will quickly show, the EC, the EP and the Working Party on Dual-Use 
Goods of the Council of the EU, together with multiple stakeholders from the 
private sector and civil society have been the key actors shaping the outcome of 
the policy process to update the Dual-Use Regulation. It is relevant here to high-
light their tools and relations as well as their emerging practices to better under-
stand what is at stake. On the one hand, the EC and Members of the European 
Parliament (MEP), together with civil society organisations defending human 
rights in the digital space have been the main actors advocating stricter regula-
tions for the export of cyber-surveillance technologies. Besides upholding their 
position in the ordinary legislative process, civil society organisations have 
released leaks to expose the double-speak of member states and the private 
sector. However, the policy process has also been moulded by the preferences of 
firms, which have been able to influence member states at the Council towards a 
negotiating position against new regulations for cyber-surveillance technologies.

With its proposal, the European Commission (2016) aims to protect human 
rights globally, while keeping a balance with the security and trade interests of 
the Union. Indeed, Cecilia Mälstrom, the EU trade commissioner, said that 
‘… the introduction of a human security dimension that explicitly incorporates 
human rights into export controls reflects our commitment to a true value-based 
trade policy’ (European Parliament 2018). This statement repeats the position of 
the “Trade for All” communication (European Commission 2015), which 
stresses the importance of trade policy for advancing the EU’s interests and 
values, reinforcing development and foreign policies. Likewise, the EU’s Cyber-
security Strategy stresses the importance of protecting fundamental rights and 
freedoms in cyberspace (European Commission 2013). Therefore, the EC under-
stands that regulating Europe’s market of cyber-surveillance technologies can 
shape the global regulation of such dual-use items in line with the protection of 
human rights.

The MEPs largely shared the Commission’s proposal. In effect, after intro-
ducing amendments to the EC proposal, in 2018, the majority of the MEPs voted 
in favour of starting the Trilogue negotiations – 571 in favour, out of 629 votes 
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(Stupp 2018). Two of the most vocal policy entrepreneurs in the review process 
have been: Klaus Buchner, the German rapporteur from the Green European 
Free Alliance, who was in charge of coordinating the proposal at the EP Com-
mittee on International Trade, and Marietje Schaake, Dutch shadow rapporteur 
from the Alliance of Liberals and Democrats for Europe Party, who has been 
very outspoken since the Arab Spring to update the EU’s dual-use export control 
regime. Indeed, she has maintained that if  European firms keep on facilitating 
human rights violations through their exports of cyber-surveillance technologies, 
they will damage the credibility of the EU’s foreign policy to protect human 
rights (Schaake and Vermeulen 2016: 83). Likewise, updating the regulation is 
also important in terms of national security, since the export of cyber- 
surveillance technologies may pose a security risk to European firms and 
citizens abroad (Schaake and Vermeulen 2016: 82). The following fragments of 
Schaake’s (2018) speech at the EP before voting for the proposal are illustrative 
of the consensus reached by MEPs:

The billion-euro commercial market in ready-made surveillance systems 
remains largely unregulated. And that is astonishing in light of the capabil-
ities that companies and surveillance, hacking and exfiltration technologies 
are further and further developing. While many politicians claim to be con-
cerned with cybersecurity, anyone who can afford it can buy systems that 
collect massive amount of data, can break into people’s devices without the 
consent of the user, and information can be removed unnoticed. This is 
unacceptable, and as I said, regulation lags behind. The digital surveillance 
market should worry us in Europe. But the consequences of exports to 
dictatorships, where the rule of law are absent, are even more grave and 
unacceptable. […] It is taken long for EU action, but I am very glad we 
found broad consensus to update the dual use regulation that would tackle 
this toxic trade with targeted measures on the basis of human security. Sur-
veillance systems will require licenses before exports, human rights will 
become clear criteria to assess before a license is granted, and definitions 
will be clear so that private sector will not suffer or be hindered unnecessar-
ily, and we in turn count on their cooperation.

(Schaake 2018)

This statement is in line with the idea of NPE, since it identifies a global problem 
caused by the unregulated market of cyber-surveillance technologies, where the 
EU could intervene by protecting human rights and fundamental freedoms, which 
is one of the norms identified in the NPE approach (Manners 2002: 243).

This main policy preference was influenced by the demands of a coalition of 
actors from civil society, the Coalition Against Unlawful Surveillance Exports 
(CAUSE),2 that, in 2015, distributed a report that advanced many of the initiatives 
that would later appear in the first EC proposal. For instance, it requested a stricter 
evaluation of the potential end-user of cyber-surveillance technologies, together 
with an exempt of encryption technologies and other defensive legitimate uses 
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(CAUSE 2015: 16). Furthermore, CAUSE (2015) criticised regulating cyber- 
surveillance technologies through the Wassenaar Arrangement (WA), because it 
preserves the Cold War logic of considering dual-use items as either for military 
or civilian purposes, a division not well suited for cyber-surveillance technologies. 
Accordingly, CAUSE preferred a unilateral regulation by the EU, which, if suc-
cessful, should then become the base for shaping global norms at the multilateral 
level through the WA, where it has 28 out of 41 members (CAUSE 2015: 15).

Corporate actors have been critical of the EC proposal even before it was 
made public. Due to its lobbying efforts (Stupp 2016), the proposal of the Com-
mission released in 2016 excluded a number of technologies3 from the auto-
nomous list that firms considered to be too broad. Not surprisingly, even after 
this ‘success’, they still disputed many of the main amendments introduced in 
the EP’s final proposal. Take the case of Digital Europe,4 that still disapproved 
of the definition of cyber-surveillance technologies as being too ambiguous and 
broad, and opposed a unilateral European definition of dual-use items that would 
depart from the coordinated one with other multilateral arrangements (Digital 
Europe 2017: 2). Digital Europe also understands that a ‘catch-all’ control based 
on the potential misuse of cyber-surveillance technologies to harm human rights 
is a ‘disproportionate measure’ (Digital Europe 2017: 2), which exceeds the cap-
abilities of the private sector to assess the end-user. Instead, they believe that 
states should make such judgements. These criticisms reveal the preference of 
the European digital industry for preserving the usual military versus civilian 
division of understanding dual-use items and rejecting the incorporation of extra 
human rights criteria in the regulation (Kanetake 2019). In their view, the new 
proposal would only harm the European digital industry, since buyers would still 
be able to obtain surveillance technologies from other less regulated markets 
(Digital Europe 2017: 4). Hence, they oppose the main changes introduced by 
the EC and the EP, undermining the intended update of the regulation to govern 
cyber-surveillance technologies. Although the corporate sector was unsuccessful 
in including all these claims during the discussion at the EP, the situation 
changed at the Council of the EU.

Intergovernmental divisions at the  
Council of the EU

Despite the fact that the contestation of interests at the EP sided with a norm-
ative approach, stark divisions have emerged among member states during the 
negotiations at the Council of the EU, which seriously put into question whether 
or not the new additions for the governance of cyber-surveillance technologies 
will remain.

Leaks of documents from the German delegation, which has taken the lead in 
regulating cyber-surveillance technologies, revealed strong opposition by other 
states to the introduction of a catch-all clause and a specific European auto-
nomous list for cyber-surveillance technologies. Indeed, on 28 January 2018, 
Germany, France and other groups of countries, released a document to the 
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Working Party on Dual-Use Goods, to start negotiating a common position vis-
à-vis the proposal voted at the EP. In contrast to the legislation received from 
the EP, this document says ‘… there is no need for additional catch-all controls’ 
(Moßbrucker 2018), a neglect in line with the demands of the BDI (2017), the 
influential Federation of German Industries .The leaks suggest that excluding the 
catch-all clause was a concession to states opposing all new measures in order to 
reach a compromise that would have at least led to an EU autonomous list of 
cyber-surveillance technologies (Moßbrucker 2018).

However, even after this concession, unwavering opponents (Cyprus, 
 Czechoslovakia, Estonia, Finland, Ireland, Italy, Poland, Sweden and the United 
Kingdom) to the new regulation gave additional reasons for rejecting an EU-
autonomous list. Among the most relevant arguments, they expressed that:

For EU companies, the EU-autonomous list would mean they were no 
longer operating on a level playing field in the global market, where sus-
tained competitiveness is key for survival. Related to the issue of level 
playing field, it is important to point out that the effect of EU-only controls 
would be symbolic rather than preventative: those seeking cyber-surveillance 
technology have no shortage of non-EU vendors from which to choose. 
While EU industry has strengths in this area, it is far from having a global 
majority market share on high-end technology in the rapidly developing 
cyber-security sector. Controls on EU exports without parallel measures in 
the other major economies would serve only to push the development and 
production of relevant technologies outside of the EU.

(Moßbrucker 2018)

This quote again echoes the position of the European cyber industry. Likewise, 
the countries opposing the EU autonomous list stressed the fact that the EU has 
always complied strictly with international regimes and should not do otherwise 
in this case. Therefore, they disapprove of taking a unilateral approach to govern 
cyber-technologies (Moßbrucker 2018).

Finally, in July, the Council of the European Union (2019) released its nego-
tiating position, which deleted all the new proposals introduced by the EC and 
the EP to regulate cyber-surveillance technologies (Moßbrucker 2019). This 
document confirms that the member states – including Germany – finally sided 
with the policy preference of the private sector. Indeed, the BDI (2019) welcomed 
the rejection of the catch-all clause and specific treatment for cyber-surveillance 
technologies. Contrarily, Klaus Buchner criticised the fact that no effective tools 
were included to regulate cyber-surveillance technologies, exhibiting that 
‘Industry has done a great job’ (Buchner 2019).

After initiating the move in 2015 to introduce stricter regulations for the 
export of cyber-surveillance technologies (Stupp 2015), it seems paradoxical 
that Germany also supported the Council’s document. What explains such a 
reversal? The BDI has been an undeniable influence that criticised most of the 
additional measures to regulate cyber-surveillance technologies along the whole 
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process. Yet, its success in shaping the policy preferences was contingent on the 
dynamics of German national politics. Actually, since 2013, Germany’s government 
has been led by a grand coalition (Große Koalition) made up by the Christian 
Democratic Union (CDU), the Christian Social Union in Bavaria (CSU) and the 
Social Democratic Party (SPD). The pledge for a new regulation for cyber- 
surveillance technologies was initiated during the leadership of Sigmar Gabriel 
(SPD) at the Federal Ministry for Economic Affairs and Energy. However, after 
the 2017 German elections, a new Grand Coalition was formed, which in March 
2018 assigned the Federal Minister for Economic Affairs and Energy to Peter 
Altmaier (CDU). This change coincides with the U-turn in the German negoti-
ating position, suggesting the CDU’s choice for defending the German indus-
tries’ policy preferences. Indeed, Saskia Esken (SPD), member of the German 
Bundestag, asserted that ‘The Federal Government has watered down the 
important initiative of our former Minister of the Economy Gabriel for the strict 
export control of digital dual-use goods and almost reversed it’ (Meister 2018).

Overall, the Council of the EU has arrived to a negotiating position that 
expresses policy preferences in line with those of private industry. The exclusion 
of all the new additions proposed by the EC and the EP to advance with a 
human-rights-based approach to govern the trade of cyber-surveillance technolo-
gies presages a difficult Trilogue, which, in the worst case, may end up with no 
new measures to regulate such dual-use items (Moßbrucker 2019). Therefore, 
despite the initial normative inclination of the regulation, the final outcome will 
possibly be steered by the European business preferences.

Conclusions

This chapter has explored the proposal to review the EU’s regulation regime for 
dual-use items, in particular its aim to govern the exports of cyber-surveillance 
technologies, an industry in which many European firms have an edge. Two 
opposing trends have been detected. On the one hand, during the first phase of 
the discussions within the EC and the EP, a normative approach prevailed, 
which has introduced new restrictions on the exports of cyber-surveillance tech-
nologies to prevent their likely misuse to harm human rights. Indeed, the institu-
tional features of the EU allowed the advancement of these normative policy 
preferences, initially advocated by civil society actors and politicians defending 
human rights. On the other hand, the space for interest contestation in the EU’s 
policy process has been stark at the Council of the EU, where, at first some 
states, but then all, have firmly opposed the most normative aspects of the pro-
posal approved by the EP, mirroring the policy preferences of the European 
cyber industries. Accordingly, the new values-based proposals to govern cyber-
surveillance technologies have been – so far – undermined.

In sum, this case sheds light on the EU’s identity in governing new technolo-
gies, which seems to follow the NME approach. Indeed, in spite of a usual initial 
attempt to regulate new technologies in line with the Union’s fundamental 
values, whether or not it succeeds, depends on the interest contestation that takes 
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place during the policy process. Concomitantly, this depends on whether or not 
there is internal cohesiveness among member states to advance with such a norm-
ative position. Otherwise, as this case shows, the preferences of the private sector 
may influence the Council of the EU far from a stance that may threaten its inter-
ests. Despite the importance of the review to update the regulation to tackle new 
risks to human rights, these political challenges do not indicate an easy future for a 
human-rights-based approach to govern cyber-surveillance technologies at the EU. 
Nonetheless, they do show that its governance is possible, though highly 
dependent upon a new political consensus among member states.

Notes

1 It is worth pointing out that the NGO explains that the number of firms from China and 
Russia might be understated.

2 The critical report was composed by Amnesty International, Digitale Gesellschaft, 
FIDH, Human Rights Watch, Open Technology Institute, Privacy International, 
Reporters without Borders and Access.

3 The proposal of the Commission released in 2016 excluded a number of technologies, 
specifically: biometrics, location tracking devices, probes and deep packet inspection 
(DPI) systems were removed from the leaked draft version of the Commission’s 
proposal.

4 Digital Europe represents the most important corporations and national associations of 
the European digital industry.
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6 European security in cyberspace
A critical reading

André Barrinha

Introduction

The critical study of security became one of the most vibrant areas of activity in 
post-Cold War International Relations (see Buzan and Hansen 2009). Some 
approaches focused on unpacking the political nature of security, whereas others 
operated closer to the ethical ambitions of Critical Theory.1 In common, they 
had ‘the identification and denunciation of depoliticization [of security], both in 
the social realm and in the realm of academia’ (CASE Collective 2006: 445). 
They also concurred in the subjective (or inter-subjective) meaning of the 
concept, highlighting its fundamental unsettled nature. But, whereas the emergence 
of Critical Security Studies2 was very much focused on the debate between 
different schools and approaches, in recent years, those divisions have largely 
subdued and the debate seems to have moved beyond these imaginary silos 
towards a more empirical work (Dunn Cavelty and Wenger 2019: 9).

The problematisation/deconstruction/reconstructions of the concept of security 
itself is certainly the basis on which the remaining critical edifice is built. That 
constant search for transformative answers that contribute to the emancipation of 
individuals, groups and societies is an integral part of a robust critical analysis. 
In this chapter, we are particularly interested in exploring how these dynamics 
apply to cybersecurity in the European Union (EU) context.

Indeed, cybersecurity is fast becoming a key issue in European politics. 
Several high-profile attacks such as WannaCry and NotPetya, combined with 
foreign interference (or the fear of) in national and European elections have 
placed this topic on the top of the agenda. Surprisingly, the academic literature on 
European security, either critical3 or ‘traditional’, remains relatively sparse (for 
exceptions, see Bendiek and Porter 2013; Christou 2016, 2018, 2019; Carrapico 
and Barrinha 2017, 2018; Dunn Cavelty 2018; Farrand 2018; Renard 2018; 
 Sliwinski 2014).

This chapter intends to contribute to addressing this gap by applying some of 
the key ideas in the critical studies on security to the study of the EU’s approach 
to cybersecurity. It has two main ambitions in that regard. First, it offers a basic 
framework through which to assess cybersecurity governance practices and pol-
icies from a critical standpoint. As will be suggested, only by dividing a security 
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policy into its ‘constitutive’ and ‘adjustment’ phases can we unpack the norm-
ative principles that underpin it and offer alternative readings of what security 
‘should’ be in a given area; only then can we move towards those ‘more eman-
cipatory ends’. This implies an initial identification of the embedded normative 
principles and a subsequent matching of those principles against the emancip-
atory potential of that policy. Second, it aims to problematise the EU’s under-
standing of cybersecurity and question its emancipatory potential against alternative 
readings of what a human-focused cybersecurity approach should be. Finally, 
this chapter contributes to sheding light on how emerging security technologies 
(in this case, related to cybersecurity) are framed in the EU context.

In terms of structure, it starts by explaining the differences between the con-
stitutive and the adjustment phases in security and the role of normative analysis 
within it. This will be followed by a brief discussion about the role of technology 
and cybersecurity from a critical perspective. The last part of the chapter looks 
specifically at the EU’s approach to cybersecurity and the normative challenges 
it raises.

From constitution to adjustment: the sedimented  
nature of security policies
As mentioned in the Introduction to this volume, most critical approaches 
concur in that (in)security is a social construction, that can be manufactured, 
resulting from different expert views, representing specific cultural tendencies or 
dominant political forces. Security thus understood loses its deterministic mantle 
and opens the space for the contestation of specific security policies and prac-
tices; it opens the space for criticality. However, it also implies a political 
process of constant new beginnings. Whether it is through a speech act (Copenhagen 
School) or a set of practices (Paris School), it is clear something is created 
(Huysmans 2014: 3); security has a performative power in the lives of states, 
organisations and people.

This chapter proposes a slightly different reading, one in which security pol-
icies are not constantly redefined, but rather adjusted. That means that the logics 
of continuity are more sedimented than is often portrayed in the critical studies 
of security. It also means that security as a political process needs to be quali-
fied: there is a distinction to be made between the politics of security that leads 
to the creation of something new and the politics of security that alters previ-
ously existing policies. Technology is often at the basis of the former, such as 
the discovery of nuclear fusion or the development of information systems. In 
the 1930s, there was no nuclear policy, in the same way that in the 1980s no 
European country had a cybersecurity policy. Technological development was 
fundamental for the constitution of these specific security fields, but that should 
not automatically endorse a deterministic understanding of technology, as a crit-
ical reading of Science and Technology Studies (STS) would tell us.

Andrew Feenberg, in his Critical Theory of Technology (1991), distinguishes 
between instrumental and substantive understandings of technology. Instrumental 
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technology is ‘the common sense idea that technologies are “tools” standing 
ready to serve the purposes of their users’ (Feenberg 1991: 5), whereas the sub-
stantive understanding inverts the instrumental relationship, placing the human 
as a subordinate of technology. The aim of this distinction is not to highlight the 
deterministic character of technology. On the contrary, it raises the importance 
of shaping it. It is what Feenberg calls the ‘ambivalence’ of technology; or the 
idea that the design and implementation of technology is, as put by Columba 
Peoples, the result of a struggle whose outcome ‘can be informed by and used 
towards more emancipatory ends’ (2010: 28).

This struggle, that can assume the form of a ‘democratic intervention’4 (Feenberg 
2017) is most effective in this constitutive moment of security. The constitutive 
moment of a security policy defines what the security issue is, who should be 
protected (referent object) and against what, how it should be approached and 
who should be responsible for dealing with it. The preliminary definition of the 
conditions of possibility therefore sets the constitutive ground from which the 
politics of security can operate. Security politics then becomes a boundary shift-
ing exercise, akin to a parliament approving legislation within the framework of 
an a priori constitution. In that regard, separating the constitutive from the 
adjustment period enables us to chronologically understand the depth and 
importance of a posteriori change. Methodologically, this leads to a double 
move. First, the analyst extracts the normative claims embedded in both periods. 
To paraphrase Robert Cox (1981), it answers the question: security for whom 
and for what purpose? Second, it tests those normative claims against their 
emancipatory potential, answering questions such as: do those measures con-
tribute to improving the lives5 of the individuals under the jurisdiction of the 
political entity under analysis? If not, what alternative conceptions should be 
introduced in the political debate? The conclusion of that exercise can then be 
fed as a contribution to the boundary shifting exercise that is discussing and 
potentially changing the politics of security within a given field.

Applying this framework to cybersecurity implies removing the technological 
determinism of the concept and opening it to other emancipatory possibilities. 
Within such logic, security becomes a contrasting exercise between its constitu-
tive elements and the political changes that are discussed or introduced. The 
security analyst becomes the jury of a higher court, constantly assessing the 
merits and shortcomings of policy proposals that are made against previously 
existing constitutional principles. This gives the analyst sufficient information to 
execute the above-mentioned two-step normative exercise: to identify the 
embedded normative principles enshrined in cybersecurity governance and to 
test their emancipatory potential against new policies in the field.

Defining cybersecurity: a political performance
What we ‘do’ when we say cybersecurity? First, it is important to understand 
that cybersecurity is a contested term, particularly by the IT community that has 
always preferred to use terms such as information security, network security or 
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computer security. Its contemporary usage is therefore an attempt by policy 
makers to translate the complexity and importance that information networks 
have in our world.6 That means that cybersecurity is, in itself, a policy construction 
(Nissenbaum 2005). But how to define it? Although definitions abound, we 
could say cyberspace is ‘the realm of computer networks (and the users behind 
them) in which information is stored, shared, and communicated online’ (Singer 
and Friedman 2014: 13). It is an ‘information environment’, that is ‘made up of 
digitized data that is created, stored, and, most importantly, shared’, but also ‘com-
prises the computers that store data plus the systems and infrastructure that allow it 
to flow’ (Singer and Friedman 2014: 13). In practice, cyberspace involves three 
distinctive levels: hardware, software and information (Segal 2016: 34), each of 
which needs to be protected. As for cybersecurity, one could follow the Inter-
national Telecommunications Union definition, which considers it to be:

the collection of tools, policies, security concepts, security safeguards, 
guidelines, risk management approaches, actions, training, best practices, 
assurance and technologies that can be used to protect the cyber environ-
ment and organization and user’s assets. Organization and user’s assets 
include connected computing devices, personnel, infrastructure, applica-
tions, services, telecommunications systems, and the totality of transmitted 
and/or stored information in the cyber environment. Cybersecurity strives to 
ensure the attainment and maintenance of the security properties of the 
organization and user’s assets against relevant security risks in the cyber 
environment.7

From this perspective, cybersecurity is the policy area responsible for ensuring 
the normal functioning of cyberspace, in particular its availability, integrity and 
confidentiality. Issues such as privacy and surveillance are not commonly asso-
ciated with cybersecurity. Even in documents that are not linked to national 
security that seems to be the case. The Report of the UN Secretary General’s 
High-Level Panel on Digital Cooperation, published in 2019, whose ultimate 
purpose is to find ‘ways we work together to address the social, ethical, legal 
and economic impact of digital technologies in order to maximise their benefits 
and minimise their harm’ (2019: 7) clearly separates on Chapter 3 the right to 
privacy from security.

A more critical approach of the topic would, however, unpack cybersecurity 
beyond its technical components. As Myriam Dunn Cavelty highlights, also 
echoing previous definitions from Ronald Deibert, Rafal Rohozinski and 
Masashi Crete-Nishihata (2012) and Lene Hansen and Helen Nissenbaum 
(2009), cybersecurity can be seen as ‘a heterogeneous set of discourses and 
practices with multiple, often contradictory effects’ (Dunn Cavelty 2014: 703). 
This approach moves the core of the definition away from technological needs 
and places cybersecurity at the centre of the political debate. When doing so, 
alternative configurations of cybersecurity can be put forward. For instance, 
when referring to a human security-centred understanding of the term, Boulanin 
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argues that we need a holistic understanding of cybersecurity ‘that not only 
tackles risks related to cybercrime and sophisticated cyber-threats that jeopardize 
cyberspace, but also takes into account considerations for principles of the rule 
of law that can improve people’s trust in ICT’ (2016: 401). In her work, 
 Madeline Carr also makes the connection between privacy and cybersecurity, 
arguing that the latter could be understood as ‘the integrity of our personal 
privacy online, to the security of our critical infrastructure, to electronic com-
merce, to military threats and to the protection of intellectual property’ (Carr 
2016: 49–50).8

Currently, cybersecurity is perceived mostly in favour of ‘a few and already 
powerful entities and has no or even negative effects for the rest’ (Dunn Cavelty 
2014: 707). Profit maximisation, sovereign oversight or higher strategic aims 
usually take priority over individuals’ online (and offline) safety. If anything, the 
individual is from the state perspective often seen as a risk that needs to be 
managed via surveillance practices (see Seoane, Chapter 5 in this volume). Indi-
viduals are a threat, but they also serve a specific purpose as ‘nodes in the 
network, needed to ensure the wealth and health of the networks, but not their 
own health’ (Dunn Cavelty 2014: 706). Even issues that seem to benefit the indi-
vidual, such as encryption or net-neutrality, are more often than not related to 
profit opportunities (see Horten 2016). Under the current circumstances, indi-
viduals are placed between a profit-driven private sector, sovereignty-obsessed 
states and the dependence on ultimately flawed technology (Eriksson and 
 Giacomello 2007: 6). As expressed in a 2017 report by the London-based advo-
cacy group Privacy International, ‘cyber security should be considered a public 
good, in the same way as public health for example, which promotes collective 
responsibility for the benefit of everyone’ (2017: 7). The protection of indi-
viduals, networks and devices is, in their view, interdependent, an understanding 
that is rarely taken into consideration by the major cybersecurity actors. 
Acknowledging the constitutive effects of cybersecurity policy in each given 
context, could, in that regard, be the first step towards offering specific norm-
ative suggestions on the issue. If we are able to unpack the meanings underlying 
each actor’s constitutive cybersecurity policy, we can then match it against any 
future policy changes and suggest alternative meanings and approaches: in short, 
alternative forms of cybersecurity governance. This could also contribute to the 
formation of new publics, alert and willing to challenge the dominant percep-
tions of cybersecurity and its inherit tendency towards depoliticisation. It is that 
normative exercise which we will now do regarding the EU.

EU: Constituting cybersecurity
The EU’s approach to cybersecurity started to gain momentum over a decade 
ago with the creation and development of a series of institutions, policies and 
initiatives, such as the 2005 Council Decision on Attacks against Information 
Systems, the creation of the European Union Agency for Cybersecurity 
(ENISA) in 2004 and the Communication from the Commission Towards a 
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General Policy on the Fight against Cyber Crime (COM(2007)267 final). But its 
major landmark came in 2013 with the approval of the EU Cybersecurity Strategy. 
The document proposed three action pillars – network and information security; 
law enforcement; and defence (European Commission 2013: 17) – attributing 
specific institutions and agencies to each of the pillars.

In parallel with its Cybersecurity Strategy, the European Commission 
 proposed a Directive on the security of network and information systems (the 
so-called NIS Directive). Although significantly watered down when compared 
to the original proposal, the final text was eventually agreed by Commission, 
Parliament and Council in December 2015 and entered into force in August 
2016.9 Also, in 2013, the EU adopted the Directive on attacks against informa-
tion systems that replaces the 2005 EU Framework Decision on attacks against 
information systems that built on the previous legislation but adds a more urgent 
requirement for communications and infringement for non-compliance.

All this activity could be defined as part of the constitutive period in which 
the edifice of EU’s cybersecurity was built: a period that coincided with the pro-
gressive emergence of cyberspace as a priority issue in the international security 
agenda. The EU is now moving from a constitutive phase to an adjustment 
phase, embodied in a batch of policies and guidelines implemented or approved 
in the last three years. This second phase was heralded by the approval of the 
EU Global Strategy in June 2016, which placed cybersecurity among its top pri-
orities (European Union 2016: 9). Cyber issues were, according to the strategy, 
to be ‘weaved’ across all policy areas, coordination with member states and 
cooperation with other actors, to which the strategy highlights the USA and 
NATO. The EU has indeed reached an agreement with NATO on the issue in 
November 2016 – the Cyber Defence Pledge (NATO 2016) – and the European 
Commission has included cyber defence as a top priority in its European Defence 
Action Plan (European Commission 2016b). A few months earlier, in July 2016, 
it had already adopted the Communication Strengthening Europe’s Cyber 
 Resilience Systems and Fostering a Competitive and Innovative Cybersecurity 
Industry (European Commission 2016a), two documents that place private 
 initiative at the centre of cybersecurity development in Europe.

If 2013 was a crucial year for the EU by shifting a gear up in terms of its 
approach to cybersecurity, 2017 offered a renewed political mandate. In June, 
the Council (2017a) called for the development of a Cyber Diplomacy toolbox,10 
that will provide the EU with the necessary tools to engage with the rest of 
world both cooperatively and in response to cyberattacks, namely, through the 
imposition of economic sanctions (Moret and Pawlak 2017).

A few months later, in September, Jean-Claude Juncker, in his State of the 
Union address, placed the security of the Europe’s critical information infra-
structures at the centre of its future (European Commission 2017b). That came a 
week after the Council approved a comprehensive Cybersecurity Package that, 
among other elements, proposed the transformation of ENISA into a permanent 
Cybersecurity Centre, the creation of a new European Cybersecurity Research 
and Competence Centre and the development of an EU-based cybersecurity 
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 certification process. One new element in the EU’s enhanced approach to 
 cybersecurity is its ambition to offer concrete responses to cyberattacks: both 
through sanctions (Moret and Pawlak 2017) and through the development of an 
EU Cybersecurity Crisis Response Framework that would help operationalise a 
blueprint for joint action against large-scale cyberattacks (European Commis-
sion 2017a).

The year 2017 was also marked by the EU Council decision to approve the 
creation of a Permanent Structured Cooperation (PESCO) in defence, that 
together with the Commission-sponsored European Defence Fund will con-
tribute to the significant development of defence within the EU framework 
(see Calcara, Chapter 1 and Fiott, Chapter 2 in this volume). Two of its initial 
17 projects will be explicitly dedicated to the cybersecurity (Bendiek 2018: 4). 
That number has increased to three (out of 34) if one includes the project led 
by the Czech Republic on electronic warfare. What is most striking about 
these projects is the fact that none of the larger EU member states took the 
initiative to lead projects in this field,11 which is not particularly surprising as 
the EU is only now starting to be seen as a credible actor in the field of cyber 
defence (see Deschaux-Dutard’s Chapter 7 in this volume). This follows a 
wider trend as, until recently, the EU has acted more as a facilitator of member 
states’ activities than as an enforcer of a specific worldview (Sliwinski 2014). 
Member states were, according to the EU’s Cybersecurity Strategy, the main 
actors responsible for ensuring Europe’s security in this sector. As we move 
away from the constitutive period to a consolidation phase (where adjustments 
become possible), there seems to be a progressive change of tone on the part 
of the EU in that regard. In the 2017 Joint Communication, a document that 
intends to offer concrete steps for the EU to advance in this field, it is recog-
nised that:

[w]hile member states remain responsible for national security, the scale 
and cross-border nature of the threat make a powerful case for EU action 
providing incentives and support for member states to develop and maintain 
more and better national cybersecurity capabilities, while at the same time 
building EU-level capacity.

(European Commission, 2017a: 3, our emphasis)

In fact, some member states think the EU is already trying to overreach in this 
domain, with both France and Germany showing much scepticism regarding the 
EU’s cybersecurity certification proposal (Stupp 2018). The next few months 
will tell if we are witnessing the start of an open turf war between the Commis-
sion and member states in this field and if that will have any implications in 
terms of how cybersecurity is perceived and done in Europe. The EU’s recent 
efforts in cybersecurity seem to indicate a willingness to correct a certain lack of 
coherence (see Carrapico and Barrinha 2017) demonstrated in the constitutive 
phase of the policy, even if that means adopting a more pro-active stance that is 
not always cherished by all member states.
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From consolidation to adjustment: analysing  

EU’s cybersecurity

The 2013 Cybersecurity Strategy of the European Union can be seen as the EU’s 
foundational moment when it comes to cybersecurity as it was the first time the 
EU has adopted a structured, encompassing document that defined the limits of 
what cybersecurity should be and of how it should be approached. In the docu-
ment, cybersecurity is defined as:

the safeguards and actions that can be used to protect the cyber domain, 
both in the civilian and military fields, from those threats that are associated 
with or that may harm its interdependent networks and information infra-
structure. Cyber-security strives to preserve the availability and integrity of 
the networks and infrastructure and the confidentiality of the information 
contained therein.

(European Commission 2013: 3)

Its priorities are mostly centred on making information networks more ‘resilient’, 
reducing cyber crime, developing defence capabilities, developing the technolo-
gical and industrial base and promoting the EU values abroad.

As indicated earlier, cybersecurity is, according to the strategy, translated into 
three main areas – cyber crime, CIIP and defence. From interviews conducted in 
Brussels with officials from the European Commission and European Parliament,12 it 
is clear that issues associated with privacy and data protection are not seen as 
cybersecurity per se; they are taken to be about data protection and regulation. In 
one of the few rare occasions privacy is mentioned in the 2013 strategy, it 
appears as something that exists outside the cybersecurity sphere. Personal data 
and privacy are to be taken into full consideration as ‘[c]ybersecurity can only 
be sound and effective if it is based on fundamental rights and freedoms as 
enshrined in the Charter of Fundamental Rights of the European Union and EU 
core values’ (European Commission 2013: 4). Also, ‘[a]ny information sharing 
for the purposes of cyber security, when personal data is at stake, should be 
compliant with EU data protection law and take full account of the individuals’ 
rights in this field’ (European Commission 2013: 4). However, as was also made 
clear in the same paragraph, ‘[r]eciprocally, individuals’ rights cannot be secured 
without safe networks and systems’ (European Commission 2013: 4). Ultimately, 
privacy and data protection matter as principles associated with the EU’s funda-
mental rights that deserve to be respected in any EU cybersecurity policy, but they 
are not cybersecurity. This is visible in other recent documents. For instance, the 
term ‘privacy’ is entirely absent from the Cyber Diplomacy Toolbox (Council of 
the EU 2017a), the EU Cybersecurity Strategy Roadmap (Council of the EU 
2017b) or even from the 2018 Conclusions on Malicious Cyber Activities 
(Council of the EU 2018). In the Resilience, Deterrence and Defence Joint Com-
munication, it is mentioned once, but again, only in reference to the promotion of 
EU’s core values internationally (European Commission 2017a: 18).
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Although developments in the field of data protection and privacy are not 
seen as part of the cybersecurity remit, the EU has been rather active in this 
field, both inside and outside its borders. The European Parliament seems to be 
the institution most concerned with these issues, whereas the Commission and 
the Council often take a more pro-business position and are more susceptible to 
lobbying pressures, as was the case during the negotiations for new General 
Data Protection Regulation (GDPR), approved in April 2016 (see Horten 2016) 
and implemented in May 2018. In any case, and given the global context in this 
field, there is the perception that, as a whole, the EU is, internationally, at the 
forefront of data protection regulation (Segal 2016), a perception confirmed by 
the discussions around Cambridge Analytica and Facebook’s use of its users’ 
personal data (Hern and Pegg 2018). Internationally, relations with the USA 
have been particularly affected since the Snowden disclosures in 2013. The Safe 
Harbour agreement that regulated the transfer of information between the EU 
and the USA was declared void by the European Court of Justice in 2015, after 
an Austrian student filled in a complaint against Facebook, due to its participa-
tion in NSA’s PRISM surveillance programme and subsequent lack of adequate 
protection for the transfer of data to the USA. A new agreement – Privacy 
Shield – was signed in June 2016 but its existence appears quite precarious, as 
the EU Court of Justice is currently assessing the legitimacy of its standard con-
tractual clause (Walker 2019).

If the EU’s cybersecurity was constituted as based on the cyber crime, CIIP, 
cyber defence triptych, there are not many signs of that changing in the near future. 
All the documents and policies published in the last couple of years indicate that the 
EU is more concerned in giving teeth to the current strategy than in radically chang-
ing its stance on the topic. This ultimately leaves the EU in a somewhat strange 
position: as a political entity, it does much to address issues of privacy and data 
protection – of the which GDPR certainly is its most recognisable feature – but as a 
cybersecurity actor its priorities lie elsewhere – in combating cyber crime, protect-
ing critical infrastructures and defence. The move from its constitutive to its adjust-
ment phase only seems to have consolidated such distinction.

Conclusion

This chapter conceptualises cybersecurity from a critical standpoint. It offers 
both an analytical tool – in the distinction between constitution and adjustment – 
and a backdoor within it for a normative discussion on what cybersecurity is or 
should be. As it argues, moving towards a more emancipatory understanding of 
cybersecurity implies redefining how we perceive the concept and how we 
define priorities; it also means extracting it from its technical dimension and 
accepting it as a political-normative construct. When looking at the EU’s priorities 
in this field, it is clear it prioritises the consolidation of its 2013 Cybersecurity 
Strategy, which demands that its information networks are seen as reliable and 
secure. Issues such as privacy and personal data are contemplated, but mostly as 
part of its core values and as part of its internationally oriented value-promotion 
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agenda. When it comes to its own member states, such issues are dealt in separate 
policy settings with different actors involved – such as in the case of the EU GDPR.

Should we be concerned with such division? Should cybersecurity at the EU 
level be redefined in order to include those issues that affect European citizens 
the most? Critics of the Welsh School have often highlighted that a problem 
with equating security with emancipation was that it could simply lead to the 
securitisation of the latter. By putting privacy issues at the centre of its cyber-
security approach, we could end up securitising privacy as a principle. Another 
problem is the potential appropriation of an emancipatory discourse in order to 
achieve other goals. Nik Hynek and David Chandler (2013: 52) make that case, 
using the EU as an example of an institution that tends to appropriate itself of 
critical, emancipatory claims, in order to fulfil policy goals that are significantly 
different from the normative principles underpinning those claims, such as was 
the case with humanitarian interventionism.

There is an ethics of constant suspicion that comes with any solid critical analysis 
of security. As we enter the adjustment phase in the EU’s cybersecurity policy, all 
these issues should be ‘un-sedimented’ and tested against emancipatory altern-
atives of cyberspace. Only then can we contribute to a political discussion of what 
cybersecurity should be and of how the EU should engage with it.

Notes

 1 As Robert Cox argues, ‘Critical theory is a mode of thought that exposes the common 
current doctrines as inadequate in dealing with global problems, and that tries to find 
other elements that could be thought of, either separately or collectively, as an altern-
ative’ (2012: 20).

 2 According to Michael Williams and Keith Krause’s Critical Security Studies, ‘the 
term critical to security studies [was] meant to imply more an orientation toward the 
discipline than a precise theoretical label, as we adopt a small-c definition of critical 
for both practical and intellectual reasons’ (1997: x–xi).

 3 For a broader approach to the topic, see Balzacq and Dunn Cavelty 2016; Choucri 
and Goldsmith 2012; Christou 2016; Saco 1999; Dunn Cavelty 2008, 2014, 2015; 
Hansen and Nissenbaum 2009; and Kello 2017. Also, for an overview of the field, see 
Dunn Cavelty and Wenger 2019. We find the literature in the field to remain sparse 
overall. From a brief analysis of two journals associated with Critical Security 
Studies, Security Dialogue and the more recent Critical Studies on Security, there 
were, until June 2018, a total of four articles with the prefix ‘cyber’ (Betz and Stevens 
2013; Deibert, Rohozinski and Crete-Nishihata 2012; and Power 2007; Zajko 2015) 
in the title and only a handful seem to discuss issues associated with it (including 
Aradau 2010; Dunn Cavelty 2014 and Dunn Cavelty, Kaufmann and Kristensen 
2015).

 4 These are new forms of ‘sociotechnical agency’ that lead the public to intervene in order to 
alter its relation with a given technology or technology-based practice (Feenberg 2017: 4).

 5 For a discussion about the principle of the good life in the interaction between 
humans and technology, see Verbeek (2013).

 6 In their book Cybersecurity and Cyberwar, Peter W. Singer and Allan Friedman 
(2014: 5) offer a few curious examples of this, such as the FBI Director that did not 
have a computer in his office until 2001 or the fact that in 2013 eight out of nine US 
Supreme Court Justices did not use email.
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 7 Taken from the International Telecommunications Union, at: www.itu.int/en/ITU-T/
studygroups/com17/Pages/cybersecurity.aspx.

 8 I would like to thank the editors for pointing this out.
 9 The Directive creates a Cooperation Group to coordinate the exchange of information 

between the different national Computer Security Incident Response Team (CSIRT) 
and it places significant responsibilities on member states and companies that are 
deemed to be operators of essential services (e.g. transport, banking and health) as well 
as those that are digital service providers (e.g. cloud computing and search engines). 
Member states had until May 2018 to transpose the directive to national legislation.

10 The April 2018 Council Conclusions on Malicious Cyber Activities gave a renewed 
(somewhat lost) impetus to the implementation of the Cyber Diplomacy toolbox, 
which eventually materialised in May 2019 when the EU set out a detailed sanctions 
regime and other restrictive measures against cyberattacks (Council of the European 
Union 2018, 2019a and 2019b).

11 That responsibility was given to Greece (Cyber Threats and Incident Response 
Information Sharing Platform), Lithuania (Cyber Rapid Response Teams) and the 
Czech Republic (Electronic Warfare). For more information, see Permanent Struc-
tured Cooperation (PESCO), at: https://pesco.europa.eu/.

12 Interviews conducted in May 2016.
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7 EU cyber defence governance
Facing the fragmentation challenge

Delphine Deschaux-Dutard

Introduction

Cyberspace has recently become the fifth battlefield (O’Connell 2012). As an 
international organisation, the European Union (EU) has become increasingly 
concerned with cybersecurity in the last decade. This topic is especially stimu-
lating as the academic literature remains quite sparse (Dunn Cavelty 2013a, 
2013b; Sliwinski 2014; Christou 2016; Barrinha and Carrapiço 2016, 2017, 
2018). As Barrinha and Carrapiço (2018) underline, European cybersecurity 
constitutes an emerging field both for academic researchers and practitioners. In 
recent years, the EU has been summoned to be able to act as a security provider, 
which also entails the military aspects of the cyberspace. In this regard, cyberse-
curity encompasses the topic of this chapter, which lays emphasis on cyber 
defence. While cybersecurity designates both ‘the insecurity created by and 
through [cyberspace] and […] the practices or processes to make it more secure’ 
(Dunn Cavelty 2013a: 363), cyber defence can be defined as the set of norms, 
organs, tools and procedures aimed at protecting critical infrastructures and net-
works dedicated to the military defence of a given country or group of countries 
from cyberattacks harming the national security of a country or collective 
security.1 The paradox of cyberspace is that contrary to air, land or sea, in 
defence-related issues, it relies not only on the military but mostly on the civil-
ian and private spheres. The specificity of cyberspace is its transnational nature 
relying on multiple stakeholders.

Faced with recurring cyberattacks and cyber threats against military infra-
structure (emanating from Russia but not only, see Barrinha 2018), the EU 
started developing a discourse around cybersecurity and cyber defence (Christou 
2016 and 2019; Barrinha and Carrapiço 2017). Yet, what is striking is that EU 
cyber defence is much less academically investigated than cybersecurity, even 
though the EU started developing a cyber defence architecture half a decade ago. 
Hence, this chapter focuses on EU cyber defence normative and institutional 
architecture to understand the governance of cyber defence at the European level 
as well as the challenges and limits it faces. This chapter aims at illustrating the 
global aim of this edited book seeking to open the black box of the politics governing 
new technologies in the EU. How does EU cyber defence emerge and work as a 
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specific field? What are the characteristics and challenges of the governance of 
EU cyber defence? We rely on the concept of governance as defined in the Intro-
duction of this book, which means as a tool enabling the exploration of how and 
by whom emerging security technologies are governed. Theoretically, the 
chapter borrows from the concept of strategic culture to explore these questions. 
Strategic culture designates a ‘set of general beliefs, attitudes, and behaviour 
patterns’ (Snyder 1977) affecting defence policy.2 Norms, values, patterns of 
behaviour as well as historical experience shape the culture which the state (and 
at a regional level, the EU) tend to deploy in terms of military and strategic 
matters. We agree with Meyer’s definition of strategic culture as ‘a causal factor 
of relatively high permanence, which has practical implications for explaining 
decisions’ about military matters (2013: 51). The concept of strategic culture is 
not predictive but helps us to understand why EU member states do not all share 
the same ideas about cyber defence, as the third part of the chapter 
demonstrates.

Thus, to show what impact strategic culture has on EU cyber defence initi-
atives, the chapter proceeds as follows. The first part analyses EU cyber defence 
normative architecture to show its still marginal position. The second part 
focuses on the governance of EU cyber defence by analysing its actors and tools. 
The final part uncovers the challenges of the EU cyber defence normative and 
institutional architecture by relying on the concept of strategic culture to explore 
the limits of the EU as an efficient cyber defence actor in the short term.

An emerging normative cyber defence  
architecture in Brussels

This part aims at understanding how the EU cyber defence is integrated into a 
global European normative framework.

A European framing of cybersecurity mostly  

based on economic and civilian aspects

The EU has shown a growing interest for cybersecurity matters since the late 
1990s, seeing cyber technologies as a key sector as mentioned in this book’s 
introduction. A first set of EU directives was issued by the European Commis-
sion between 1999 and 2002 with one main objective: protecting the EU 
citizens’ fundamental rights and freedom, while securing economic and trade 
activities relying in the use of Internet. The economic logic underpinning these 
documents did not include the military dimension of cyber. Even in the European 
Security Strategy (Solana 2003), there is no mention of cyber threats. After the 
cyberattacks in Georgia in 2008, the EU included energy and transport as an 
important matter of cybersecurity. The EU also strongly focuses on the fight 
against cyber criminality with the involvement of the Commission, the Council 
and Europol (which developed a team dedicated to fighting cyber criminality: 
EC3; Christou 2016: 87–118).
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The adoption of EU’s Cybersecurity Strategy (EUCSS) released jointly by 
the Commission and the High Representative in February 2013 has become the 
nucleus of EU’s cybersecurity normative architecture (European Commission/
HRVP 2013). The EU Cybersecurity Strategy emphasises cyber resilience by 
protecting critical information systems and fostering cooperation between the 
public and private sector, as well as civilian and defence authorities. Yet, the 
EUCSS does not provide a clear and common European definition of cyber-
security (Sliwinski 2014). The document proposes a holistic approach necessi-
tating cooperation among many public and private stakeholders, as in many 
other  dual-technologic issues studied in this volume.3 This cyberstrategy, 
updated in  September 2017, comes together with the European Network and 
Information Security (NIS) directive adopted in 2016 and enforced in 2018, 
which is the first EU-wide legislation on cybersecurity and aims at creating 
common standards of cybersecurity within the member states. The driving 
concept under the strategy is resilience, which does not aim at the removal of the 
threat but rather at the capacity of the system to quickly recover in case of a 
cyberattack (Dunn Cavelty 2013a, 2013b). The last document adopted in May 
2019 is the EU Cybersecurity Act, which mainly expands the mandate and 
resources of ENISA, the EU Agency for Cybersecurity located in Heraklion, and 
aims at producing a European certification framework. This rapid overview of 
EU cyber norms shows that defence has not been the priority in the framing of 
EU cybersecurity. However, in the last five years, the EU has started to look at 
the external dimension of cybersecurity, encompassing cyber defence. New 
technologies (drones, AI, big data, etc.) and their impact on warfare have 
prompted the need for a European reflexion on cyber defence, embedded in the 
quest for European strategic autonomy globally.

Cyber defence as a side issue in EU’s  

framing of cybersecurity

The external dimension of cybersecurity encompasses both cyber diplomacy 
and cyber defence. In this regard, the EU launched a Framework for a Joint 
EU Diplomatic Response to Malicious Cyber Activities, also called the Cyber 
Diplomatic Toolbox, adopted by the Council in June 2017, looking at the best 
collective answer at the EU level regarding cyberattacks and creating a 
toolbox from sanctions until the ultimate level: the possibility to invoke the 
mutual defence clause (Article 42 §7) or the mutual assistance clause (Article 
222 TFEU) in case of crossing of the threshold for a cyber conflict (or a 
cyberattack with lethal or conventional consequences; Moret and Pawlak 
2017). Moreover, on 14 May 2019, the European Council agreed on the capa-
bility to impose European sanctions to deter and respond to cyberattacks 
(Council Decision 7299/19). This shows a European will to exist as a diplo-
matic actor in cyberspace, even though imposing sanctions raises the difficult 
issue of the attribution of cyberattacks to a state or a state-sponsored attacker 
(Bendiek 2018).
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Cyber defence is the military side of EU’s interest for the external dimension 
of cybersecurity. Even if cyber defence is not the main priority of the EU, the 
EUCSS remains the first norm introducing cyber defence at the European 
level. First, in this document, the EU recognises for the first time that it is now 
entitled to deal with cyber defence, which was not included in EU’s defence 
activities (namely, in the Common Security and Defence Policy [CSDP]) 
before. Second, the cybersecurity strategy appeals to the solidarity clause 
(Article 222 for the Treaty on the Functioning of the European Union) as 
follows: ‘A particularly serious cyber incident or attack could constitute suffi-
cient ground for a member state to invoke the EU Solidarity Clause’ (EEAS 
2013: 19). This explains why cyber defence has been enriched with specific 
norms. The 2013 EU Cybersecurity Strategy underlines four main issues to be 
developed in cyber defence: the development of cyber defence capabilities 
with EU member states; the development of an EU Cyber Defence Policy 
framework; the promotion of the civil–military dialogue; and the dialogue 
with international partners like NATO. The need for a specific cyber defence 
document had already been expressed in the final report of the High Repre-
sentative in October 2013 (eight months after the release of EU Cybersecurity 
Strategy). In November 2014, the Council issued an EU Cyber defence frame-
work focusing on capability development, training, education and exercises 
(Council of the European Union 2018).

Since then, European cyber defence has been extended by several strategic 
documents. The EU Global Security Strategy published in June 2016 considers 
‘cyber’ as one of the key components of EU’s security and defence (see Barrinha 
and Renard 2018: 182). In September 2017, the European Commission and the 
High Representative issued a joint communication known as the ‘2017 Cyberse-
curity Package’ emphasising the need for an EU cyber defence to better face 
hybrid threats (Pupillo et al. 2018). The European Commission and the European 
External Action Service (EEAS) also updated the EUCSS in September 2017 
with a Joint Communication (‘Resilience, Deterrence and Defence: Building 
Strong Cybersecurity for the EU’). Moreover, the European Parliament adopted 
a motion on Cyber defence in May 2018 stating: ‘while cyber defence remains a 
core competence for member states, the EU has a vital role to play in providing 
a platform for European cooperation’ (cited in Pupillo et al. 2018: 36). In June 
2018, the European Commission, the European Parliament and the Council 
issued a joint communication titled ‘Increasing Resilience and Bolstering 
 Capabilities to Address Hybrid Threats’ also putting emphasis on the need for 
cyber defence coordination at the European level.

To sum up, EU cyber defence norms take roots in a dense cybersecurity 
framework mostly based on civilian and economic principles at the European 
level. The main EU institutions (the Council, the Commission and the Parlia-
ment) have framed cybersecurity and cyber defence as a shared area of respons-
ibility.4 In reality, the securitisation process of cyber at the European level 
remains highly differentiated (Christou 2019), with cyber defence governance 
torn between the EU level and the national level as we analyse it in the next 
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section. The EU’s emerging cyber defence strategic architecture does not yet 
entail a consistent European cyberstrategic culture.5

The governance of EU cyber defence:  
an unstable balance between the national  
and European levels
This section explores the governance of EU cyber defence to show that as in 
many other dual-use technological issues, when it comes to the military dimen-
sions of these technologies, the European level has to count with European gov-
ernments maintaining a primary role, as stated in this volume’s introduction. As 
EU cybersecurity architecture has already been well documented (Christou 
2016; Barrinha and Carrapiço 2016, 2017), we only focus on the EU cyber 
defence governance. As cyber defence reports to EU’s external action, the 
 institutional structures involved are the ones working in the framework of 
CSDP, characterised by a governance torn between intergovernmentalism (the 
ruling principle of CSDP), and Europeanisation, represented by the nature of 
these structures incarnating the European interest within CSDP’s institutional 
framework.

EU’s actors operating European cyber  

defence torn between intergovernmentalism  

and Europeanisation

The architecture of EU cyber defence primarily relies on actors at the European 
level and at the member states level. At the European level, three main institu-
tional actors and three tools can be identified. Regarding the institutions, the 
main actors dealing with cyber defence in Brussels are the European Defence 
Agency (EDA) and the EU Military Staff (EUMS) within the EEAS. Interest-
ingly, these actors are included in European defence institutional framework 
(CSDP) but are not intergovernmental. Both the EDA and the EUMS are com-
posed of detached national agents, which means these agents do not represent 
their own member states contrary to the agents working in the Political and 
Security Committee (PSC) or the EU Military Committee (EUMC).

The EDA is an important agency concerning EU cyber defence initiatives. 
The EDA’s global role in CSDP is to support the member states in different 
areas of military capability development including cyber defence. It is also an 
actor participating in the creation of a military discourse at EU level (Barrinha 
2015). Cyber defence has clearly become a priority of the EDA’s capability 
development plan since 2010 and has been reaffirmed by the European Council 
of December 2013 as one of four key capabilities for EDA activity. The agency 
therefore set up a unique cross-national expert project team (coming from 
national MoDs and from the civilian sphere) in 2011 to promote the develop-
ment of cyber defence capabilities both at the EU and national levels. As the success 
of military operations is increasingly dependent upon the access to cyberspace 
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and the armed forces are reliant on cyberspace both as a user and as a battlefield, 
the EDA is active in the fields of cyber defence capabilities as well as in 
research and technology.6 The EDA’s action in cyber defence is more precisely 
developed within the Capability, Armament & Technology Directorate directed 
by Martin Konertz, working in close dialogue with the defence authorities of EU 
member states. Concretely, the EDA organises training and exercises and 
delivers cybersecurity and cyber defence courses for operational actors as well 
as decision makers, with the objective of creating a collaborative platform to 
exchange best practices and common standards.7 Moreover, the EDA works at 
developing cyber defence situational awareness for CSDP operations with the 
objective of integrating cyber defence in the European military planning 
process. This issue is very accurate as, contrary to NATO, the EU does not 
possess its own planning assets and cyber threats raise the question of the pro-
tection of national critical infrastructures used in CSDP structures, missions and 
operations (Robinson 2014).8 In this regard, the EDA works together with the 
EU Military Staff. The EDA also set up a Cyber Defence Research Agenda 
(CDRA) considered as a research and technology roadmap for the coming 
decade and appealing to coordination with other EU stakeholders, such as the 
Commission and the ENISA.

The other main EU institutional actor in cyber defence is the EUMS, located 
within the EEAS. Since the launch of EU’s Cybersecurity Strategy, the EEAS 
has been actively involved in mainstream cyber issues related to the Common 
Foreign and Security Policy (CFSP): cyber dialogues have been established with 
key strategic partners, namely, the USA, Japan, South Korea, India and China. 
The EEAS works closely with the member states and the Commission so as to 
promote a coordinated EU cyber diplomacy in international relations, character-
ised by regular cyber consultations between the EU and other international 
organisations and also with third countries.9 More precisely, the kingpin for 
cyber defence inside the EEAS is the EU Military Staff, which is the source of 
military expertise in the EU. Inside the EUMS, two directorates deal with cyber 
defence: the Concepts and Capabilities (CON/CAP) as well as the Communica-
tions and Information Systems (CIS). The former is responsible for developing 
concepts and doctrine in cooperation with the EDA, including cyber doctrinal 
aspects. For instance, the EUMS developed a European Concept for Cyber 
Defence for Military Operations and Missions in November 2016 (Rehrl 2018: 36). 
The latter provides communications and information systems planning expertise 
at both strategic and operational levels, including cyber-related issues. Last but 
not least, since 2018, the European Security and Defence College has been 
tasked with cyber defence education, training, evaluation and exercise to civilian 
as well as military staff.

However, member states remain the key players for the development of cyber 
defence capabilities, as with most other dual-use technologies. The motion on 
cyber defence adopted by the European Parliament in May 2018 is very clear on 
this: cyber defence remains a core competence for member states. As CSDP is 
an intergovernmental policy, this represents a strong limit to EU’s potential as a 
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cyber defence actor and to developing a consistent cyber strategic culture. At the 
member states level, the main actors are the national cyber commands when 
they exist, as in the cases of France or Germany, for instance. Should the EU 
experience a cyberattack with lethal consequences, the main principle to decide 
on what the response to oppose to such an attack (sanctions, hack back, etc.) 
should be, would rely on the intergovernmental principle of unanimity in the 
Council, as cyber defence remains a sovereign competence of the member 
states, where the EU can mainly act as a facilitator.

A governance completed by tools dedicated to  

cyber defence at the European level

Not only does EU cyber defence governance rely on the institutional actors pre-
sented above, but also on three specific tools included in the EU Treaties (TEU 
and TFEU). The first one is the solidarity and self-defence clause (Article 42 §7 
TEU), which provides an institutional tool to address cyber incidents. Even though 
the clause does not state cyber defence as such, if the consequences of a large-
scale cyberattack could legally qualify as an ‘armed aggression’, the clause could 
be invoked by the victim member state, as it has been by France after the terror 
attacks in November 2015. In such case, the EU member states should help the 
victim. But the use of this clause would raise the difficult question of the attribu-
tion of the cyberattack, in the same way as Article V of the NATO’s treaty does. 
Such an attribution to a specific state or state-sponsored hacker would necessitate a 
consensus among the member states within the European Council, which would 
make it difficult as it tackles diplomatic strings and strategic priorities which keep 
diverging among the EU member states, as will be shown in our final part.

Thus, a second possibility would prove more effective in case of an unattrib-
uted cyberattack: the solidarity clause included in Article 222 of the TFEU. The 
2017 Cybersecurity Package emphasises this clause as a well-suited institutional 
tool in case of a cyberattack not qualifying as an armed aggression. In such a case, 
this would qualify the cyberattack as a disaster and EU institutions and the 
member states would then have to respond with solidarity, relying on Article 222.

The last tool included in EU cyber defence architecture is the Permanent Struc-
tured Cooperation (PESCO), as four projects among the 43 projects developed in 
this framework explicitly deal with cyber defence. PESCO was officially launched 
by the European Council in December 2017 and 25 member states participate vol-
untarily in one or several projects. PESCO relies on the principle of unanimity 
among the participating member states. The projects including cyber defence 
aspects mainly concern training and coordination and bring together leading coun-
tries and observatory countries. For instance, a  Lithuania-lead project titled ‘Cyber 
Rapid Response Teams and Mutual Assistance in Cybersecurity’ (CRRT) proposes 
to work on coordination in the area of cyber defence by developing penetration 
testing, joint capabilities and mutual operational support through Cyber Rapid 
Response Teams. This appeals to the case of EU battle groups for military conven-
tional rapid response, as we show below.
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This overview of EU cyber defence governance shows that EU cyber defence 
response is under construction and encounters the challenge of overlapping 
skills between CSDP cyber-related issues and global EU cybersecurity 
addressed by different agencies. Therefore, the EU as a cyber actor remains far 
from being coherent (Barrinha and Carrapiço 2017). EU cyber defence requires 
cooperation between the multiple stakeholders, which is not accomplished yet. 
Building a global EU cyber strategic culture not only requires a good level of 
inter-institutional cooperation (Christou 2016) but also a common understanding 
of cyber priorities in the military domain. The concept of strategic culture helps 
us understand the challenges and limits experienced by the EU in the construc-
tion of its cyber defence governance.

The fragmentation challenge of EU cyber  
defence: a puzzle between the EU, the member  
states and NATO’s competing sets of priorities
EU cyber defence is embedded in a global environment, which encompasses the 
member states cyber defence architectures, as cyber defence mostly relies on 
states’ sovereignty. The concept of strategic culture helps to grasp the difficulty 
of creating a European cyber defence governance in a context where many 
member states already have structured norms and preferences about cyber 
defence that differ from the EU level of ambition. As each national  strategic 
culture is rooted in the countries’ historical and political path, this constitutes a 
solid frame by which national decision makers establish their preferences and 
priorities in defence policy. Assuming that strategic cultures play an important 
role in framing the governance of cyber defence fulfils the argument that dual-
use technologies are not neutral, as stated in this book’s introduction, but relate 
to power as their governance and framing is based on a social construction 
rooted in each actors’ culture. This helps to explain the conflicting forces at 
work. Therefore, after underlining the limits of EU cyber defence governance at 
the EU level, this part will focus on the challenges to the development of a 
 European cyber defence self-standing culture in a strategic environment shaped 
by the member states and NATO’s framing of cyber defence.10

The limits of the EU cyber defence governance

At the EU level, cybersecurity is still quite fragmented between its different com-
ponents (cybersecurity, cybercriminality, cyber defence) (Barrinha and  Carrapiço 
2017). If the Commission plays a crucial role as a policy entrepreneur in cyberse-
curity, cyber defence remains in the intergovernmental area of the Council. Cyber 
defence reflects well the dilemma of European strategic autonomy, which it is sup-
posed to fuel: the ambition may be wide, but the concrete realizations are always 
limited by the member states’ concerns for their own strategic priorities.

The first striking element is that contrary to many states who frame cyberse-
curity primarily as a military threat giving a major role to the military institution 
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in managing cybersecurity at the national level (like the US Cyber command set 
up in 2010 or the French or German cyber commands created since 2016–2017; 
O’Connell 2012), the EU has framed cybersecurity primarily as an economic 
and democratic challenge. This explains why cyber defence at the European 
level is still in its infancy and mainly focuses on prevention and resilience rather 
than on offensive capabilities as some member states do (Bendiek 2018). There-
fore, in case of a massive cyberattack with lethal or conventional consequences, 
the burden of response would de facto fall on the member states and would be 
dependent on the unanimity principle.

A good example of this challenge is provided by PESCO. Even though it 
offers a way of building up EU cyber defence capabilities by committing the 
most willing states and having them work together within a constraining frame-
work, the function of PESCO also limits the scope of such initiatives. The 
PESCO projects related to cyber defence aim at increasing the EU and member 
states’ resilience to cyber threats by pooling resources and developing more 
coordination between the different actors (including private actors). But these 
projects are not EU-wide and are ruled by unanimity: all the states involved in 
the projects have to agree on the deployment of a Cyber Rapid Response Teams 
and Mutual Assistance in Cybersecurity (CRRT) on their networks, for instance. 
The same kind of dilemma as the one raised by EU’s battle groups could lead to 
the project’s inefficiency in reality.11

Another limitation to the EU’s cyber defence governance is the scarcity of 
resources compared to the national resources dedicated by member states. The 
EEAS and the EDA combined currently disposed of a dozen staff working on 
cyber defence, whereas the French cyber command set up in 2017 aims at 
recruiting 4,000 staff over the next two years and NATO has disposed of several 
dozen staff. As Pupillo et al. underline, ‘the resources allocated by the EU are 
neither commensurate […] nor adequate’ for EU cyber defence to be effective 
(2018: 44). These limits also come from the fact that the EU, unlike NATO, is 
not a military alliance but an organisation based on a wide political project of 
integration. Thus, the EU frames cyber issues as a way of exerting a soft power 
and promoting its core values in cyberspace (Bendiek 2018; Dunn Cavelty 
2018). This is, of course, quite different from the member states and NATO’s 
perspectives. Therefore, the EU mainly plays the role of a facilitator in cyber 
defence rather than the role of an actor per se. The member states remain 
responsible for the operational and strategic levels of cyber defence.

Diverging member states’ priorities: a constraining  

environment for EU cyber defence

What is true about EU cooperation challenges in CSDP in general is also true 
when it comes to cyber defence. We share the idea developed by Biehl, Giegerich 
and Jonas that ‘national strategic cultures are among the key factors that can 
explain why […] progress on closer cooperation in security and defence remains 
slow and cumbersome’ (2013: 7–8). The lack of consensus between EU member 
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states about European defence in general reflects the range of different national 
strategic cultures, divergent military doctrines and strategic priorities within the 
EU and explains how difficult the achievement of European strategic autonomy, 
though claimed for few years, will remain. Cyber defence makes no exception. 
Many EU countries have started to include cyber into their defence strategies, 
even if disparity is high among the countries. Schematically, EU member states 
can be divided into three groups concerning cybersecurity and cyber defence 
(Christou 2016). The first group is composed of member states who invest in 
cyber defence and develop a cyber defence policy at the national level in order 
to dispose of the whole range of tools to face the cyber threats (France, UK, 
Germany, mainly). These states are also the ones that have been historically the 
most proactive in developing CSDP and EU military operations. To take the 
case of French cyber defence, the French government started to invest in cyber 
defence in 2010. The French government decided to invest over €1 billion and 
recruit about 4,000 persons for the development of French cyber defence in the 
coming years and a second cyber command was even launched in October 2019. 
The key document concerning the strategic culture shaping French cyber 
defence is the White Book on Defence and National Security of 2013. The 
White Book not only designates the cyberspace as falling within the state’s 
sovereignty but even identifies ‘offensive computer struggle’ as a ‘necessity’.12 
The underlying principle is proportionate response in case of cyberattack. This 
example clearly shows that French cyber defence policy relies on French stra-
tegic culture rooted in France’s values of independence, autonomy and sover-
eignty in strategic matters and diverges from the EU’s cyber defence framework 
mostly based on coordination and prevention.

The German cyber defence policy as well shows important financial invest-
ment in cyber but mainly relies on civilian means completed by measures 
taken by the Bundeswehr as a military cyber command was set up in 2018 in 
Bonn. German cyber strategy is more oriented towards defensive measures, 
whereas France also aims at developing offensive cyber capacities. A second 
group is composed of member states like Sweden, Finland and the Baltic 
states, who started to develop cyber responses but rely on NATO cyber 
defence assets. A third group consists mostly of the other EU member states 
that have not, until now, manifested a strong awareness about cyber defence. 
This shows how differentiated the involvement and investment of EU member 
states in cyber defence remains, as it relies upon different representations 
about cyber defence shaped by their own strategic cultures. Moreover, there is 
no consensus among the member states about an increased role for the EU in 
cyber defence.13

EU, NATO and cyber defence: complementary  

or contestant?

Another element constraining EU cyber defence governance is the existence of a 
consistent NATO cyber defence policy. EU cyber defence is driven by an 
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important concern: to avoid as much as possible duplication with NATO cyber 
defence assets.14 NATO and the EU have different normative perspectives 
regarding cyber defence. NATO frames cyber threats as a direct challenge for 
transatlantic and national security, as stated in the 2010 Strategic Concept, 
whereas the EU primarily focuses on the economic and social implications of 
cyber threats and on the diplomatic aspects of its external dimension more than 
on the military aspects (cyber defence). NATO may be the most advanced inter-
national organisation regarding cyber defence. NATO approved its first Policy 
on Cyber Defence in 2008 (revised in 2011 and 2014) and established a Cyber 
Defence Management Authority (CDMA) in 2008 and even a Cyberspace 
 Operations Centre within NATO Command Structure in 2018 (Lété 2019). The 
Strategic Concept adopted in November 2010 fully acknowledges cyber defence 
capabilities as a necessity for the Alliance (NATO 2010). NATO also created 
tools to prevent cyberattacks and cyber offensive capabilities with a central 
objective: to defend the Alliance’s own communications and information 
systems and to arouse its member states’ awareness on the need to protect crit-
ical infrastructures implied in contemporary military operations. At the NATO 
Summit in Wales, in September 2014, the organisation recognised cyber defence 
as part of the Alliance’s core task of collective defence and therefore included 
cyber threats as relevant Article V material.

If for both organisations cyber defence primarily lies in the hands of 
national authorities, NATO has taken an evident lead on this issue and the EU 
has to find a way of competing with NATO without decoupling it in cyber 
defence (Lété 2019). The EU does not aim to provide direct assistance to its 
member states in case of cyberattack but to act as a facilitator to help them 
share best practices, whereas NATO does. There is also a difference between 
NATO owning its information and the computer networks used in military 
operations and the EU depending on the member states’ ICT infrastructures 
for CSDP missions. NATO started developing its own cyber defence culture, 
whereas the EU keeps looking for coherence and does not rely on a specific 
European cyber defence culture, therefore undermining EU’s quest for stra-
tegic autonomy.

However, the EU and NATO have enhanced their cooperation in cyber 
defence since their joint declaration at the Alliance summit in Warsaw in 2016 
(NATO 2016). They regularly organise common training and exercises and 
develop information sharing in order to raise mutual trust (Lété 2019). 
Cooperation is even more needed in a context of limited financial resources: 
some experts suggest using the Berlin Plus agreements in cyber defence (Robinson 
2014). The EU and NATO have also concluded a technical agreement between 
their response teams for cyber incidents (NCIRC and CERT-EU) in February 
2016 to intensify their cooperation on cyber defence. It has been used to com-
monly discuss cyber threats in the context of the 2019 European elections. Yet, 
the EU remains way behind NATO regarding cyber defence, even though stra-
tegic autonomy has become a leitmotiv as in European defence generally since 
the 2016 EU Global Security Strategy.
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Conclusion

As part of its global effort on cybersecurity, the EU has started to invest normative 
and institutional efforts in cyber defence during the last decade. However, EU 
cyber defence remains beyond the scope of European ambition of strategic auto-
nomy as its governance remains fragmented and its norms not really constraining. 
The member states keep framing cyber defence through their own strategic 
culture first, as it is a sovereign issue. This shows more generally that when it 
comes to strategic aspects of dual-use technologies, be it drones, cyber or AI, 
states remain the pivotal actor in their governance and can define the 
 European level of governance to avoid risks for their sovereignty. This, there-
fore, limits the potentiality of a European strategic autonomy not only in cyberspace 
but also in international security in general. Thus, the EU develops initiatives in 
cyber defence, which remain to be fuelled with more substance. The EU has a 
cyber defence strategy still lacking in consistency and has designed a govern-
ance torn between the member states and European institutions. This can be 
explained by the weight of national strategic cultures framing cyber defence at 
the member states level and the still disputed existence of an emerging European 
strategic culture. Yet, EU cyber defence could be seen as a possibility for build-
ing a kind of cyber smart power at the European level, which would mean a kind 
of power that relates not only to persuasion and norm diffusion but also to a 
capacity for the use coercion if needed in cyberspace.

Notes

 1 This definition is inspired by Ventre (2011: 102).
 2 We will not discuss the debate surrounding the existence or lack of a common EU 

strategic culture which is much documented. See, for instance, Howorth (2002), 
Rynning (2003), Giegerich (2006), Norheim-Martinsen (2010, 2011), Biehl, Giegerich, 
Jonas (2013), Meyer (2013), Biava, Drent and Herd (2011) and Chappell and Petrov 
(2014).

 3 The governance of cybersecurity varies depending on the concerned area, Network and 
Information Systems having a different governance than cyber defence, for instance; for 
a general perspective on EU’s cybersecurity governance, see Christou (2016).

 4 October is traditionally the European cybersecurity month and 2019 edition’s motto 
was: ‘Cybersecurity is a shared responsibility’.

 5 We won’t enter here into the debate surrounding EU’s strategic culture, as it has been 
well documented in recent years: see, for instance, Howorth (2002), Rynning (2003), 
Meyer (2013), Giegerich (2006), Norheim-Martinsen (2010, 2011), Biava, Drent and 
Herd (2011) and Chappell and Petrov (2014).

 6 See EDA Cyber Defence Activities, at: http://eda.europa.eu/what-we-do/activities/
activities-search/cyber-defence (accessed 27 October 2019).

 7 For instance, a pilot Decision-Making Exercise on Cyberspace Crisis Management 
took place in Lisbon in May 2014. The pilot exercise aimed at preparing strategic 
leaders for situations involving a major cyberattack.

 8 However, a Military Planning and Conduct Capability has been established in 
 Brussels in June 2017 but does not deal with cyber defence. This permanent operation 
headquarters is currently dedicated to non-executive military missions.

 9 We come back to EU–NATO specific cooperation in the last section of this chapter.

http://eda.europa.eu
http://eda.europa.eu
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10 As 22 EU states are also NATO members, it certainly plays an important role in the 
way that the EU is trying to define its own path in cyber defence.

11 EU battle groups have not yet been used, due to this unanimity principle.
12 Livre blanc sur la défense et la sécurité nationale (2013), 96. At: www.defense.gouv.

fr/actualites/memoire-et-culture/livre-blanc-2013 (accessed 6 October 2019).
13 The lack of consensus also exists within NATO in this regard (see Joubert and 

Samaan 2014).
14 And yet, some experts estimate that ‘finally, both NATO and the EU are pursuing 

similar activities in this area (albeit under different assumptions and limitations’ 
(Robinson et al. 2013: 6).
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8 Europe united
An analysis of the EU’s public 
diplomacy on Twitter

Ilan Manor

Introduction: the digitalisation of public diplomacy
In my previous work, I have argued that one cannot understand the influence of 
digital technologies on the practice of public diplomacy without first characteris-
ing the digital society. This is because diplomats are social beings and ministries 
of foreign affairs (MFA) are social institutions (Manor 2019). Processes that 
affect society at large, such as digitalisation, influence diplomats and it through 
diplomats that such processes permeate into MFAs. Indeed, diplomats have 
already embraced the tools that have led to the digitalisation of society ranging 
from hardware, such as iPads and smartphones, to software, such as messaging 
applications. I have further asserted that diplomats’ own use of digital technolo-
gies impacts their values and working procedures. For instance, when using 
social media diplomats have adopted the norm of maintaining close ties with 
distant friends and family. Overtime, this norm impacts the working procedures 
of MFA as diplomats employ digital platforms to strengthen ties with distant 
diasporas. Similarly, diplomats’ personal use of Twitter to receive real-time 
information on breaking news, leads MFAs to regard Twitter as a tool for real-
time crisis management. Like other members of the digital society, diplomats 
also search for a unique and authentic online voice influencing the type of 
content that embassies and MFAs share online. I, therefore, view the digitalisa-
tion of public diplomacy as a long-term process in which digital technologies 
influence the norms, values and working procedures of MFAs and their 
diplomats.

The digitalisation of public diplomacy has brought about two, new diplomatic 
practices. First, diplomats are now forced to practise a form of near real-time 
diplomacy as digital publics expect to learn about local and global events as they 
unfold on the ground. By practising near real-time diplomacy, diplomats can 
shape how digital publics interpret the world around them, while also becoming 
a credible source of information. Second, to attract large numbers of social 
media users, diplomats must author an online brand for their nation. Such a 
brand identifies the norms and values that a nation adheres to, while demonstrat-
ing how these values shape a nation’s actions on the world stage. Values are 
central to national brands as they legitimise state action.
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Despite the fact that the European Union’s (EU) MFA, the European External 
Action Service (EEAS), has established a formidable digital presence, few studies 
to date have evaluated how it employs social media to practise online public diplo-
macy. Moreover, no study to date has examined how digitalisation has affected the 
public diplomacy activities of the EEAS, namely, its ability to practise near real-
time diplomacy and create a distinct brand for the EU. This is a substantial gap as 
the EEAS may be able to use social media to create a brand of ‘Europe United’, 
one that depicts the EU as a unified political actor that speaks with one voice and 
promotes a single security and foreign policy. However, the EEAS may also be 
limited in its ability to practise near real-time diplomacy as policy statements must 
be approved by all member states. If this is the case, then the EEAS may fail to 
attract followers to its social media channels, thereby limiting its ability to shape 
how digital publics view the EU, its policies and its actions around the world. As 
such, digitalisation may be a double-edged sword for the EU.

This chapter seeks to address this important gap. Its research question asks: 
How has the emergence of the digital society impacted the digital activities of 
the EEAS? To answer this question, the chapter analyses 148 tweets published 
by the EEAS during December 2018 and January 2019, while identifying the 
issues that the EEAS addresses online, the values it promotes and its ability to 
comment on world events in near real time.

Structure of the chapter
This chapter begins by characterising the digital society and demonstrating how 
the norms and values of the digital society shape public diplomacy activities. The 
analytical prism of the digital society was adopted as it offers new insight into 
the EEAS’s ability to leverage social media platforms. Indeed, EU diplomats 
may be using Twitter to bring the European dream to life as the EU is trans-
formed online into a single political actor rather than assemblage of nation 
states, each attempting to obtain its own foreign policy goals. Yet, this prism 
also sheds light on the challenge of using social media in public diplomacy 
activities – that of interpreting the world for social media users. Failure to prac-
tise near real-time diplomacy may render diplomats’ social media accounts 
redundant as digital publics search for other online channels that can help them 
to make sense of today’s world, one which is perplexing as it is in a state of per-
petual crisis. Beyond the EU case study, the prism of the digital society also 
highlights how technological advances shape society and, subsequently, the 
practice of public diplomacy. Next, the chapter identifies gaps in the existing 
literature pertaining to the EU’s digital activities. Specifically, this chapter finds 
that few studies to date have examined the EEAS’s use of social media, as 
scholars have tended to focus on the online activities of EU delegations. The 
third section of the chapter outlines the methodology used to analyse EEAS 
tweets, while the fourth section introduces the results of the analysis. This is fol-
lowed by a discussion, which identifies the brand disseminated by the EEAS and 
reflects on its ability to attract social media users.
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For the purposes of this chapter, public diplomacy is defined as foreign policy 
activities that are aimed at creating a positive climate among foreign publics in 
order to facilitate the acceptance of another country’s foreign policy (Kampf, 
Manor and Segev 2015; Roberts 2007). The digital society is defined in the 
 following section.

Characterising the digital society

Scholars have argued that the digital society is characterised by two important 
processes: the annihilation of time and space and the emergence of the iBrand; 
or social media users’ need to create an authentic online brand through which 
they may attract large numbers of followers. Manuel Castells (2000; Castells 
and Cardoso 2006) maintains that the digital society constantly strives to annihi-
late time and space. Time is annihilated as digital technologies render it mean-
ingless. This is evident in the global circulation of capital and information 
within second or the phenomenon of instant revolutions. As Phillip Seib (2012) 
writes, the almighty Hosni Mubarak was ousted from office in just three weeks, 
while the colour revolutions in Eastern Europe lasted less than two weeks. Space 
is annihilated as digital technologies enable two events to take place simultaneously, 
regardless of geographic proximity (Castells 2000; Castells and Cardoso 2006). 
Such is the case with a Parisian university student that attends an online course 
in New York, or drones in the Middle East that are operated from caravans 
outside Las Vegas (Bauman and Lyon 2013).

The annihilation of time and space has led to a form of real-time diplomacy 
(Seib 2012) as social media users expect to learn about world events while they 
are unfolding. They have become accustomed to this thanks to the work of 
citizen journalists and bloggers who use their smartphones to report in real-time 
on local events. For instance, Causey and Howard (2013) demonstrate how news 
channels and agencies were reliant on citizen journalists to report on the Arab 
Spring. Subsequently, diplomats and MFAs have taken to framing, or narrating, 
world events in near real time. Such was the case during the Turkish coup 
attempt in which MFAs commented on events in Istanbul and Ankara long 
before it was established that a coup was in fact underway. This was necessary 
as news agencies throughout the world used smartphone videos, shared by 
Turkish citizens, to report on the chaos that gripped Turkey (Sevin 2018).

Similarly, the Israeli MFA used Twitter to continuously narrate the 2014 
Gaza War (Yarchi, Samuel-Azran and Bar-David 2017). Manor and Crilley 
found (2018, 2019) that the Israeli MFA used different narratives during 
different stages of the war. At first, the MFA argued that Israel had to invade the 
Gaza Strip as Hamas rockets had reached every major Israel city. Next, the 
MFA argued that Hamas was a consistent violator of the ceasefire agreements 
and was therefore responsible for prolonging the war. Finally, the MFA stated 
that a new government must be formed in Gaza as Hamas was using its citizens 
as ‘human shields’. Other examples include Russia’s real-time rebuke of NATO 
satellite images depicting Russian military troops in Crimea and the British 
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Foreign Office’s use of Twitter to counter Russian conspiracy theories regarding 
the poisoning of Sergei Skripal (Bjola 2019). As this chapter will demonstrate, the 
EEAS has also taken to narrating world crises in near real time such as the con-
tested elections in Venezuela and the domestic political paralysis that followed.

By practising near real-time public diplomacy, MFAs and diplomats may 
shape how digital publics make sense of local and global events. Moreover, by 
offering analyses of events as they unfold, MFAs and embassies become 
important sources of information for social media users. This can increase the 
number of followers that diplomats attract online thereby enhancing diplomats’ 
ability to practise online public diplomacy. Indeed, one cannot practise public 
diplomacy without first attracting digital publics. Studies have shown that MFAs 
and diplomats who fail to narrate events in near real time become irrelevant to 
digital publics (Khatib, Dutton and Thelwall 2012). Lastly, near real-time diplo-
macy enables MFAs to explain geopolitical crises, thus, reducing feeling of 
uncertainty among social media users who are faced with a world that seems to 
be in a perpetual state of crisis.

The digital society is also the iBrand society. According to Storr (2017), 
social media has ushered in an era of social perfection as users promote a self-
narrative of achievement and jubilation. Selfies, for example, are taken in trendy 
bars and champagne-infused parties, as opposed to the unemployment lines. 
Storr (2017) suggests that social media sites have become markets on which 
individuals are traded. The goal of social media users is to attract as many 
 followers as possible. This logic is hammered into the minds of users as those 
who obtain the status of a Twitter celebrity are catapulted into a life of luxury. 
They ski down the slopes of Switzerland, or stroll along the beaches of the 
Bahamas, while promoting corporate sponsors (Manor and Soone 2018). To 
compete on the social media market, users must become an authentic brand, they 
must develop an online persona that has a distinct tone and appearance and that 
deals with one specific issue ranging from pop divas to Japanese manga. Suc-
ceeding on the social media market is also achieved by embracing the value of 
openness, or leading a transparent life, while sharing one’s success and failures, 
marriages and divorces, awards and family drama. The norm of openness is 
enforced through the ‘like’ and ‘retweet’ buttons. It is these buttons that shape 
the activities of digital society members. The age of the iPhone and iPad is 
therefore also the age of the iBrand.

Social media sites enable diplomats to create an iBrand for their nation 
 (Natarajan 2014). Diplomats can manage their nation’s iBrand by identifying the 
norms and values their nation adheres to and demonstrating how these values 
shape its foreign policies. Diplomats can also use social media to demonstrate 
their nation’s adherence with the norms and values celebrated by the inter-
national community. As Van Ham (2014) and Quelch and Jocz (2009) postulate, 
nations that adhere to international norms are more likely to succeed in imple-
menting their foreign policies as morality breeds legitimacy on the international 
stage. Lastly, by turning to social media diplomats can manage their nation’s 
reputation on both a global and a local scale.
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One notable example is Poland’s use of social media to create an iBrand of 
inclusivity and tolerance. In recent years, the Polish MFA has launched a global, 
digital campaign meant to distance Poland from the atrocities of the Second 
World War. The campaign, called ‘Truth About the Camps’, focuses on replac-
ing the term ‘Polish Death Camps’ with that of ‘Nazi Camps Operated on Occu-
pied Polish Territory’ (Polish embassy to Washington 2017).1 To this end, the 
MFA has launched a dedicated Twitter page, which includes videos that depict 
Poland as the first victim of Nazi Germany.2 Additionally, Polish embassies 
around the world have turned to Twitter to publically demand that newspapers 
retract articles that employ the term ‘Polish Death Camps’.3 Polish diplomats are 
thus attempting to refashion Poland’s iBrand and to actively manage its global 
reputation. This social media campaign embraces the norm of authenticity as it 
deals with a specific issue while adopting a unique adversarial tone that lambasts 
publications for allegedly distorting history.

The digitalisation of the EU’s public diplomacy
The European External Action Service (EEAS), the EU’s MFA, was formally 
launched on 1 January 2011. Its stated goal is to help the EU carry out its 
common foreign and security policy. Based in Brussels, the EEAS oversees the 
EU’s diplomatic ties with countries around the world by promoting human 
rights, facilitating trade with other countries, providing humanitarian and devel-
opment aid and working with other multilateral organisations. The EEAS works 
in tandem with EU’s High Representative for Foreign Affairs and Security 
policy, Federica Mogherini (EEAS website 2016).

As is the case with most MFAs around the world, the EEAS has also estab-
lished a formidable social media presence that spans numerous platforms includ-
ing Facebook, YouTube, Twitter, Instagram and Flickr. In total, the EEAS 
attracts more than half a million followers to its social media profiles. Despite 
the EEAS’s migration online, few studies to date have investigated how the 
EEAS uses social media to practise public diplomacy. Most studies have 
focused on EU delegations rather than the EEAS itself. For instance, in a study 
from 2015, Bjola and Jiang investigated the digital activities of the EU’s delega-
tion to China, finding that social media was primarily used for disseminating 
information rather than interacting with digital publics. Similar findings were 
obtained in an analysis of the digital activities of European embassies in 
Kazakhstan (Collins and Bekenova 2017).

In one study from 2015, Vadura analysed the EEAS’s use of social media to 
advance the cause of human rights in ASEAN countries. Vadura focused on this 
issue as the promotion of human rights has been recognised as a core EU value, 
in addition to democracy and the rule of law. Vadura’s findings demonstrates 
that the EEAS lagged behind the United States (USA) and the United Kingdom 
(UK) in attracting social media followers, while also failing to interact with 
social media users.



136  Ilan Manor

In summary, studies examining the EU’s use of social media have tended to 
focus on EU delegations rather than the EEAS itself. Moreover, studies focusing 
on the EEAS have examined its interaction with social media followers and its 
ability to attract online publics. As such, no study to date has examined how digi-
talisation and the emergence of the digital society has impacted the public diplo-
macy activities of the EU, namely, its ability to create a distinct iBrand and its 
practice of near real-time diplomacy. This chapter posits that this is a  substantial 
gap for three reasons. First, the EEAS is a unique organisation as it promotes the 
foreign policy of a political union that does not entirely supersede its member 
states. Indeed, each member state of the EU has its own, independent foreign and 
security policy. This might limit the EEAS’s ability to practise near real-time 
diplomacy as issues discussed online, and opinions expressed on social media, 
must be approved by all member states. Second, while the EU does not supersede 
its member states, it has moved towards greater integration, formulating a joint 
foreign and security policy and appointing an official foreign minister. The EEAS 
may thus employ social media to create an iBrand of the EU as a unified political 
actor that has a single foreign policy, a single security policy and a single foreign 
minister. Third, the EEAS may use social media to identify the values that the EU 
adheres to and exemplify how such values inform its actions on the world stage. 
This is important as values legitimise diplomatic action (Quelch and Jocz 2009; 
Van Ham 2014). This chapter seeks to address this important gap by analysing the 
EEAS’s Twitter activity during December 2018 and January 2019. The research 
hypotheses that guided this analysis are presented in the following section.

Research questions, sample and methods
This chapter investigates how the norms and values of the digital society influ-
ence the online public diplomacy activities of the EEAS. Thus, it posed the fol-
lowing research question:

RQ: How has the emergence of the digital society impacted the digital 
activities of the EEAS?

To answer this research question, three hypotheses were formulated. Previous 
studies suggest that diplomats now use social media to create a distinct iBrand 
for their nation. It is through this iBrand that diplomats may shape how digital 
publics view nations’ actions on the world stage. It was hypothesised that the 
EEAS would use Twitter to create an iBrand that depicts the EU as a unified 
political actor, rather than assemblage of independent member states, each 
attempting to obtain its own policy goals. By so doing, the EEAS could influ-
ence how digital publics view the EU and its ability to shape global events 
through a shared vision. In other words, it is on the EEAS’s Twitter channel that 
the European dream may come to life.

H1: The EEAS would employ social media to depict the EU as a unified 
political actor.
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The second research hypothesis stipulated that EEAS would use Twitter to 
identify the EU’s core values and exemplify how such values shape its global pol-
icies. This assumption rests on the fact that morality breeds legitimacy in diplo-
macy. As noted earlier, diplomatic actors that promote desired norms and values 
are less likely to encounter resistance to their foreign policies. Moreover, morality 
can help manage the reputation of a diplomatic actor, as is the case with Poland.

H2: The EEAS would use social media to identify the EU’s core values and 
exemplify how these values shape its foreign and security policies.

Lastly, it was assumed that the EEAS would fail to practise near real-time diplo-
macy, given the need for consensus between member states when formulating 
policy responses to local and global events. This could prove a major dis-
advantage for the EEAS as those MFAs that fail to comment on events as they 
unfold are at risk of losing their social media followers.

H3: The EEAS would not employ social media to comment on events as 
they unfold.

To answer this chapter’s research question, all tweets published by the EEAS 
during December 2018 and January 2019 were analysed. This time period was 
selected as MFAs are especially active during these months, given the need to 
publicise diplomatic achievements gained over the past year. Twitter was 
selected as MFAs are most active on this social media platform (Kampf, Manor 
and Segev 2015). All Tweets were gathered using the TwimeMachine applica-
tion that enables one to store up to 3,200 tweets published by any public Twitter 
account. In total, 148 tweets were analysed in the scope of this chapter.

All tweets were analysed using the methodology of thematic analysis. This 
analysis followed the roadmap offered by Braun and Clarke (2006), who define 
thematic analysis as a method for identifying, analysing and reporting on pat-
terns, or themes, within a given data corpus. During the first phase of the ana-
lysis, half of all the tweets published by the EEAS were reviewed and grouped 
into issue-based categories. For instance, a large number of tweets depicted 
meetings between Frederica Mogherini and world leaders. Thus, a category of 
‘bilateral meetings’ was created. Similarly, a large number of tweets focused on 
election monitoring in foreign countries, leading to the creation of the ‘EU 
core values’ category. Finally, several tweets dealing with nations slated to join 
the EU were grouped into the ‘EU expansion’ category. During the second 
phase of analysis, one-third of all EEAS tweets were reviewed yet again to 
ensure the relevance of the identified categories. This led to the creation of several 
new categories such as ‘climate awareness’ and ‘fighting disinformation’. 
Finally, categories were grouped together into meta-categories such as ‘A pros-
perous Europe’ or ‘A Globally Engaged Europe’. This process enabled the 
author to identify the issues addressed by the EEAS online and the themes that 
were prevalent in the EU’s iBrand.
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Results

Meta-category number 1: promoting European values

The most prevalent meta-category included tweets that identified the EU’s core 
values and exemplified how these values shape EU policies. Tweets in this 
 category dealt with three issues. The first was the need to combat climate change 
and protect the environment. These tweets depicted EU diplomats cleaning 
beaches around the world or dealt with EU initiatives during the COP24 
 Convention on Climate Change. In addition, tweets in category dealt with the 
promotion of human rights. Several EEAS tweets highlighted the EU’s commit-
ment to advancing the role of women in peace processes, specifically in Syria 
and Yemen. One such tweet argued that women spend less time looking for 
faults and more time looking for solutions. Thus, it is women who can help 
 conflicted societies search for compromises.

Additional EEAS tweets dealt with the EU’s commitment to fighting anti-
Semitism and other manifestations of hate; celebrating human rights day; 
calling for the release of jailed journalists in Turkey; publishing EU 
authored reports on the state of human rights around the word and advancing 
migrant’s protection and the safe passage of migrants around the world. 
Here, the EEAS emphasised its close cooperation with other multilateral 
organisations such as the International Maritime Organization (IOM). The 
issue of refugee security was quite visible on the EEAS Twitter channel, 
possibly due to the waves of migrants that have attempted to flee conflict 
zones by reaching the shores of European nations. Indeed, the EEAS high-
lighted the EU’s commitment to protecting migrants around the world 
including in Europe, Asia and Africa. Lastly, the EEAS celebrated the 
release of human rights activists in Pakistan.

A substantial number of tweets also dealt with EU teams sent to observe elec-
tions in foreign states. These teams, which demonstrated the EU’s commitment 
to promoting democracy, were sent to Nigeria, El Salvador and Senegal, while 
other EEAS tweets called for democratic reforms in Venezuela. Most of these 
tweets were accompanied by the hashtag #EU4Democracy.

Finally, EEAS tweets grouped into this category included links to Federica 
Mogherini’s press conferences, press statements and questions and answers ses-
sions from around the world. These tweets may have been published in order to 
depict the EU as an open and transparent political actor. Such tweets included 
remarks by Mogherini ahead of a NATO summit, remarks following a meeting 
of the EU’s foreign affairs council, as well as press conferences following 
 meetings with Serbian officials, Egyptian leaders and the African Union.

To summarise, tweets in this category identified the EU’s core values includ-
ing the protection of human rights, promoting democracy, combating climate 
change and a commitment to open and transparent governance. These tweets 
also exemplified how these values shape the EU’s foreign policies and actions 
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on the world stage ranging from the promotion of women as peacemakers to 
 dispatching election-monitoring teams.

Meta-category number 2: a globally engaged actor

Tweets comprising this category framed the EU as a globally engaged actor. 
Such tweets depicted bilateral meetings between Mogherini and foreign leaders 
including the foreign ministers of Armenia, Bolivia, Ecuador and Ukraine. 
Tweets also summarised meetings between Mogherini and the president of 
Libya, the king of Jordan, the prime minister of Ethiopia, the president of Bosnia 
and Herzegovina and the king of Morocco.

Additionally, EEAS tweets dealt with the EU’s commitment to protecting and 
strengthening the multilateral system. One tweet in this category stated that the 
EU was committed to working with the Organization for Security and 
 Co-operation in Europe (OSCE) to reduce regional tensions. Another tweet 
stated that the EU was working to support the activities of the United Nations 
Human Rights Council (UNHCR) in Libya. In one public address, Mogherini 
argued that ‘Today we need the United Nations (UN) more than ever’ and that 
the EU would continue to support UN activities around the world. Lastly, EEAS 
tweets also addressed the EU’s commitment to bringing a European perspective 
to the UN Security Council (UNSC), while strengthening the council’s ability to 
resolve crises in a time of global turmoil.

Finally, tweets in this category dealt with EU diplomatic initiatives around 
the world including attempts to reforge the transatlantic relationship with the 
USA; the opening of an EU delegation in Kuwait; continuous dialogue with the 
authorities in Hong Kong on a range of issues; strategic meetings with the govern-
ment of China; trade relations with Japan; establishing an international contact 
group to coordinate diplomatic efforts vis-à-vis Venezuela and a ministerial 
meeting between the EU and ASEAN countries. Tweets even dealt with the 
EU’s space programme. All these tweets may have been used to exemplify the 
EU’s desire to embrace its role as ‘a global power’, to quote a statement by 
Mogherini on Twitter.

Tweets comprising this category depicted the EU as a globally engaged actor 
whose diplomatic initiatives and relationships are in no way limited to the 
 European continent. The EU was also depicted as taking part in shaping world 
events mostly through the multilateral system, which the EU would continue to 
protect and strengthen.

Meta-category number 3: EU security in  

the service of peace

The third, most prevalent category dealt with the EU’s adoption of a single, 
unified security policy. However, EEAS tweets emphasised that the goal of this 
policy was not to militarise the EU. On the contrary, the EU’s security policy 
was a tool for ensuring peace. In one of her speeches, Mogherini stated that 
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there was a unique, European perspective to defence that prioritised peace over 
militarisation. Tweets comprising this category demonstrated how this security 
policy could maintain peace at home and abroad. Tweets, therefore, focused on 
the EU’s attempt to reduce tensions between Ukraine and Russia; the EU’s com-
mitment to the Intermediate-Range Nuclear Forces (INF) Treaty that had helped 
secure peace for more than 30 years; stressing that cooperation and not confron-
tation was the key to peace in Eastern Europe; collaborating with partners in the 
Western Balkans to combat organised crime; collaborating with the government 
of Ethiopia to combat piracy; security collaborations with African governments; 
and collaborative actions with India to ensure maritime security.

A substantial number of tweets in this category also depicted the EU as a 
‘peacemaker’. Such tweets highlighted the EU’s attempts to broker a peace 
agreement in Afghanistan; the EU’s strides towards implementing an agreement 
between Greece and the Former Yugoslavian Republic of Macedonia regarding 
the latter’s official name; the EU’s ongoing negotiations with Iran and its 
attempts to rescue the Iran Nuclear Agreement; and EU negotiations with 
Colombia to uphold the peace agreement with the Revolutionary Armed Forces 
of Colombia (FARC-EP).

Finally, tweets in this category highlighted the EU’s attempts to combat 
digital disinformation, which was labelled as a threat to peace as it undermined 
the health of many European societies. These tweets introduced: the EU’s joint 
action plan to combat disinformation; joint EU efforts to minimise the impact of 
disinformation on European elections and elections in European states; the cre-
ation of a ‘Red Alert’ system that allowed European nations to jointly identify 
and combat disinformation campaigns and a future investment of €5 million in a 
rapid response programme that would tackle digital disinformation.

In summary, this meta-category included tweets that framed the EU’s 
security policy as one that strives to promote and preserve peace while depicting 
the EU as a peacemaker working to mediate tensions and preserve peace pro-
cesses around the world. Even the EU’s efforts to combat disinformation were 
framed as peaceful measures used to promote the health of European societies.

Meta-category number 4: greater  

European integration

The least prevalent meta-category focused on the future integration of the European 
continent. Specifically, tweets in this category dealt with nations who are slated 
to join the EU. One such tweet reviewed the association agreement between the 
EU and Ukraine. Another tweet summarised meetings between the EU and 
Western Balkans leaders and the need for additional reforms before these 
nations could join the EU. Lastly, tweets included images from meetings with 
diplomats from Kosovo, which is also on the path to joining the EU. These 
tweets may have been used to depict the EU as a prosperous union, one still des-
tined to grow. This is an important component of EEAS activities in light of 
Brexit and the UK’s decision to exist the EU.
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The results presented thus far demonstrate that the EEAS used Twitter to 
create a distinct iBrand for the EU, one of ‘Europe United’. The tweets dissemi-
nated by the EEAS depicted the EU as a unified actor with a single foreign 
policy, a single security policy and a single, European foreign minister. Indeed, 
the majority of tweets evaluated in this chapter included a reference to Federica 
Mogherini. Some tweets contained statements made by Mogherini, while others 
included videos or images of the foreign minister. In this way, Mogherini 
became the face of a united Europe. However, the iBrand created by the EEAS 
also depicted the EU as a global actor that is committed to promoting its core 
values in all regions of the world. As was expected, the EEAS exemplified how 
the EU’s core values shape its foreign and security policies including its efforts 
to promote human rights and democracy and to assist in the implementation of 
peace agreements. Lastly, despite the ongoing Brexit negotiations, the EEAS 
formulated an iBrand of a prosperous EU, one that was still viewed as attractive 
by nations throughout the continent. On social media, the EU was thus a united 
actor that strove to achieve a shared vision. The European dream therefore came 
to life on the Twitter profile of the EEAS.

True to the norms and values of the digital society, the EEAS’s iBrand was 
both authentic and transparent. It was authentic in the sense that the EU spoke in 
a distinct tone, or in Mogherini’s words, it promoted a ‘distinct European per-
spective’, one of ensuring peace through the multilateral system. The EU’s 
various diplomatic actions were all framed through the logic of ensuring and 
sustaining peace, both in the continent and around the world. This was most 
evident when the EEAS, and Mogherini, framed the EU’s security policy as a 
peaceful policy. The EU would also sustain peace through the multilateral 
system and international bodies such as the UNHCR, the UNSC and the IOM.

The EU’s iBrand was transparent as dozens of tweets included press brief-
ings, press conferences and question and answer sessions with Mogherini. More-
over, tweets focusing on disinformation, European integration and the EU’s joint 
security policy included links to EU documents and EU websites where social 
media users could access additional information. Lastly, a video of Mogherini 
speaking to the press was published ahead of every important meeting including 
meetings with NATO members, nations destined to join the EU and EU minis-
terial meetings. As such, the EU’s iBrand celebrated the digital society’s norm 
of openness. These results validate H1 and H2. The following section evaluates 
the EEAS’s ability to practise near real-time diplomacy.

Near real-time diplomacy in the EEAS
The months of December 2018 and January 2019 saw a rapid succession of 
important global events including terrorist attacks in Colombia, France, Iran, 
Kenya, Mali, Nigeria and the Philippines, as well as violent clashes between 
Israeli military forces and protestors in the Gaza Strip. In Spain, Catalan leaders 
went on a hunger strike following a constitutional crisis, while in France the 
Yellow Vest protests led to violent clashes with police forces. In the UK, 
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Theresa May was found in contempt of Parliament further deepening the Brexit 
crisis while the USA–China trade war intensified. In Syria, independent NGOs 
documented 223 massacres by forces loyal to the Assad regime, while the Civil 
War in Yemen worsened following a Houthi drone attack that killed several 
government officials and military personnel. Gabon experienced a failed coup 
attempt, while Italy’s economy fell into an official recession.

None of these events were addressed by the EEAS on Twitter, even though 
these directly affected the EU or were in opposition to EU values. The mas-
sacres in Syria were not only a gross violation of human rights but would also 
motivate new refuges to set sail towards Europe. The Brexit debacle further 
increased tensions between the EU and the UK, while fuelling anti-EU senti-
ments in Europe and the USA. The USA–China trade war had a detrimental 
effect on European economies, while terrorist attacks in Europe and around the 
world increased feelings of uncertainty and insecurity. And yet, the EEAS 
ignored all of these events on its Twitter channel. It is possible that the EEAS 
could not address these events in near real time given the EU’s need to act in 
consensus and formulate agreed upon policy responses to world events. This 
may have especially been the case with Brexit, a major policy shift by the UK, 
which threatened the very future of the EU.

These results demonstrate the tension that is at the heart of the EU. For, 
although the EU is a transnational political union that brings together numerous 
nation states, it does not entirely supersede its member states. Moreover, the 
foreign policy goals of different member states may be at odds with those of 
the EU as a whole. For instance, in the past, the EU has adamantly supported the 
two-state solution as a means of resolving the Israeli–Palestinian conflict. EU 
diplomats would often lament Israeli construction in the settlements and 
denounce violence between Israeli Defense Forces and Palestinian protestors in 
Gaza (Manor 2019). Yet, the emergence of right-wing governments in Eastern 
Europe has fractured this consensus as these governments frequently support 
Israeli security policies. As such, the EU’s position on the Israeli–Palestinian 
conflict may be harder to define (Kalev 2019). This offline tension between the 
EU and its member states was manifest online as the EEAS was unable to inter-
pret global events for its followers. This tension may also impact the EEAS’s 
ability to create an iBrand of a unified, European actor as the EEAS can only 
deal with issues, events and actors that have been discussed by all member 
states. As such, these results demonstrate how the offline structures and working 
procedures of political actors shape their online activities and ability to fully 
leverage digital technologies. These results validated H3.

There was, however, one issue that was addressed in EEAS tweets and that 
was the crisis in Venezuela. The results of a contested election led to a political 
and financial crisis as millions of citizens attempted to cross the borders into 
neighbouring nations. During this crisis, several governments recognised 
opposition leader, Juan Guaidó, as the legitimate president of Venezuela, while 
MFAs commented daily on escalating tensions in the country. However, as 
noted in the analysis of tweets, when addressing the issue of Venezuela, the 
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EEAS merely stated that the EU had created an international contact group to 
coordinate diplomatic efforts opposite Venezuela and that the EU called for 
democratic reforms in the country. Unlike its peers around the world, the EEAS 
did not take to Twitter to narrate the rapidly escalating crisis or comment on the 
policies of the besieged Venezuelan government.

The practice of near real-time diplomacy (Seib 2012) demonstrates how the 
norms and values of the digital society permeate into MFAs giving rise to 
working procedures. Digital publics have become accustomed to learning about 
the world in near real time and they expect diplomats to offer up-to-date ana-
lyses of world events. Yet, the practice of near real-time diplomacy also enables 
MFAs to become important sources of information for publics looking to make 
sense of a chaotic world. Additionally, near real-time diplomacy helps MFAs, 
embassies and diplomats to increase their digital reach, thus facilitating the prac-
tice of online public diplomacy. Those MFAs that fail to practise real-time 
diplomacy risk being abandoned by the digital public. This not only limits 
MFAs’ ability to practise online public diplomacy, but it also prevents MFAs 
from shaping how digital publics view an international actor, its policies and the 
values it subscribes to. As such, the EEAS’s failure to practise near real-time 
diplomacy may soon lead to its abandonment by social media followers.

Discussion
Few studies to date have investigated the digital activities of the EEAS. This 
chapter argues that this is an important gap as the EEAS is a unique diplomatic 
organisation, one which represents a political union that does not entirely super-
sede its member states. Indeed, the EU comprises sovereign states that jointly 
pursue a foreign policy, while at the same time, each state also seeks to obtain 
its own policy objectives. Yet, it is exactly for this reason that digital technolo-
gies such as social media may prove an important public diplomacy resource for 
the EU.

Storr (2017) has postulated that social media sites are markets on which indi-
viduals are traded. To become an attractive commodity, individuals develop a 
distinct and authentic iBrand. Yet, for the nation state, an opposite process 
occurs. Diplomats now use social media to create an iBrand for their nation. In 
the process, the nation is individualised. It becomes a digital individual as it has 
a profile page, it can ‘like’ and ‘retweet’ content, it can comment on the activ-
ities of other social media users and it can interact with other users in real time. 
Indeed, social media users can now engage online with the State of Israel, or 
Egypt or even Colombia. The same is true of the EU. By creating an iBrand for 
the EU, the EEAS leads to the individualisation of the EU. It becomes a single, 
unified digital individual that speaks with one voice, promotes one foreign 
policy and has one official spokesperson. It is thus on social media sites, such as 
Twitter, that the European dream comes to life. The individualisation of the EU 
may have an immense impact on how digital publics view this union. It is no 
longer a semi-autonomous political actor forever destined to be limited by its 
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member states; rather, it is a cohesive and coherent diplomatic actor that acts to 
promote a shared set of values. In this way, the EEAS’s iBrand could increase 
the importance that digital publics ascribe to the EU and its actions on the world 
stage. Notably, online impressions shape the offline worldviews of millions of 
people around the world. To paraphrase Sandrin and Hoffmann (2018), EU 
digital activities do not only explain reality, but they also help to produce reality. 
As such, digital tools may be of special value to the EU.

It is worth noting that the EEAS is not the only diplomatic organ that may 
shape the EU’s iBrand. The digital activities of EU diplomats and ambassadors, 
high-ranking officials (e.g. the President of the European Council; the President of 
the European Commission) and members of the European Parliament may all con-
tribute to the EU’s iBrand (Duke 2013). However, this is true of most diplomatic 
actors as national iBrands are also shaped by the digital activities of presidents, 
prime ministers, foreign ministers and high-ranking members of parliament. This 
plurality of digital channels poses a challenge to many nation states, as it is often 
hard to coordinate all the messages originating from multiple sources. However, 
some states such as Norway and Israel have established national communication 
forums in which all government ministries meet to coordinate their online messag-
ing (Manor 2016). Future studies should examine whether the EU has been able to 
address the challenge of multiple digital channels.

The individualised, digital EU also has a clear set of values that determine its 
actions on the world stage. Indeed, the most prevalent meta-category identified 
in this chapter exemplified how the EU’s values are manifest in its diplomatic 
initiatives. Scholars have argued that morality breeds legitimacy on the world 
stage (Quelch and Jocz 2009; Van Ham 2014). Yet, morality also breeds legiti-
macy in the digital society. States that are associated with negative values are 
lambasted online, while states associated with positive values are lauded by 
social media users. In this way, the EEAS’s digital activities may enable the EU 
to obtain the support of digital publics for its policy initiatives, an important 
component of public diplomacy activities (Roberts 2007).

Notably, the EEAS placed an emphasis on the need to protect and strengthen 
the multilateral system. Moreover, the EEAS depicted the EU as a thriving and 
prosperous multilateral organisation, which is still destined to grow. This narrative 
may have been an effective one, given the ongoing paralysis of multilateral organ-
isations and the crisis within the EU. In recent years, bodies such as the UNSC had 
failed to end the Syrian Civil War, broker a deal in Yemen’s Civil War or protect 
the territorial integrity of Ukraine, while the EU’s ability to reach consensus has 
been hampered by the rise of populist governments in Eastern Europe, anti-EU 
sentiments in the USA and the never-ending Brexit drama. The EU’s narrative of a 
functional multilateral system may have thus reduced feelings of uncertainty 
among digital publics while reinstating confidence in the international system 
established in the wake of the Second World War.

However, the EU’s iBrand may be nothing more than an impressive tree 
falling in a deserted forest. This is because the EEAS is limited in its ability to 
practise real-time diplomacy. MFAs that fail to narrate events, and help digital 
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publics make sense of a chaotic world, are often abandoned by digital publics. It 
is the practice of near real-time diplomacy that enables an MFA to attract fol-
lowers and, subsequently, shape publics’ worldviews. Near real-time diplomacy 
is thus the Achilles heel of the EU and one that jeopardises its ability to reap the 
benefits of online public diplomacy. To face this challenge, the EU may need to 
adopt new working procedures and communications strategies that set free the 
EEAS and enable it to become an indispensable source of information for social 
media users.

Yet, here again, one must take note of how offline diplomacy impacts online 
diplomacy. Duke (2013) has argued that lack of coordination between the EEAS 
and EU member states may hinder EU public diplomacy activities as members 
ignore consensus and work pragmatically to obtain their own, narrow set of 
policy goals. Lack of coordination at the transnational and national levels may 
also prevent the EU from articulating a clear message or narrative of ‘what 
exactly the EU stands for on the international stage’ (Duke 2013: 33). Sandrin 
and Hoffmann (2018) assert that lack of coordination at the transnational and 
national levels also affects support for EU policies within member states. They 
further argue that the member states must clearly define the global role of the 
EU before addressing specific policies in specific regions. As such, effective 
offline public diplomacy rests on greater coordination of policy goals and agree-
ments on the means to achieve these goals. This is also true of online public 
diplomacy for greater consensus between member states may increase the 
EEAS’s ability to narrate world events and the EU’s role in shaping these events 
and project an iBrand that clearly answers the question: what exactly does the 
EU stand for on the international stage?

Notes

1 The Facebook page of the Embassy of Poland, Washington, DC features a video under 
the heading ‘Words Matter’: stating ‘Remember to use the correct terms when describ-
ing German Nazi Camps. It’s not just a matter of semantics. It’s a matter of historical 
integrity and accuracy.’ See www.facebook.com/watch/?v=1291276330936637.

2 The Polish MFA’s dedicated Twitter page is at: https://twitter.com/TruthAboutCamps.
3 This link to the Polish MFA’s Twitter page provides an example of such activities: 

https://twitter.com/TruthAboutCamps/status/874280080389918721/photo/1.
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9 Developing future borders
The politics of security research and 
emerging technologies in border 
security

Clemens Binder

Introduction

AMASS, TALOS, OPARUS, SEABILLA, PERSEUS, ROBORDER, I2C, 
 iBorderCtrl. These multiple abbreviations all describe research projects for 
developing security technologies in order to improve the EU’s surveillance cap-
abilities at the external borders and in consequence, to improve border security 
and control. These projects have all been funded under the calls for enhancing 
border security within the security research programmes of the EU’s large-scale 
Research Framework Programmes, FP7 and Horizon 2020 (H2020). Annually, 
more than €40 million are specifically devoted to projects enhancing the EU’s 
border surveillance capabilities solely within the FPs; other funds, such as the 
Internal Security Fund (ISF), receive even substantially more budgetary means. 
However, while the ISF supports also acquisition of material and training of 
border guards, within the FPs, Research and Development (R&D) of particular 
technologies is emphasised. In order to achieve this, calls explicitly addressing 
border security and control are issued in the security research themes of the FPs. 
As the FPs pursue a ‘policy-driven’ approach, these calls often seek to address 
specific political goals. In the case of border security, the two major policy initi-
atives are the European Border Surveillance System (EUROSUR, see Bellanova 
and Duez 2016; Jeandesboz 2017) and the European Travel Information and 
Authorisation System (ETIAS). This reflects in the kinds of devices that are 
developed – in the case of EUROSUR, automated border control technologies, 
such as drones (Csernatoni 2018; Martins and Küsters 2019) or so-called ‘Smart 
Border technologies’ such as biometrics and databases (Amoore and Hall 2009; 
Hall 2017; Jeandesboz 2016).

The importance of R&D of border security technologies represents a new 
reality in the field of border and migration control. This results from the increas-
ing technologisation of the EU’s border security (Andersson 2016; Bourne, 
Johnson and Lisle 2015; Dijstelbloem, Meijer and Hoijtink 2011) technologies 
have a central role in the EU’s Integrated Border Management (IBM) approach, 
which also underlies the policies of EUROSUR and ETIAS. Securing the external 
border of the EU shall be achieved through ‘making better use of the opportunities 
offered by IT systems and technologies’ (European Commission 2015a: 11). 
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This is embedded within a larger set of demands for state-of-the-art security 
technologies, which is also outlined in the Agenda for Security as ‘[r]esearch 
and innovation is essential if the EU is to keep up-to-date with evolving security 
needs’ (European Commission 2015b: 11). This has resulted in a steady and 
consequent expansion of security research efforts within the FPs.

However, the increasing role of technologies and R&D in border security has 
caused a crucial shift in the composition of the field of actors. As shown by Bigo 
et al. (2014: 19), the majority of funds in FP7’s security research programme 
were distributed among private security and defence companies as well as 
applied research centres (e.g. Fraunhofer). Private companies are not only on the 
receiving end of funds, but through lobbying and consulting, for example, 
through the European Organization of Security or the Protection and Security 
Advisory Group, they are also capable of shaping the research programmes 
according to their interests. The EU has fostered this influence through the cre-
ation of Public–Private Partnerships (PPPs) in the field of security research. 
Scholars have problematised the involvement of private security companies 
(PSCs) and their effects on power structures and knowledge production in 
security politics (Abrahamsen and Williams 2009; Avant 2005; Berndtsson 
2012; Leander 2005). For border security specifically, scholars such as Baird 
(2017, 2018) and Lemberg-Pedersen (2013, 2018) have investigated the multiple 
roles PSCs assume in controlling and protecting borders. However, the role of 
the private security industry in border security-related R&D and the effects of 
this involvement on practising border security have hitherto not been sufficiently 
addressed in academic debates.

While academics acknowledge and thematise possible negative consequences 
of PSC involvement in R&D, a systematic problematisation and criticism so far 
has been predominantly conducted by NGOs (Akkerman 2016; Hayes 2009; 
Jones 2017). Reports highlight precarious developments of how practices of 
PSCs exacerbate conditions for migrants and marginalised groups and might 
even result in violent practices (Akkerman 2016). At the same time, the private 
security industry profits massively in financial terms, hence, they are strongly 
involved in decisions of planning and designing security research programmes. 
The findings of these reports offer a strong rationale to investigate the different 
knowledges and practices introduced by the private security industry in border 
security-related R&D critically.

This chapter will assess the private security industry’s modes and practices of 
involvement in border security through R&D. The focus will be explicitly on the 
EU’s security industry and its role in the Research Framework Programmes, FP7 
and Horizon 2020. In order to find out how conceptualisations and knowledges 
of security are articulated in the public–private dialogue within the FPs, I will 
proceed as follows. First, I will introduce the theoretical presumptions this 
chapter is based on, particularly, the concept of ‘sociotechnical imaginaries’ 
(Jasanoff and Kim 2009; Jasanoff 2015), which describes desired configurations 
of futures achieved through technological progress. I will then go on to outline 
the field of actors and introduce the various private actors and initiatives. 
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Drawing on the concept of sociotechnical imaginaries, I will then explore the 
imaginaries of border security that foster the border security-related R&D pro-
grammes and how they emerge from the interactions and negotiations of 
different actors, particularly of the private security industry. I argue that, through 
the creation of PPPs, private actors shape the sociotechnical imaginaries, which 
drive security research and therefore augment the importance of PSCs not only 
in the R&D process but also in the field of border security as a whole.

Theorising the field of R&D in border security
The field of R&D in border security comprises a multiplicity of actors; these are 
connected in various ways and interact through different intermediary means. 
Mapping the field, which consists of different practices (such as formulating pro-
grammes and calls or decisions of funding) of R&D is crucial in order to under-
stand how imaginaries are formulated and translated into technology develop-
ment. However, the field of security-related R&D is not to be understood as 
separated from security politics, rather, it is strongly embedded in the security 
assemblage (Abrahamsen and Williams 2009) of border protection in the EU. In 
this chapter, I aim to create an understanding of R&D not as a merely technical 
practice, but rather as a political practice in the wider field of the  politics of 
border security in the EU.

Critical security studies have increasingly engaged with Science and Techno-
logy Studies (STS) in order to create a more political understanding of the role 
of technologies in security politics. As Amicelle, Aradau and Jeandesboz 
describe, ‘[security] devices are performative in that they (re)configure social 
spaces, (re)draw boundaries and (re)distribute meanings’ (2015: 298). This 
notion of performativity states that security technologies are not operating in an 
empty space or reducible to mere tools of assistance, but they assume political 
agency. This role is fostered through what Davidshofer, Jeandesboz and Ragazzi 
refer to as ‘technological imperative’, which describes how:

technology is referred to in terms of both necessity and novelty, it is a 
‘toolbox’ to be managed and a matter where governmental authorities need 
to ‘keep pace’ with purported societal processes, including developments 
coined as new, unprecedented and unpredictable threats.

(Davidshofer et al. 2016: 208)

As outlined in the introduction of this chapter, this holds true particularly in the 
field of border security and migration control, where technologies are regarded 
as a solution to quickly emerging threats and risks.

While the connections between the governing of border security and technol-
ogies have been widely debated (see Amoore 2006; Amoore and Hall 2009; 
Andersson 2016; Dijstelbloem et al. 2011; Hall 2017; Jeandesboz 2016, 2017), 
little attention has hitherto been devoted to the R&D process. Whereas Bourne 
et al. (2015) have investigated the process of security technology development 
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in laboratories, Leese et al. (2019), Martins and Küsters (2019) and Möllers 
(2017) have analysed the larger structures of security R&D programmes, par-
ticularly the EU’s FPs. I argue that, following the approach of ‘border security 
as a practice’ (Bigo 2014; Côté-Boucher, Infantino and Salter 2014), which 
explains the politics of border security and its prevalence for international 
security through the mundane everyday practices of border security profes-
sionals, R&D shall be regarded as a ‘security practice’ (Balzacq et al. 2010). 
Through this understanding, it is possible to analyse R&D as a set of security 
practices providing security professionals with tools specifically designed to 
tackle threats and mitigate risks at the EU’s external border. Through making 
these specific devices available, the different practices that constitute the R&D 
process in its entirety perpetuate insecurities (see also Huysmans 2006), and as I 
will explain later in this chapter, sociotechnical imaginaries are a central tool in 
this perpetuation.

The role of technologies, particularly in border security, should be seen as a 
reciprocal process, where technologies that derive of political imaginations also 
shape the governance of the border. Border security and security technologies 
are therefore ‘co-productive’ (Jasanoff 2004). Emergent, even disruptive tech-
nologies, such as drones and biometrics (see Calcara, Chapter 1 in this volume) 
emerge from the specific socio-political environment that they are embedded 
within. When we speak, for instance, of the ‘data border’ (Hall 2017), technolo-
gies, that produce this data border, have resulted from political imaginations of 
border security that emphasise the gathering of data, for instance, biometrics or 
travel records. Similarly, aiming for border surveillance (as in the case of 
EUROSUR), leads to an emergence of devices such as drones or sensor technol-
ogies. R&D as a security practice has a central role in providing the technologies 
that produce modes of governing the border, but the central question is about the 
co-productive element: How do political conceptions of border security produce 
R&D as security practice?

In order to address this question, I draw on the concept of ‘sociotechnical 
imaginaries’. I follow Jasanoff’s definition of imaginaries as ‘as collectively 
held, institutionally stabilized, and publicly performed visions of desirable 
futures, animated by shared understandings of forms of social life and social 
order attainable through, and supportive of, advances in science and technology’ 
(2015: 4). In regard to security, however, I argue that desirable futures often 
centre on the reduction of insecurities, a large body of literature in critical 
security studies has delved into the precautionary security practices of rendering 
threats intelligible and counteracting these threats before they even occur (Adey 
and Anderson 2012; Anderson 2010; de Goede, Simon and Hoijtink 2014). Spe-
cifically, I draw on the definition of pre-emptive security of de Goede et al., who 
define pre-emptive security as ‘security practices that aim to act on threats that 
are unknown and recognized to be unknowable, yet deemed potentially cata-
strophic’ (2014: 412). In this chapter, I aim to explore the pre-emptive imaginaries 
visible in the R&D process and how different actors introduce these precautionary 
imaginaries. By employing this pre-emptive logic, I analyse how power structures 
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between those are redefined through imaginaries, following Vogel et al., who 
state that ‘[h]ow security gets framed, therefore, and the kinds of knowledges 
that are brought to bear on it, matter enormously for what security means and 
the power and influence of security enterprises’ (2017: 974). Imaginaries are not 
simply perspectives on how technology might improve security, they also 
represent an exertion of power.

In this regard, the central role of private actors is vital in analysing how imag-
inaries constitute and how actor-structures that produce these imaginaries are 
constructed. I focus on the specific role of private security companies and their 
specific knowledges (Abrahamsen and Williams 2009; Avant 2005; Leander 
2005). Particularly, I will look into the civil security market, where Hoijtink 
(2014) has examined how the civil security industry attempts to create markets 
on the basis of often exaggerated threats. This connects to the notion of pre-
emptive security that is often visible in imaginaries of border security. It is 
reflected in analyses on the private security industry in the realm of border 
security (Baird 2017, 2018; Lemberg-Pedersen 2013, 2018) showing the spe-
cific, often heavily securitised approaches employed by private companies. With 
this chapter, I aim to advance this scholarship in examining the specific paths of 
influence of the private security industry.

Analysing imaginaries in the context of security practices requires an under-
standing of security beyond practice. Practice-based approaches focus on (inter)
actions of security professionals and devices, however, the move beyond practice 
extends this understanding to all instruments that comprise the field of border 
security. Moving beyond practice in this chapter means employing Mezzadra and 
Neilson’s concept of the border as a method, which describes the border as ‘finely 
tuned instruments for managing, calibrating and governing global passages of 
people, money and things’ (Mezzadra and Neilson 2013: 3). Because R&D, as 
explained, in addition to its practices consists of what Huysmans (2011) describes 
as ‘little security nothings’, such as detailed research calls and tenders, it is ren-
dered necessary to investigate these different instruments. These often provide 
insight into results of negotiation processes between public and private actors and 
therefore facilitate the analysis of different sociotechnical imaginaries prevalent in 
these interactions. Documents such as research calls and programmes as well as 
white papers by private security interest groups and official EU documents serve 
as the analytical base for this chapter.

Mapping the field of actors and their  
imaginaries in border security related R&D
Explaining the involved actors

The understanding of R&D as a set of security practices that co-produces the 
border requires a comprehensive analysis of the field within which the practices 
occur. The field of border security in the European Union is filled with complex-
ities and complicated relations between states, the EU institutions and private 



Developing future borders  153

actors. In this section, I will therefore outline the two major groups of actors 
involved in border security and R&D, public and private actors. I will also 
outline the modes of interaction, particularly through PPPs. In doing this, I aim 
to show how public–private interactions shape sociotechnical imaginaries that 
feed into border security related R&D.

The public side is largely constituted by EU actors, however, this should not 
be regarded as a monolithic, unified actor. Rather, it comprises a set of institu-
tions that compete for power, resources and influence. With the Schengen 
system, the EU provides the major political framework for border security by 
putting the responsibility for external border protection on the states situated at 
the Schengen area’s external border. In order to assist these states and strengthen 
border security, the EU established the European Border and Coast Guard 
Agency, better known as Frontex. Frontex has become a powerful actor in the 
EU’s border security architecture that influences the practices of border security 
(Léonard 2010; Paul 2017), particularly since the expansion of its mandate in 
2016. Other institutions concerned with border security tasks are, for instance, 
European Union Agency for the Operational Management of Large-Scale IT 
Systems in the Area of Freedom, Security and Justice (eu-LISA) and the European 
Maritime Safety Agency (EMSA). In this chapter, I will however focus on 
Frontex because it is the central institution in securing and controlling the EU’s 
external borders.

Frontex is responsible for the implementation and execution of the EU’s 
important border security policy initiatives, the surveillance system EUROSUR 
and the establishment of an automated Entry–Exit System with pre-arrival 
border checks through the European Travel Information and Authorisation 
System (ETIAS), which is planned to come into effect in 2021. While the scope 
of these instruments differs strongly – EUROSUR is mainly used to improve 
situational awareness and surveillance capabilities at the external border, 
whereas ETIAS’s predominant application is to predetermine possibly danger-
ous individuals entering the EU, particularly at airports – the objectives of both 
systems are similar. Driven by the desire to detect illegal migrants constructed 
as dangers and threats, these policy initiatives should create infrastructures of 
border security comprising different emerging technologies (such as drones for 
EUROSUR or automated border controls for ETIAS). While the European Com-
mission formulates the policy initiatives, it is the responsibility of Frontex to 
apply and maintain these systems correctly. Thus, the agency assumes a central 
role in multiple steps of the R&D process, particularly in planning.

Both EUROSUR and ETIAS underline the demand for state-of-the-art tech-
nologies to fulfil their objectives. For this reason, Frontex (and also other agen-
cies such as eu-LISA) has set up divisions concerned with R&D efforts that seek 
to shape the security research programmes. This reflects in the larger EU’s 
efforts, as the Agenda for Security states that:

Horizon 2020 can play a central role in ensuring that the EU’s research 
effort is well targeted, including factoring in the needs of law enforcement  
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authorities by further involving end-users at all stages of the process, from 
conception to market.

(European Commission 2015b: 11)

Frontex and other agencies are strongly involved in the R&D process and there-
fore also directly connect to the private security industry, particularly through a 
variety of events.

The FPs contribute to this extension of the field actors into the realm of PSCs. 
As noted in the introduction, private industrial actors such as Leonardo, Airbus, 
Thales and Indra are the major recipients of funding money.1 These companies 
are members in various interest groups (such as the European Organisation of 
Security, EOS). Through these interest groups, private actors seek to shape 
border security and R&D policies in their favour, and in doing this, I will 
explain two organisations that are important vehicles for influence in the diverse 
field of industry actors (see also Baird 2017): EOS and the Protection and 
Security Advisory Group (PASAG).

EOS represents one of the central actors in the field, maintaining close ties to 
the relevant EU institutions such as Frontex and the Commission and is strongly 
involved in the politics of EU security research. Consisting of 40 members from 
the European private security industry, EOS provides knowledge and recom-
mendations via reports but is also involved in lobbying efforts to benefit its 
members. As Lemberg-Pedersen states, ‘EOS is, in other words, a compre-
hensive tool with which PSCs seek to influence the common European border 
politics so as to create a demand for their products’ (2013: 162). In following 
this endeavour, EOS is actively involved in shaping Research Framework 
 Programmes: the organisation was among the first to formulate its interests for 
the successor of H2020, FP9, also known as Horizon Europe. The knowledge 
and expertise held and articulated by EOS, therefore, are crucial in under-
standing the influence of the private security industry on imaginaries and the 
practising of R&D.

Another influential actor for the private industry is the Protection and 
Security Advisory Group (PASAG) of the European Commission. PASAG is an 
external advice group assembled by the Commission in order to set strategic and 
programmatic goals for security research within the Framework Programmes. 
The group consists of multiple members of the private security industry among 
others. PASAG strengthens the role of private security industry expertise in 
advising the EU and represents a direct channel for the private industry to shape 
imaginaries. Of great significance is the statement in the mandate of PASAG 
given by the EC that ‘Advisory Group Members may even participate in consor-
tia under Horizon 2020’ (European Commission 2017a: 4). This adds to the role 
of the private security industry as companies, through increased investment in 
security research, directly profit from a possible securitisation. Enabling PASAG 
members to both influence decisions of the propositions of security research pro-
grammes and profit from them by receiving funds for R&D fits in Hoijtink’s 
observation that ‘… the notion that threats could emerge from anywhere at any 
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time has been joined with the desire to integrate security and economic profit in 
a seamless manner’ (2014: 463).

The efforts to include the private security industry into security research 
through actors such as EOS and PASAG should be seen as embedded in the 
larger endeavours of the EU to strengthen the European security industry (European 
Commission 2012). This is also reflected in a major goal of the Horizon 2020 
regulation, which is ‘improv[ing] the competitiveness of the private security 
industry’ (European Union 2013a). However, the influence and organisation of 
PSCs is not limited to EOS and PASAG. Numerous efforts have been made by 
the EU in order to create PPPs and involve private industry actors in security 
research. Fora such as the Group of Personalities for Security Research (GoP), 
the European Security Research Advisory Board (ESRAB), the European 
Security Research Industrial Forum (ESRIF) and the think-tank Security & 
Defence Agenda (SDA) have not only underlined the EU’s efforts of developing 
a public–private security research programme, but have also produced substan-
tial results in forms of reports and recommendations. Doing this has enabled the 
private security industry to introduce their specific knowledges and expertise, 
not to the same extent as through EOS and PASAG, but nevertheless these fora 
have had a transformative effect on the imaginaries upon which security 
research is planned and conducted.

Examining the imaginaries

The multiple negotiation and communication structures do not only result in a 
stronger inclusion of private security companies and interest organisations on the 
level of actors, it also hands them additional powers through the opportunity to 
express specific knowledges and conceptualisations of security. The sociotechnical 
imaginary of border security, which produces the specific practising of R&D, thus, 
is shaped by the specific political objectives of private and public actors alike. In 
this part, therefore, I will examine how, through the interactions of EOS, PASAG 
and EU actors, imaginaries are negotiated and rendered into one common position 
that is expressed in the H2020 Working Programmes. Imaginaries are not merely 
seen as definitive policy goals, but rather, following Jasanoff and Kim, I see them 
as ‘less explicit, less issue-specific, less goal-directed, less politically accountable, 
and less instrumental’ than policies (2009: 123). However, analysing policies and 
consulting reports are important to abstract the imaginaries from the definitive 
goals. I will therefore use a more interpretive approach (following Wagenaar 
2011) to the analysis, through which I will describe the imaginaries as the socio-
political condition ‘that it is somehow constitutive of political actions, governing 
institutions, and public policies’ (Wagenaar 2011: 4).

I will proceed by outlining the different standpoints of the private actors EOS 
and PASAG, the European Commission and Frontex and then proceed to show 
how these concepts and imaginations translate into the H2020 research calls for 
border security, in order to analyse the underlying sociotechnical imaginary of 
border security related R&D.
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EUROSUR

EUROSUR has represented one of the major policy initiatives in the realm of 
border security. It depends strongly on technologies that improve ‘the exchange 
of information and the operational cooperation between national authorities of 
Member States as well as with [Frontex]’ (European Union 2013b). Frontex 
would therefore highly profit from interoperability and improved data exchange, 
which is also stated in the agency’s strategy on IBM as ‘the full implementation 
of the European Border Surveillance System (EUROSUR) and enhanced 
information and intelligence sharing through other appropriate channels will 
enable effective prediction and prevention of crises and events from occurring’ 
(Frontex 2019: 30). The approach of EUROSUR is therefore highly pre -
emptive; it is aiming to improve the capabilities to detect threats before they 
even occur. The policy also contains a humanitarian dimension through the 
objective of improving surveillance technologies in order to facilitate Search and 
Rescue, adding a humanitarian dimension (European Union 2013b), which in 
reality often is lacking (see Pallister-Wilkins 2015; Vaughan-Williams 2015).

In the context of EUROSUR, EOS outlines problems in terms of interoperabil-
ity and harmonisation, ‘innovative surveillance technologies […] and networking 
of existing information systems so as to allow for a secure, timely and reliable 
exchange of data and information, whenever needed, should be implemented’ 
(EOS 2009a: 11). For PASAG, in the context of surveillance, it is paramount to 
facilitate legal movement while detecting irregular migration. A focal area in this 
context is the detection of smugglers and traffickers, the group states in its 2015 
recommendations for H2020 that ‘developments of technologies and methods to 
follow and analyse the moving objects and detecting geographic interconnections 
for understanding the new way of migration (smuggling migrants) and the associated 
crime shall be envisaged’ (PASAG 2015: 14). In terms of maritime surveillance, 
EOS sees a holistic, comprehensive approach as viable, underlining the quest for 
interoperability. EOS laments the lacking inclusion of the private security industry 
and lack of communication, which results in the deteriorating effectiveness of 
technological solutions provided by the security industry. One example would be 
the lack of knowledge on the EUROSUR regulation by members of the private 
security industry (EOS 2017: 10). The humanitarian dimension is completely 
absent in EOS’s and PASAG’s objectives.

ETIAS

The debate revolving around Automated Border Controls (ABCs) has had a pre-
valent role in the EU’s border security architecture. In EOS’s 2009 White paper 
‘A European Approach to Border Management’ (EOS 2009b), the organisation 
calls for a harmonisation in approaches to biometric borders, with the objective 
to accelerate the flow of passengers and goods, while trying to ‘understand “who 
is the person attempting to cross the border” and “what risks might they pose on 
entry to the country” ’ (EOS 2009b: 7). Similarly, PASAG states in its vision for 
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2030 that ‘EU citizens of good standing should be able to cross all land, sea and 
air, internal and external EU borders, with no physical barriers’ (PASAG 2016: 6). 
Priorities for the private security industry in this context is to provide devices 
that are able to sort travellers into categories of risky or safe, one example there-
fore would be the iBorderCtrl project.

The EU detected the same lack of interoperability and harmonisation in the 
different systems as were described by EOS and PASAG, however, it promised 
to address these issues via the creation of ETIAS (European Commission 2016). 
The ETIAS regulation developed these goals and reflected EOS and PASAG’s 
vision of a system facilitating travel, while detecting possibly threatening 
individuals.

ETIAS should provide a travel authorisation for third-country nationals 
exempt from the visa requirement enabling consideration of whether their 
presence on the territory of the Member States does not pose or will not 
pose a security, illegal immigration or a high epidemic risk.

(European Union 2018)

In 2016, Frontex issued a report on the best-practices of ABCs (Frontex 2016), 
which outlined the importance of functional technological systems to improve 
passenger flows, reflecting both the need for interoperable devices and the desire 
for accelerating border crossing for people that are not seen as risks.

Objectives of border security R&D in the Horizon  

2020 Working Programmes

Having now outlined the conceptualisations’ central actors in the policy areas, I 
proceed to investigate how these are reflected in H2020’s working programmes 
in the Secure Societies Programme. Three working programmes have been 
issued by the EU for different time-spans: for 2014–2015 (European Commis-
sion 2013); for 2016–2017 (European Commission 2015c); and for 2018–2020 
(European Commission 2017b). All three programmes outline border security as 
one focal area and all three programmes reflect the EU’s policy objectives 
through focusing on EUROSUR and Smart Borders. However, whereas the 
2014–2015 programme contains aims to improve Search and Rescue capabilities 
in the context of EUROSUR, these endeavours disappear in the later programmes 
for the benefit of strengthening surveillance capabilities. The 2016–2017 Pro-
gramme warns that ‘without investments in technology and information systems, it 
is simply not feasible to manage borders and border crossing points’ (European 
Commission 2015c: 37). This is particularly crucial, as it feeds into the ‘technolo-
gical imperative’ by claiming that without innovation, political endeavours are not 
achievable. In the 2018–2020 programme, the main objective is:

to develop technologies and capabilities which are required to enhance 
systems and their interoperability, equipment, tools, processes, and methods 
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for rapid identification to improve border security, whilst respecting funda-
mental rights including free movement of persons, protection of personal 
data, and privacy.

(European Commission 2017b: 37)

Here, the vision of facilitating free movement while pre-emptively detecting 
threats is reflected and outlined as an imperative goal. In terms of Smart Borders 
and ETIAS, the 2014–2015 programme hints at a crucial vision.

The ever-growing number of travellers crossing the EU borders poses a 
serious challenge to the border control authorities in terms of a reduced 
amount of time for carrying out border checks. Consequently, efforts are 
being undertaken to facilitate the travel of bona-fide and genuine passengers 
and simultaneously to safeguard high level of security.

(European Commission 2013: 76)

Here, the notion of the bona-fide traveller comes into play, which describes the 
unthreatening, law-abiding citizen for whom travelling should be facilitated. 
While this is problematic in many ways, in terms of racialisation and exclusion 
(see Aas and Bosworth 2013), it not only reflects the visions and recommenda-
tions of the private security industry, but it also reproduces those in a strong 
fashion. This notion is even strengthened in the 2018–2020 working programme, 
which states that border security ‘should be facilitated by novel technologies and 
sensing strategies characterized by risk-based protection and non-intrusive 
security checks that can be implemented without disrupting business’ (European 
Commission 2017b: 40). The calls, therefore, contain three central elements that 
reproduce both the EU’s and the private actors’ conceptualisations. First, pre-
emption and surveillance are important to tackle risks before they emerge. 
Second, movement should be facilitated for some, while others need to be hin-
dered in their movement. And third, technologies need to be interoperable and 
harmonised to improve their specific usage, which is seen as an important aspect 
for improving security as a whole.

Conclusion

The public and private conceptualisations of border security, both in terms of 
ETIAS and EUROSUR, do not differ substantially. However, they reveal an 
important facet of agenda-setting in Horizon 2020. Border security R&D shall 
assist in achieving a pre-emptive mode of governance, detecting threats early 
and emphasising the dichotomy between facilitating free movement and secur-
ing the borders of the EU. Technology and technological development are 
described as paramount in achieving these goals of border security. This not 
only shows the deep politicisation of the R&D process, but also the co-constitution 
of technological devices and socio-political order. The sociotechnical imaginary 
driving R&D and innovation in border security, therefore, can best be described 
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as a borderspace where citizens deemed unproblematic shall be granted accelerated 
movement, while those seen as risks and threats shall be excluded from entering 
pre-emptively, or as an area of ‘free movement for some’. Surveillance and pre-
emption are the central modes of this governance; technologies should perform 
these practices.

What has become visible in analysing working programmes and policy docu-
ments is that a large share of the interests common to the EU and the private 
security industry are reflected in the calls for H2020’s border security research. 
This reveals that the private security industry indeed is a driving force in the 
EU’s border security R&D politics. It also helps in understanding why decisions 
of planning, funding and developing technologies are made; and, particularly, 
why specific technologies, such as drones or Artificial Intelligence receive large 
shares of border security-related funding.

This chapter contributes to these debates by offering a mapping of the field of 
border security R&D and delving into the imaginaries different actors pursue in 
this field. Understanding R&D as a practice of border security allows us not only 
to understand the different actors in the field but also to examine the different 
entanglements between security and technology from the viewpoint of develop-
ing devices. My analysis has shown how security-related R&D contributes to a 
strong involvement of the private security industry in the EU and shifts power to 
the industry’s advantage. It has also shown that we need to understand R&D as a 
political process that reproduces power relations and reifies understandings of 
security.

Note

1 However, not all of these companies are entirely private – for example, the Italian state 
holds 30 per cent of shares in Leonardo and France holds 25 per cent of shares in 
Thales. I refer to them to ‘private’ in the sense that their actions are not steered by state 
committees and are largely in private hands.
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10 Security meets science  
governance

The EU politics of dual-use research

Dagmar Rychnovská

Introduction

In a guidance note to researchers working on H2020 projects, one can read that:

(e)xporting certain goods/technologies can be a security threat, especially in 
terms of WMD (Weapons of Mass Destruction) proliferation. Transactions 
involving such dual-use items can be subject to certain restrictions, which 
may affect your research project.

(European Commission 2018: 1, emphasis in original)

WMD are not the most typical theme in the guidelines for a research grant pro-
posal. How did the topic get on the agenda of European researchers? What made 
it possible and what are the implications thereof? This chapter focuses on the 
European Union (EU) politics of dual-use research and specifically on how 
export control policy, as a traditional tool of security governance, intersects with 
the governance of research.

International trade in dual-use items, that is, those typically understood as 
having civilian as well as potential military applications (see Martins and Ahmad, 
Chapter 3 and Vila Seoane, Chapter 5 in this book) is an area under special 
scrutiny, because these goods and technologies can be used for the development of 
WMD on behalf of individuals or states. For instance, it is believed that the 
nuclear weapon programmes of North Korea, India and Pakistan have been made 
possible partly due to the ineffectiveness of international non-proliferation regimes 
(Wetter 2009: 1). Current export control regimes on dual-use items, thus, can be 
seen as a way to balance the promotion of commercial and research partnerships 
on the one hand and to limit the threat of proliferation of WMD on the other hand. 
In essence, export controls are a crucial complement to the international non- 
proliferation regimes (Vila Seoane, Chapter 5 in this book).

Any policy of export controls draws on an implicit or explicit threat scenario 
involving the products that are subject to this regulation. As such, export control 
regimes reflect the perception of the technological, political and economic real-
ities and their mutual entanglements. Even though export controls have been of 
interest to scholars in International Relations, science and technology studies, 
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law and so forth (Bromley, Cooper and Holtom 2012; Rath, Ischi and Perkins 2014; 
Reppy 2006; Micara 2012), the overlaps of the international control regimes 
with the workings of science and technology have been less explored (Evans and 
Valdivia 2012; Selgelid 2009). Given the increasing attention paid to the devel-
opments in science and technology in the governance of dual-use research (Atlas 
and Dando 2006; Danzig 2012; Revill and Jefferson 2013;  Rychnovská 2016), 
the mutual relations between science and security in the politics of dual-use 
deserve more scholarly scrutiny and critical reflection.

This chapter looks at the governance of emerging security technologies in the 
EU as a product of developments both in the area of science and (international) 
security and their mutual interplays. In particular, it scrutinises the shifting 
meanings and practices of governing dual-use research in the EU and the 
implications thereof. It does so by situating the EU approach to dual-use 
research in three developments: the changing narrative about international 
security and the problem of WMD in particular; the emergence of security con-
troversies related to biotechnology research; and the transformation of the EU 
institutional landscape. The chapter approaches the issue from the perspective of 
critical security studies, arguing that the EU politics of dual-use research may be 
read as a changing problematisation of security, which translates into the sphere 
of science governance and has implications for the constellation of power rela-
tions and the way authority, knowledge and subjectivity are constructed in 
security politics.

The chapter proceeds as follows. It first approaches the problem of dual-use 
research from critical security studies, arguing for reading it as a changing prob-
lematisation of security with socio-political effects on the performance of 
security expertise. Second, it briefly discusses the evolution of export control 
systems on dual-use items and the shifting narratives of international security 
within which this evolution needs to be contextualised. Third, recent security 
controversies in life sciences are discussed, which have affected the discourse on 
dual-use in the twenty-first century. After discussing the entanglements of 
security and science in the context of dual-use governance, the chapter provides 
a brief overview of the EU politics of dual-use and the contemporary practices 
of dealing with dual-use research. This part draws on the analysis of official EU 
documents relevant for the politics of dual-use from 2000 to 2019, which is the 
time-frame in which the EU formed a Community regime for the export control 
of dual-use items. Finally, the chapter concludes by discussing the implications 
of the novel approach to governing dual-use and misuse of research to the pol-
itics of security expertise, with some remarks on the politics of insecurity in the 
area of research and innovation governance.

Dual-use as a problematisation of security
How did dual-use research become a security concern for the EU and what are 
the implications of regulating it under the politics of export controls on dual-use 
items? Drawing on critical security studies, this chapter suggests that we need to 
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look not only at what dual use is, but also at what it does. Critical security 
studies are a subfield of security studies that looks at security and threats as a 
result of social and political practices rather than as problems to be solved 
(Aradau et al. 2014). For critical security researchers, the emergence of specific 
problematisation of security (i.e. how security is made) is equally significant as a 
subject of study as are the wider implications of security practices (i.e. what 
security does). Critical security researchers typically look at the transformations 
of security governance and study how security threats are constructed in relation 
to valued referent objects, how these discourses of security change and what 
they legitimise (Buzan, Wæver and de Wilde 1998; Balzacq 2011).

The politics of dual-use in the EU can be understood as a result of similar 
processes of the changing problematisation of security, where new referent 
objects (scientific knowledge, technologies and the like) become seen as a 
source of insecurity if they get into the ‘wrong hands’ and become part of a 
newly imagined threat scenario. At the same time, the dual nature of certain 
items is an important aspect of this security discourse, which shall be understood 
in the context of broader thinking on security and innovation.

Drawing on critical theory and specifically on Michel Foucault, the problem 
of dual-use and the regulation of dual-use items may be embedded in the idea of 
circulatory governance, which has been on rise as a technology of governing the 
mobility of people, things and ideas (Aradau and Blanke 2010). According to 
Foucault, the circulation of ideas, goods, technologies, people and so forth are 
seen as crucial for neoliberal societies: ‘organizing circulation, eliminating its 
dangerous elements, making a division between good and bad circulation, and 
maximizing the good circulation by diminishing the bad’ is the core of modern 
security governance, which consequently constructs the duality of freedom and 
security in the same system (2007: 18).

In other words, the global movement of bodies, knowledges, materials and the 
like in current societies is cherished as a symbol of freedom, progress and 
eventually as the driving force of capitalism and profit-making. However, some 
types of mobility are not desired, for example, certain types of migration and 
travel. Dual-use governance then can be seen in the context of managing circula-
tions, identifying wanted and unwanted mobilities and seeking to police the 
boundary between them. As pointed out by some critical security scholars, this 
type of governance can lead to exclusionary effects and shifting power relations 
(cf. Salter 2013; Vaughan-Williams 2009).

As such, dual-use can be seen as a powerful signifier which makes possible 
drawing a line between ‘desired’ and ‘undesired’ research and legitimising 
 specific types of knowledge and expertise as being relevant for identifying and 
policing this boundary. Of particular interest are two areas in this regard: first, 
via what practices is this boundary policed; and second, what are the implica-
tions of this policing – that is, with the transformation of regimes of governance, 
what changes is also who becomes regarded as an appropriate speaker, and what 
kind of knowledge counts as relevant for threat assessment. This can be seen as 
an issue of security expertise. Both aspects are arguably relevant not only for 
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understanding the changing nature of security politics, but also for understanding 
the effects of the changing nature of dual-use governance.

The politics of dual-use and export controls:  
from the Cold War to the war on terror
The notion of dual-use is a part of political discourse that brings together thinking 
on security threats and concerns about the non-desired use of technology in 
society. The very concept of dual-use has gone through much development in 
political and legal discourse and there are still many different meanings of the 
term used in diverse contexts – civilian versus military, benevolent versus 
malevolent, peaceful versus non-peaceful and so forth (Rath et al. 2014). The 
very concept of dual-use is, as noted by Reppy (2006), rooted in the Cold War 
and its geopolitical as well as technological dichotomies, when the commercial 
opportunities from technology exports started to be weighed against the poten-
tial military advantage to the enemy. It was in this context that modern export 
control regimes were established.

Export controls have a long history, yet the basic idea has remained the same 
over the centuries – to have a list of items whose export to other countries 
requires an official licence and an established process to gain this licence. A 
system of export control is established since certain items are seen as having the 
potential to contribute to an unwanted military advantage of an adversary. As 
Evans and Valdivia (2012: 171) point out, export controls have been mostly 
focused on balancing national security and economic interests and, therefore, 
can be seen as a tool of trade control. At the same time, as export controls also 
touch upon some scientific areas, such as the circulation of knowledge and 
information, they also become subject to national security concerns.

The current regimes of export control mostly draw on their predecessors 
from the Cold War, during which the control of exports was seen as a key tool 
of the politics of arms control and disarmament between the Western and 
Soviet blocs (Cupitt 2002). The template for modern export control regimes 
was provided by the Coordinating Committee on Multilateral Export Controls 
(CoCom), which was established after the Second World War by NATO 
 countries, together with Japan and Australia, in order to put an embargo on 
sensitive materials and technologies exported to the Eastern Bloc countries. 
These included mostly hardware and electronics (such as machine tools or 
lasers), which could be used for the production of military technologies like 
tanks or fighter planes (Shaw 2016: 474).

The contemporary successor of CoCom is the Wassenaar Arrangement – a 
multilateral export control regime coordinating export policies on conventional 
arms and dual-use items among its 42 member states, including many from the 
former Warsaw Pact countries. Another export control regime is, for instance, 
the Australia group, formed in 1985 in response to the revelation of the chemical 
weapons programme in Iraq. The Australia group harmonises the export control 
policies of its members and seeks to prevent the export of dual-use materials and 
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technologies that might contribute to the development of chemical or biological 
weapons (Shaw 2016).

The understanding of dual-use has shifted a lot with the changing interpreta-
tion of the international security environment after 9/11. The focus on non-state 
actors as a source of threat to state security shaped also the discourse on WMD – 
the new fear was the potential proliferation of WMD to terrorist groups and 
rogue states (Rath et al. 2014). This also affected the politics of export controls. 
Specifically, a major case for expanding and strengthening export control 
regimes globally came with the pronunciation of global terrorism as a security 
threat by the United Nations (2004), whose Security Council Resolution 1540 
from 2004 urges member states to implement and improve export controls in 
order to prevent the acquisition of WMD by terrorist organisations. The effect of 
the UN call has been a new wave of export control laws and regulations at many 
levels, including in the EU.

Security controversies in life sciences

After 2001 and the rise of the global war on terror, much more attention among 
security professionals started to be paid to the possibility that non-state actors 
might get access to chemical, biological or nuclear technologies which could be 
weaponised and used in a terrorist attack. This fear has been partly triggered by 
the case of anthrax letters sent in the aftermath of 9/11 attack to several public 
figures in the United States, which caused the death of five people and fuelled 
the fear of bioterrorism and other novel types of terror and crime involving sci-
entific material or technology (Vogel 2016: 212).

The case of anthrax mailings reminded national security professionals of the 
danger posed by biological weapons and reinforced some controversies in the 
scientific community about the potential security risks posed by rapidly evolving 
life scientific research, especially in the area of biotechnology – something that 
experts had already warned of earlier (Dando 1999; Henderson 1999). The nar-
rative on controversial biotechnologies and the risks they pose was connected 
with that of global terrorism and the threat of malign non-state actors and the 
taxonomy of biological threats was widened to include bioterrorism, bio-crime, 
laboratory incidents and others (Koblentz 2010).

The threat of biotechnology misuse by malign non-state actors was described 
in detail in a report called Biotechnology Research in an Age of Terrorism 
(National Research Council 2004), prepared by the US National Academies. The 
report describes the dual-use dilemma posed by biotechnology and warns of the 
risk of the malevolent use of dangerous biological agents and the risk of creating 
a novel (and more dangerous) class of pathogens. As a response to these challenges, 
the report calls for a greater involvement of the scientific community, awareness-
raising and its self-governance in conducting research in a responsible way. 
With the new framing of life sciences and biotechnology in particular as a 
potential source of threat providing tools for global terrorism, new policies 
started to be promoted and adopted in the United States and other states 



Security meets science governance  169

(Rappert and Gould 2009) as well as by international organisations like the 
World Health Organization (WHO 2005).

A prime effect of this narrative about life sciences as a new source of threat 
and subject to security controversy has been the case of H5N1 research, in 
which the dual-use nature of scientific knowledge (understood as intangible tech-
nology) started to be discussed and was seen as a security concern (Evans 2016; 
Rychnovská 2016). The case started with the attempt by two separate scientific 
teams to publish their research on the H5N1 virus. The highly lethal virus 
appeared at the end of 1990s and the beginning of 2000s, causing several human 
deaths and stirring fear all over the globe about the potential pandemic it may 
cause in the highly interconnected world. The virus, though, did not prove to 
spread efficiently from human to human and the feared global pandemic did not 
arrive. This puzzling feature of the virus fuelled a question of whether the virus 
could be spread via airborne transmission, or if it were impossible, what the con-
sequences thereof would be for the pandemic preparedness strategies. The question 
was raised by two scientific teams, working in the United States and in the 
 Netherlands, who designed and conducted experiments on ferrets as a part of 
which the H5N1virus was genetically mutated. This so-called gain-of-function 
research showed that this enhanced and highly deadly H5N1 is in fact transmis-
sible. The findings of the research were sent to the journals Nature and Science, 
where they triggered a wave of security concerns. The papers were read as con-
taining a blueprint for a causing potentially catastrophic pandemic, which could 
be misused by malign actors or states as a biological weapon which could not be 
contained by existing medical drugs (Elbe and Buckland-Merrett 2019).

The approach to this controversy took very different form in the United States 
and in the Netherlands. The United States, unlike in Europe, established a 
special organisation with the purpose of deliberating and deciding on the govern-
ance of controversial life scientific research. The National Science Advisory 
Board for Biosecurity (NSABB) is a boundary organisation bringing together 
scientific and security expertise and was founded in 2004 to advise federal agen-
cies on biosecurity issues. In the Unites States, therefore, the decision on the 
H5N1 research publication was put in the hands of the NSABB, which was sup-
posed to assess the threat posed by the publications.

On the contrary, in Europe, the controversy was handled by the Dutch author-
ities and courts, who decided that the Dutch scientific team has to ask for an EU 
export control licence in order to publish the results. The reasoning behind the 
decision was that these research findings are a dual-use item and their publica-
tion comprises a transfer of intangible technologies, which falls under the EU 
export control regime on dual-use items (Charatsis 2015). This decision has had 
profound implications not only for the EU politics of export controls, under 
which the scope of controlled items became wider and brought with it new gov-
ernance challenges, but also for research governance in the EU. As will be 
shown later, these areas gradually came closer together, with interesting implica-
tions for the scientific field and the status of scientific publications in the EU 
security governance.
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The EU politics of dual-use
The EU politics on dual-use can be situated in the broader evolution of the European 
commercial and security policy (Micara 2012). During the Cold War, most 
European Community countries were members of CoCom, while European 
institutions did not participate in the multilateral export control regimes. With 
the advancement of EU internal market, the Council of the EU in 1994 set up a 
Community regime for the control of dual-use exports with Regulation 3381/94 
and a Decision 94/942/CFSP in the realm of Common Foreign and Security 
Policy regulating the export of dual-use goods and setting up an authorisation of 
‘trusted’ countries.

The EU first set up a Community regime for the export control of dual-use 
items and technology in 2000 with regulation 1334/2000, which integrates the 
existing system into one and gives a key decision-making role to the Commission 
(Vila Seoane, Chapter 5 in this book). The regulation defines dual-use items as:

items, including software and technology, which can be used for both civil 
and military purposes, and shall include all goods which can be used for 
both non-explosive uses and assisting in any way in the manufacture of 
nuclear weapons or other nuclear explosive devices.

(Council of the EU 2000: 3)

The export control regime relies mostly on the explicit list of items that are 
subject to oversight and it does not pay any special attention to the advances in 
science and technology.

In the early 2000s, in the aftermaths of the terrorist attacks in the United 
States and in the evolving global war on terror, the EU decided to strengthen 
its role in international politics and adopted its first security strategy, ‘A 
Secure Europe in a Better World’ (Council of the EU 2003a). The strategy 
acknowledges the complexity of contemporary security issues and argues for a 
common approach in dealing with them, with the aim to become a truly global 
security actor. One of the major themes of the strategy is the threat of WMD 
and the changing nature of the proliferation threat. The strategy argues that 
‘[a]dvances in the biological sciences may increase the potency of biological 
weapons in the coming years; attacks with chemical and radiological materials 
are also a serious possibility’ (Council of the EU 2003a: 4–5). The most 
 frightening scenario in this regard becomes the acquisition of WMD by 
 terrorist groups, which is seen as a threat comparable with the use of WMD by 
state actors (Council of the EU 2003a: 5). The direct answer to this call is the 
‘Fight Against the Proliferation of Weapons of Mass Destruction’ (Council of 
the EU 2003b), in which the EU highlights that chemical and biological 
weapons in particular pose a special threat due to the dual-use nature of the 
relevant materials, equipment and know-how. It warns again that ‘the potential 
for the misuse of the dual-use technology and knowledge is increasing as a 
result of rapid developments in the life sciences’ (Council of the EU 2003b: 4) 
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and argues for the development of export control policy that would effectively 
address also the transfer of intangible items.

In response to the changing approach to non-proliferation and the increasing 
attention paid to the specificities of biological and chemical weapons, the EU 
updated its export control regime. A complex framework for the export control 
on dual-use items is set by the EU regulation No. 428/2009 (European Commis-
sion 2009), which aims at better coordination with international regimes, greater 
harmonisation of the system of control and expands the scope of governance 
(Micara 2012: 588).

In its 2016 Global Strategy, the EU (2016) pledged to modernise its export 
control policy on dual-use goods as a part of its multidimensional approach to 
conflicts and crises and its contribution to the ‘political economy of peace’. 
Three years later, the Council of the EU issued its position on a proposal by the 
European Commission, under which a new regime for the export control of 
dual-use items shall be set up. The modernisation of the dual-use policy shall, 
among other issues, better reflect the ongoing technological developments as 
well as the changing political and security environment and the threats to it. One 
of the aspects that the new regime of export control should take into account 
more is the role of researchers – as the proposal argues, ‘academic and research 
institutions face distinct challenges in export control due to, inter alia, their 
organizational structures, technological developments and the international 
nature of their scientific exchanges’ (Council of the EU 2019: 5). Even though 
exceptions from the regulation are considered for ‘basic scientific research’ and 
the spread of information ‘in the public domain’ (which is a provision that was 
set up already in the 2000 Council Regulation), the proposal calls for raising 
awareness of the risks and challenges associated with the handling of sensitive 
items among academics and researchers (Council of the EU 2019: 5).

The practices of governing dual-use research  
in the EU

Traditionally, there is a divide between military and civilian research, which is 
reflected in the institutional as well as the regulatory environment in which the 
research takes places. While military/defence research is still much in the hands 
of national governments, the EU has become a major player for funding and 
strategically shaping civilian research in Europe. With the new focus on dual-
use as a security concern, the EU envisions the adaptation of novel regulatory 
practices in civilian research which shall help manage the risks of conducting 
dual-use research or research with potential risk of misuse.

How does the changing EU politics of dual-use effect research governance? 
Under the Horizon 2020 research programme, which is aimed at both basic and 
applied scientific research, researchers are supposed to apply only for funding 
that will be used for civil science. Concretely, as stated in Article 19(2) of the 
Horizon 2020 Framework Programme Regulation (EU) No. 1291/2013, 
‘[r]esearch and innovation activities carried out under Horizon 2020 shall have 
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an exclusive focus on civil applications’ (European Commission 2013). This provi-
sion does not exclude the participation of military partners or the development of 
products that have both military and civil application (i.e. are of dual-use, as 
understood in the EU law), yet primarily the research shall focus on civil 
application (European Commission 2019).

Dual-use research is in this context understood as research involving dual-use 
items. According to the Article 2(1) of the EU Export Control Regulation  
No. 482/2009, ‘dual-use items’ shall mean items, including software and techno-
logy, which can be used for both civil and military purposes, and shall include 
all goods which can be used for both non-explosive uses and assisting in any 
way in the manufacture of nuclear weapons or other nuclear explosive devices 
(European Commission 2009: 5).

The definition of dual-use is adjusted to the scientific audience. As explained 
in the guidelines to the Horizon 2020 programme, ‘dual-use items are normally 
used for civilian purposes but may have military applications, or may contribute 
to the proliferation of weapons of mass destruction’ (European Commission 
2019: 33). In this context, dual-use is presented to researchers as potentially a 
dangerous feature of their (otherwise benign) work, which they are supposed to 
detect and accordingly subject their work to a different regime of mobility.

Since the H5N1 controversy, the EU considers scientific publications as 
potential dual-use items and develops novel regulatory practices on how to 
identify and oversee such items. At the same time, more attention is now paid to 
the whole process of knowledge production so that security concerns are identi-
fied earlier than the publication stage. In order to raise awareness of the potential 
risks of dual-use research, the EU urges researchers to make sure that their 
research complies with relevant international treaties, especially regarding non-
proliferation or humanitarian laws. The Biological and Toxin Weapons Convention 
and the Resolution 1540 of the UN Security Council on the non-proliferation of 
WMD are specifically mentioned in this context and worth further consideration 
(European Commission 2019: 33 and 34). For instance, in the guidelines to the 
Horizon 2020 programme, researchers are encouraged to appoint an independent 
ethics adviser/ethics board, with relevant ethics and security expertise, to carry 
out a risk-benefit analysis of the intended research and to suggest appropriate 
safeguards to cover security risks (during and beyond the lifetime of the project) 
and training for researchers (European Commission 2019: 33).

Besides dual-use, the European Commission also operates with the notion of 
misuse. Misuse of research is in this context understood as ‘research involving 
or generating materials, methods, technologies or knowledge that could be 
misused for unethical purposes’ (European Commission 2019: 37). This category 
is perhaps most directly targeted at disciplining researchers into critically scruti-
nising their own research and identifying its potential ‘blind spots’ that could be 
misused when appropriated in a different context. Researchers, thus, essentially 
become part of security governance and not only conduct research but, at some 
point, they also look at it as security experts and assess its potential dangerousness 
as neutral observers.
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Interestingly, this category includes several quite diverse areas of concerns, 
even though they are brought together under a common theme of misuse. Specifi-
cally, researchers are supposed to conduct risk-assessment and as a guidance, 
ask themselves whether the materials, methods, technologies or knowledge that 
they work with could cause harm or whether they could serve unintended (and 
unethical) purposes and what the consequences would be if these were to end up 
in the ‘wrong hands’ (European Commission 2019: 37).

Risk mitigation measures are suggested for several areas of research that are 
more prone to misuse and these are, according to the European Commission (2019: 
37–38), research on ‘biological, chemical, radiological and nuclear security- 
sensitive materials and explosives’ and ‘research with a potential impact on human 
rights’. The strategies suggested include practices such as staff training, ‘including 
security expertise’, ‘limiting the dissemination of research results’ and so on.

To sum up, the EU over the past two decades has reformed and strengthened 
its policy of dual-use export controls. These changes can be accounted for by 
several factors: the changing narratives of international security and the threat 
scenarios that dual-use items are supposed to play part in; the developments in 
international export control regimes; the institutional changes that the EU has 
gone through; and the evolution of science and technology per se, as, for 
example, the H5N1 publication controversy demonstrates. As a result, the 
meaning of dual-use research has expanded to new areas, which have become 
seen as security concerns. Given the unpredictability of research and innovation 
development and the broadening threat scenarios, though, it becomes impossible 
to draw a clear line between secure and insecure research. For that reason, the 
EU resorts to novel security measures that are introduced in the governance of 
research. These practices are greatly based on enhancing the measures typically 
used in research ethics and the principle of responsibilisation – concretely, 
researchers are supposed to introduce practices that draw on self-assessment, 
shape community norms and eventually change the process of knowledge pro-
duction and circulation.

Conclusions: security politics in research  
governance – what are the implications?
Since 2000, the EU has broadened the scope of goods and technologies, which it 
considers to have dual-use characters and which are subject to its export control 
regime on dual-use items. This development can be seen as a result of the EU’s 
changing understanding of the international security environment and the way 
technology can be used in a harmful way on the society. Developments in 
science and technology have gradually become the subject of greater interest in 
the EU dual-use regime and the EU has adopted a more anticipatory approach to 
the governance of research and the circulation of its findings. In order to circulate 
materials, technologies and information that are of dual-use character, researchers 
may need to obtain an export licence, which is a rule that was introduced after 
the so-called H5N1 research controversy. What are the implications of these 
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shifts in the governance of research seen as dual-use for the construction of 
authority and subjectivity and the politics of security knowledge?

First, this regime of governance promoted by the EU in the area of dual-use 
research and research misuse shifts the attention of regulatory oversight to the 
stage of science and technology development and makes researchers effectively 
co-responsible for the politics of security in the field of export controls. 
Researchers shall not only engage new actors as security experts in the process 
of research and development, but they are supposed to act as agents of security 
themselves. Drawing on their scientific knowledge and expertise, they shall 
assess the potential risks that their results – whether in the form of knowledge, 
software, technology or other – may pose in the future and as such, construct 
implicit or explicit threat scenarios which their research may become part of. 
This not only contributes to a blurring of the boundary between political and 
security decision-making and scientific knowledge and dispersing decision- 
making on security, but also, it transfers a great part of responsibility to individual 
actors and communities who are made responsible for ‘doing’ security.

Second, in addition to the responsibilisation of researchers for security govern-
ance, the mentioned developments may also be perceived as contributing to the 
bureaucratisation of security. This means that threat scenarios and deliberation on 
their relevance for the society are moved from the public sphere and political arenas 
to bureaucratic bodies – in this context, to ethics boards and other scientific bodies.

Finally, this also leads to making new connections between practices and 
institutions of research ethics with those of security policy-making – something 
that may be seen as ethicalisation of security (Rychnovská 2016). In the guide-
lines for researchers in the EU, very different types of research and different 
types of potential controversies are, for instance, labelled as being of potential 
misuse. The security framing and the suggested procedures of dealing with these 
controversies might not, however, be best suited to the diversity of problems that 
arise. Instead of looking at the structure of opportunities and the context in 
which such controversies may emerge, the uniform security framing (e.g. in the 
context of human rights) may supress broader discussion and the diversity of 
knowledges that should be taken into the account.

Emerging technologies build new synergies between actors and institutions, 
but the concerns about their use and misuse also create novel synergies, relations, 
power structures, policies and regulations in the realm of security governance. 
This chapter looked at these developments in the EU governance of dual-use 
research and pointed out different reconfigurations between security politics and 
research governance on the one hand and the relations between scientific know-
ledge, security assessment and political decisions on the other hand.
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11 The governance of dual-use 
research in the EU

The case of neuroscience

Inga Ulnicane

Introduction

An important element of the European governance of emerging technologies is 
the European Union (EU) Framework Programme (FP) rules on dual-use 
research. This chapter analyses the challenges that might arise in implementing 
them at the project level and the ways to tackle these challenges. To do that, it 
draws on the work of one of the largest projects ever funded by the FP, namely, 
the Human Brain Project (HBP), which is also one of the large-scale inter-
national neuroscience initiatives.

Neuroscience is seen as one of the most promising technologies of the 
twenty-first century that is expected to provide cures for mental disorders and 
contribute to the development of other technologies such as Information and 
Communication Technologies (ICT) and Artificial Intelligence (AI). At the same 
time, advances in neuroscience raise major concerns about potential misuse of 
sensitive research results. Neuroscience is seen as inherently a dual-use technology, 
which can be used for beneficial as well as harmful purposes (Ienca, Jotterand 
and Elger 2018).

Against this background, this chapter focuses on the governance of dual-use 
research in neuroscience in the EU. At a time when many countries are making 
unprecedented investments in the field of neuroscience, which sometimes are 
described as the ‘gold rush’ or ‘golden age’ of neuroscience, the European 
Commission has been supporting neuroscience – or brain research as it is some-
times called – via its research and innovation FP. In the FP7 that lasted from 
2007–2013, the Commission invested €3.1 billion in neuroscience. In the first 
five years (until November 2018) of the following Horizon 2020 programme, a 
similar sum of €3.2 billion was invested (European Commission 2019a). This 
funding supports a number of neuroscience research projects included within the 
Future and Emerging Technologies (FET) programme.

The biggest EU project in this area is one of the FET Flagships projects – the 
HBP. The HBP is a ten-year, large-scale, multidisciplinary project (2013–2023), 
with an EU funding of approximately €400 million, bringing together more than 
500 scientists and engineers at more than 100 universities and research institutes 
in some 20 countries (Human Brain Project 2020; Stahl et al. 2019). It is one of 
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the large-scale neuroscience research projects in the world. Other major brain 
research initiatives have been launched or are about to be launched by the 
United States, Canada, Japan, South Korea, China and Australia (Savage 2019). 
These seven major neuroscience projects have established an International Brain 
Initiative, which is supported by the Kavli Foundation (International Brain Initi-
ative 2020). While the International Brain Initiative aims to help these diverse 
projects to work together, it is also clear that they operate under very different 
governance, regulatory and ethical frameworks.

What is specific about the governance of neuroscience in the EU? At the 
moment, the EU has not adopted either a binding legislation or voluntary code of 
conduct or guidelines specifically dedicated to neuroscience, as has been the 
case in other technological areas (e.g. nano, AI; see Csernatoni and Lavallée, 
Chapter 13 in this book). However, all neuroscience research that is funded by 
the EU FPs is governed by specific regulations and rules, which notably specify 
that selected projects should have an exclusive focus on civil applications. This 
requirement distinguishes the EU’s HBP from some of the other major brain 
initiatives around the world, in particular from the US Brain Initiative, which 
has been partly funded by the Defence Advanced Research Projects Agency 
(DARPA) with an explicit focus on developing neurotechnology for military use 
(DARPA 2020).

Thus, in the context when there is a clear military interest in the advance-
ments of neuroscience that can be used for military purposes, it is necessary to 
better understand how the EU FP’s commitment to fund only research that has 
an exclusive focus on civil applications can be implemented and what chal-
lenges might emerge in this process. Accordingly, the main research questions 
addressed in this chapter are – how is dual-use research in neuroscience gov-
erned in the EU and what challenges does it face?

To address these questions, this chapter first introduces the main EU initiative 
in neuroscience research – the HBP and the way dual-use research is tackled in 
the HBP, which goes beyond the compulsory EU framework and additionally 
applies the Responsible Research and Innovation (RRI) approach to deal with 
the dual-use issues. Second, the chapter reviews the main concepts of dual-use 
and RRI. Third, the chapter looks at the main actors involved in the governance 
of dual-use research in the HBP. Fourth, the chapter discusses challenges of 
governing dual-use research at the project level. Thus, this chapter aims to con-
tribute to the studies of the European governance of emerging technologies by 
focusing on the governance of dual-use research in the fast-developing field of 
neuroscience at the project level by analysing one of the biggest research pro-
jects ever funded by the EU – the HBP.

The chapter draws on the review of academic literature and policy docu-
ments, as well as on the author’s critical reflection on her two-year experience 
(December 2017–November 2019) of contributing to the development of the 
governance of dual-use research in the HBP, where she participated in the devel-
opment of Opinion on Responsible Dual-Use and is co-chairing the HBP Dual 
Use Working Group.
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The governance of dual-use research   
in neuroscience in the EU: the case of the  
Human Brain Project

The HBP was launched in 2013 as one of the two initial FET Flagship initiatives 
(with Graphene being the other one). Building on its well-regarded FET funding 
programme, the European Commission developed the FET Flagship model for 
large-scale multidisciplinary projects. This new funding model was established 
during a time of austerity with an aim to move the ICT research frontiers and 
establish the global EU leadership in FET research. According to the European 
Commission, the FET Flagships are ‘visionary, science-driven, large-scale initi-
atives addressing grand scientific and technological (S&T) challenges’ (2014). 
While the FET Flagships are often presented as ‘one billion projects’, in reality, 
the FPs fund only part of that amount (e.g. for the HBP, approximately 40 per 
cent) and the projects are expected to raise additional funding from other sources 
such as industry and national governments.

Thus, the HBP is supported by the EU funding for multidisciplinary ICT 
research and it aims to integrate research from neuroscience, computing and 
other research fields and scientific disciplines. According to the Commission, the 
HBP was launched with a promise that it:

will create the world’s largest experimental facility for developing the most 
detailed model of the brain, for studying how the human brain works and 
ultimately to develop personalised treatment of neurological and related dis-
eases. This research lays the scientific and technical foundations for medical 
progress that has the potential to will dramatically improve the quality of 
life for millions of Europeans.

(European Commission 2013)

While the original FP funding for this project is planned until 2023, it is envis-
aged to be turned into sustainable research infrastructure that helps to advance 
neuroscience, medicine and computing (Amunts et al. 2019). This research 
infrastructure aims to provide access to a wide range of brain data and comput-
ing services. The work in the HBP is organised according to a number of divi-
sions such as Neuroinformatics, Brain Simulation, High Performance Analytics 
and Computing, Medical Informatics, Neuromorphic Computing and Neuroro-
botics. The HBP also has a dedicated Ethics and Society division that includes 
work on foresight, public engagement, compliance and researchers’ awareness. 
Dual-use is one of the key ethical issues that the HBP has addressed.

As the project is funded by the FPs (initially by the FP7 and afterwards by the 
Horizon 2020), the HBP has to comply with the relevant regulations. Ethical 
principles set out in Article 19 of the Horizon 2020 regulation stipulate that 
‘research and innovation activities carried out under Horizon 2020 shall have an 
exclusive focus on civil applications’ (European Parliament and the Council of 
the EU 2013). Issues of dual-use, exclusive focus on civil applications and 
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potential misuse of research results is part of the Horizon 2020 ethics issues 
checklist and ethics self-assessment, which form part of the grant proposal, later 
becoming part of the grant agreement and can give rise to binding obligations 
that may be controlled through ethics checks, reviews and audits (European 
Commission 2019b).

The Commission’s guidance document for completing the ethics self-assessment 
for Horizon 2020 draws on the EU Export Control Regulation in defining dual-
use (European Commission 2019b; see Vila Seoane, Chapter 5 in this book). 
Accordingly, it focuses on research involving dual-use items that ‘are normally 
used for civilian purposes but might have military applications, or may con-
tribute to the proliferation of weapons of mass destruction’ (European Commission 
2019b: 33). Furthermore, this guidance document specifies that exclusive focus 
on civil applications:

does not rule out the participation of military partners or the development of 
generic technologies, products or knowledge that may meet the needs of both 
civil and military end-users (known as ‘dual-use’ goods or technologies), 
provided that the research itself has a clear focus on civil applications.

(European Commission 2019b: 35)

Additionally, the ethics issues checklist includes a question about a potential for 
misuse of research results that concerns ‘research involving or generating mater-
ials, methods, technologies or knowledge that could be misused for unethical 
purposes’ (European Commission 2019b: 37).

In practice, a number of challenges emerge in answering and dealing with 
these important questions. To address these challenges, the HBP Ethics and 
Society division has undertaken a broad research and practice agenda that 
focuses on applying the Responsible Research and Innovation (RRI) approach. 
The RRI will be introduced in the following section dedicated to explaining the 
key concepts, while the application of RRI in the HBP will be addressed in the 
later sections on actors and challenges.

What are dual-use research and Responsible  
Research and Innovation?

This section will review the literature on the key concepts used in this chapter: 
dual-use research and RRI.

Dual-use research

The concept of dual-use research and technology is rather imprecise and contested 
(see Martins and Ahmad, Chapter 3 in this book). Traditionally, research and tech-
nology have been considered to be dual-use when they have current or potential 
military and civilian applications, recognising that distinction between military and 
civilian technologies is not sharp and clear-cut (see, e.g., Molas-Gallart 1997).  
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It can include both turning civilian/benevolent technology into military/hostile 
uses as well as turning military technology into civilian (e.g. Vogel et al. 2017). 
The dual-use concept has been questioned analytically because it simplifies the 
link between scientific knowledge and technological innovation (Vogel et al. 
2017: 977).

While historically, the meaning of dual-use had a military–civilian connota-
tion, today it is used more generally to distinguish research that has the potential 
to have benevolent/beneficial as well as malevolent/harmful applications 
(Oltmann 2015). Tara Mahfoud and her colleagues (2018) highlight the problem 
that distinguishing between military and civilian applications of scientific 
research and technology has become increasingly difficult. They call for a more 
nuanced framework that would go beyond the binary world implied by the term 
‘dual-use’. According to them, policy makers and regulators need to identify and 
focus on undesirable uses in the political, security, intelligence and military 
domains (Mahfoud et al. 2018).

To clarify some of the questions involved, new terms such as ‘intentional 
misuse’ and ‘dual-use research of concern’ (DURC) have been introduced 
(Ienca et al. 2018: 269). The DURC label was introduced by the United 
States government to prevent the malicious application of life science 
research. While historically most attention to dual-use technology emerged in 
fields of molecular and cell biology, recently the focus has expanded to other 
fields such as neurotechnology (Ienca et al. 2018) and ICT (Langley and 
 Parkinson 2017).

Attitudes towards dual-use research and technology have varied considerably 
across times, areas of activity and political beliefs. Haico Te Kulve and Wim 
Smit (2003) explained how the meaning of dual-use technology historically has 
shifted from a problematic to a desirable feature. According to Te Kulve and 
Smit, during the Cold War,

dual-use was viewed as a negative feature that complicated export controls: 
countries might try to obtain military sensitive technology under the guise 
of buying civilian technology. The presumed dual nature of some products 
and technologies also created tensions between the economic and defence 
perspective on technology exports.

(Te Kulve and Smit 2003: 955–956)

Te Kulve and Smit noticed a profound change in the discourse on dual-use products 
by the time the Cold War had ended, highlighting that then:

rather than a negative feature, the dual-use aspect of technology was viewed 
as something that should be promoted and pursued, as it might solve the 
twin problem of maintaining a high tech defence technology base restrained 
by limited budgets, and improving a country’s economic competitiveness 
by a more efficient allocation of R&D funds.

(Te Kulve and Smit 2003: 956)
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Similarly, Jordi Molas-Gallart (1997) demonstrates different understandings 
of dual-use technology from an arms control and industrial perspectives. 
According to him, ‘from an arms control outlook, dual-use technology has been 
seen as a problem for the control of the international diffusion of advanced 
weaponry’, while from industrial perspective, it is perceived ‘as providing an 
opportunity for the wider exploitation of research and manufacturing efforts 
beyond their initial (military or civilian) use’ (Molas-Gallart 1997: 370). Major 
differences in attitudes towards dual-use research and technology can also be 
seen when comparing the approach in research and innovation policy to promote 
dual-use research and technology (e.g. Molas-Gallart 1997) with the calls in bio- and 
neuro-ethics to regulate dual-use technology (e.g. Ienca et al. 2018).

Diverging attitudes become even more pronounced in the area of military 
research and technology that is related but not identical to dual-use research. 
Economists often emphasise many benefits for civilian technologies such as 
computers, electronics and commercial airspace technology that have originated 
from military research. A well-known example is the iPhone. Many technologies 
behind the iPhone have originated from defence research funded by DARPA, 
Department of Defence, US military and Army Research Office (Mazzucato 
2013). However, the opposite argument emphasises the problem that military 
research leads to ‘the diversion of funding from better understanding of root 
causes of insecurity’ and therefore should be reduced (Langley and Parkinson 
2017: 205).

Moreover, there are diverse views on the interaction and relationship between 
civilian, military and dual-use research and technology. In their case study of the 
development of an advanced battery in the Netherlands, Te Kulve and Smit 
investigate the cooperation between civilian and military actors and conclude 
that ‘in view of the difficulties of realising civilian–military integrated joint 
development projects, the establishment of “dual capacity networks” is sug-
gested as part of possible strategy towards an integrated civilian–military tech-
nology and industrial base’ (2003: 955). In other contexts, interactions between 
civilian and military research are more restricted, either due to the secrecy of 
military research or because of funding rules such as the EU FP that require 
exclusive focus on civilian applications (but does not prohibit the participation 
of military partners).

The implementation of the EU FP rule about an exclusive focus on civil 
applications faces old and new challenges. Jakob Edler and Andrew James 
(2015) pointed out that already in the mid-1990s the European Commission 
itself recognised that, although the FP is civilian in focus, half of all FP-funded 
projects have had a strong dual-use dimension in particular in areas such as 
aero nautics, information technology and materials. Furthermore, since the FP7, 
a programme dedicated to security research has been introduced within the FPs 
(see Martins and Ahmad, Chapter 3 in this book). Recently, new defence-related 
EU research funding mechanisms have emerged outside the FPs (see Fiott, 
Chapter 2 in this book). These include explicit funding for dual-use research 
from the European Structural and Investment Funds as well as dedicated defence 
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research funding from the European Defence Fund (EDF). The 2017 Communi-
cation from the European Commission on launching the EDF envisages that the 
planned funding for the EDF ‘would make the EU one of the biggest defence 
R&T investors in Europe and the first investor in collaborative defence research’ 
(European Commission 2017). It also stipulates that the EDF research proposals 
‘will be reviewed in relation to ethical, legal, or societal aspects by a group of 
experts on defence ethical and legal issues’ and that the precise relationship 
between the EDF and the future FPs will be determined (European Commission 
2017). These developments increase the complexity of dual-use research in EU 
countries and can raise new practical challenges, for example, if a research 
group receives funding from both – the FP with its exclusive focus on civil 
applications and the EDF – how does it practically separate in its lab its research 
with exclusive focus on civil applications from its defence research.

In the literature on dual-use research, a number of approaches have been 
 suggested for addressing some of the challenges. These include regulation, self-
regulation and education (Engel-Glatter and Ienca 2018) as well as participatory 
governance with a broader public input (Vogel et al. 2017). Putting these meas-
ures in place could intensify the tension between scientific freedom and public 
interest.

In recent years, many of these issues related to dual-use and the relationship 
between military and civilian research have been discussed in the context of 
neuroscience research (Ienca et al. 2018; Mahfoud et al. 2018; Royal Society 
2012; Tennison and Moreno 2012). Concerns about dual-use and misuse of 
neuroscience are particularly relevant due to military funding for neurotechnolo-
gies in countries such as the USA and its applications including warfighter 
enhancement or neuroscientific deception detection and interrogation. For these 
reasons, Ienca and his colleagues (2018) suggest a ‘neurosecurity framework’ 
involving calibrated regulation, (neuro)ethical guidelines and awareness-raising 
activities within the scientific community.

Responsible Research and Innovation (RRI)

In the past ten years, the RRI approach has been promoted by researchers and 
funding agencies across Europe as a way to shape research and innovation 
towards social goods (De Saille 2015). According to a well-known definition by 
Jack Stilgoe, Richard Owen and Phil Macnaghton, ‘responsible innovation 
means taking care of the future through collective stewardship of science and 
innovation in the present’ (Stilgoe, Owen and Macnaghton 2013:1570). They 
operationalise responsible innovation along four dimensions of anticipation, 
reflexivity, inclusion and responsiveness.

The European Commission has been one of the major supporters of the RRI 
approach. The Horizon 2020 regulation recognises RRI as a cross-cutting issue 
that has to be promoted to improve societal engagement in research and innovation 
(European Parliament and the Council of the EU 2013). RRI is implemented in 
the Horizon 2020 via supporting thematic elements of RRI such as public 
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engagement, open access, gender, ethics and science education as well as via 
integrated actions that foster uptake of the RRI approach by institutions and stake-
holders (European Commission 2019c). One of the main political documents on 
RRI is the Rome Declaration on Responsible Research and Innovation in Europe, 
which defines RRI as an ‘on-going process of aligning research and innovation to 
the values, needs and expectations of society’ (Italian Presidency of the Council of 
the EU 2014). While the European Commission has extensively supported the 
implementation of RRI during the Horizon 2020, due to shifting political priorities 
(e.g. towards mission-oriented research), it is unlikely that RRI will receive the 
same amount of support in the following Horizon Europe programme.

Furthermore, a number of national research funding councils are also imple-
menting the RRI approach. One of the first funders that started to implement this 
approach was the Engineering and Physical Sciences Research Council 
(EPSRC) in the UK. The EPSRC approach to responsible innovation highlights 
the need to continuously seek to anticipate, reflect, engage and act and is there-
fore known as the AREA framework (EPSRC 2019). According to this 
approach, anticipation implies describing and analysing intended and unintended 
economic, social, environmental and other possible impacts of innovation, while 
reflection focuses on purposes, motivations and potential implications of 
research and associated uncertainties. Engagement allows the opening up future 
visions to broader deliberation and dialogue, but action aims to influence the 
direction and trajectory of the research and innovation process itself.

While the RRI approach has an important aim of aligning research and 
innovation with societal values and needs, its practical implementation experi-
ences a number of well-known research governance challenges, for example, 
how to deal with the diversity of societal values, what is the right balance 
between academic freedom and steering and how to address uncertainty inherent 
in research and innovation. The RRI approach still encounters the so-called 
‘Collingridge dilemma’ according to which, during the early stages of research, 
too little is known to regulate emerging technology, while later when technology 
is more extensively developed and used, it is difficult to modify it via regulation 
(Stilgoe et al. 2013).

Actors involved in the governance of  
dual-use neuroscience research in the HBP

To address the complex issues described above, a wide range of actors, internal 
and external to the HBP, have been involved in developing and implementing 
the governance of dual-use research. Internal actors are the project’s governing 
bodies, researchers and administrators from diverse disciplines and teams within 
the project. External actors are the European Commission as a funder as well as 
diverse stakeholders from citizens and patients to experts, other brain initiatives 
and international bodies such as the Organisation for Economic Co-operation 
and Development (OECD), which developed guidelines for governance of 
neuroscience and neurotechnology.
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The HBP’s Ethics and Society division has undertaken a leading role in the 
development of the governance of dual-use research in the HBP. The Ethics and 
Society division brings together research from social sciences and humanities, 
ethicists and public engagement practitioners from a number of universities and 
research entities across Europe. As a major EU initiative in a highly sensitive 
research area, the HBP implements a broad RRI agenda to identify and address 
major ethical and societal concerns (Stahl et al. 2019). In particular, the HBP 
implements the AREA framework of the EPSRC, which was one of the first 
frameworks available for a practical implementation of the HBP. According to the 
AREA framework, anticipation activities implemented by the HBP’s Ethics and 
Society division include foresight analysis of future development of neuroscience 
and ICT developed by the HBP, while reflection activities focus on philosophical 
and neuroethical research. Engagement involves citizen workshops and online 
consultations to understand public views on neuroscience, while action focuses on 
developing and implementing processes, procedures and good practices to support 
RRI in the HBP. Thus, the HBP Ethics and Society division implements a wide-
ranging research and practice agenda that goes well beyond complying with the 
FP regulatory requirements and includes anticipation, reflection, engagement and 
action on the conceptual and practical underpinnings of the regulatory require-
ments, their limitations and the ways of overcoming them.

These principles of going beyond the legal FP requirements, critically reflect-
ing on them and suggesting broader ethical and social agendas are also present 
in the HBP Ethics and Society team’s work on dual-use. The key element of this 
work is the ‘Opinion on “Responsible Dual-Use”: Political, Security, Intelligence 
and Military Research of Concern in Neuroscience and Neurotechnology’ (Ethics 
and Society 2018). This is the second opinion of the HBP Ethics and Society team, 
following the first one on Data Protection and Privacy published in the previous 
year. The Dual-Use Opinion starts with the recognition that ‘current and newly 
emerging insights and technologies arising from research in brain sciences 
increase capabilities to access, assess and affect thought, emotion and behaviour’ 
(Ethics and Society 2018). These capabilities can be used in socially beneficial as 
well as harmful ways. Examples mentioned in the Opinion include:

brain inspired neuro- and ICT technologies that are already in use or in 
advanced stages of development, for example, in warfighter ‘enhancement’, 
intelligence gathering, image analysis, threat detection, manipulation of 
emotional states, incapacitation of adversaries, and the development of 
autonomous or semi-autonomous weapons, or weaponized robots using arti-
ficial intelligence technologies and machine learning algorithms for target 
detection an elimination.

(Ethics and Society 2018: 5–6)

Thus, the Opinion discusses important social and ethical questions these devel-
opments raise and develops a set of recommendations for the HBP, the EU and 
social actors.
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The preparation of the Dual-Use Opinion took several years and was done 
according to the RRI principles and the AREA framework of anticipation, 
reflection, engagement and action. The anticipation activities included a 
number of scoping reports to identify current and potential applications of 
brain research and brain-inspired technologies and their social and ethical 
implications. The reflection part focused on the conceptual clarification of 
dual-use terminology and identification of ambiguities in existing regulations 
and guidelines. The engagement part consisted of a broad range of activities 
involving experts on dual-use and neuroscience and research policy makers 
as well as citizens in webinars, workshops and online consultations. The 
results of the engagement activities have been made public to researchers and 
stakeholders within and beyond the HBP and some of these activities have 
been positively evaluated by neuroscience and dual-use experts as ‘a first 
promising step in the direction of awareness-enhancing strategies’ (Ienca et al. 
2018: 273). The anticipation, reflection and engagement activities resulted in 
preparing recommendations for action.

One of the key insights from the preparatory work was the need to go beyond 
the binary civilian–military distinction of the dual-use definition used in the 
Horizon 2020 approach to ethics and to broaden it. To do that, the Dual-Use 
Opinion develops a broader set of terminology, building on terms such as dual-
use research of concern, RRI and political, security, intelligence and military 
research of concern. The Opinion suggests that applying the principles of RRI to 
the concept of dual-use could increase the ability to identify which programmes 
and projects of research, development and innovation are ‘of concern’ and dis-
tinguish between ‘responsible’ and ‘irresponsible’ systems of research and 
technological development. Accordingly, the Opinion uses the term ‘dual-use 
research of concern’ to refer to:

neuroscience research and technological innovations, and brain inspired 
developments in information and communication technologies, for use in 
the political, security, intelligence and military domains, which are either 
directly of concern because of their potential for use in ways that threaten 
the peace, health, safety, security and well-being of citizens, or are under-
taken without responsible regard to such potential uses.

(Ethics and Society 2018: 5)

Thus, the identification of research ‘of concern’ is not straightforward but rather 
is a matter of debate. The RRI principles should enable such a debate, capacity 
building to reflect and engagement of researchers and stakeholders. In the 
Opinion, responsibility does not simply refer to responsible conduct of indi-
viduals but also

to processes and practices within research and development systems, and 
the extent to which they encourage or constrain the capacity of all those 
involved in the management and operations of research to reflect upon, 
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anticipate and consider the potential social and ethical implications of their 
research, to encourage open discussion of these, with a view to ensuring 
that their research and development does indeed contribute to the health and 
well-being of citizens, and to peace and security.

(Ethics and Society 2018: 9)

Thus, responsibility here means developing institutions and cultures that support 
socially beneficial research.

To implement these principles of responsibility, the Opinion recommends 
that the HBP evaluates the potential implications for dual-use research of 
concern, ensures a responsible use of its data and services, considers conditions 
for partnering with institutions that receive military funding and develops educa-
tional activities and materials on dual-use. Furthermore, the Opinion includes a 
number of recommendations for the EU. These include suggestions to extend its 
policies on dual-use research beyond the focus on aims, objectives and inten-
tions of the researchers, to support research on dual-use research of concern and 
to establish an advisory body to have an oversight of all EU funded research 
with political, security, intelligence and military potentials. The recommenda-
tions to other social actors include a strong focus on the education of neuro-
scientists on social and ethical issues including questions of dual-use as well as 
on self-regulation of research institutions and industry.

The HBP governing bodies have approved the Opinion and established the 
HBP Dual-Use Working Group to implement its recommendations. This 
working group includes researchers, engineers and administrators from all HBP 
divisions.

Challenges for developing and implementing  
governance structures for dual-use research at  
the project level
Addressing issues related to dual-use research at the project level presents a 
number of challenges related to the complexity and sensitivity of the topic as 
well as uncertainties about potential uses and impacts of research results. On the 
basis of the ongoing work in the HBP discussed above, three challenges can be 
highlighted: first, limitations of the dual-use definition used in the EU FP; 
second, issues of education and awareness raising; and third, questions of global 
collaboration. These challenges can be relevant for research in other scientific 
disciplines and fields as well.

First, the FPs use a definition of dual-use from the EU export control regula-
tion (see Vila Seoane, Chapter 5 in this book). According to that definition, the 
dual-use items are goods, software and technologies, which ‘are normally used 
for civilian purposes but may have military applications, or may contribute to 
the proliferation of weapons of mass destruction’ (European Commission 
2019b: 13). Two limitations of this definition in particular can be highlighted. 
First, for basic research at the early stages of development, the definition’s focus 
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on goods, items and software often is not relevant. Second, this definition still 
defines dual-use in binary terms of military versus civilian, while practitioners 
and scholars in this field have recognised that a broader understanding of bene-
ficial and harmful uses is needed (Ienca et al. 2018; Oltmann 2015). Thus, rather 
than inviting anticipation and reflection on the potential future uses of research 
that is at early stages, for many scientists doing basic research, this definition 
suggests that dual-use questions are not relevant for them. To address this chal-
lenge, the Ethics and Society division of the HBP suggested broadening the 
understanding of dual-use by bringing in concepts of dual-use research of 
concern, RRI and political, security, intelligence and military research of 
concern. In a similar manner, future EU research funding programmes could 
benefit by broadening their approach to dual-use and developing definitions that 
are dedicated to specificity of research by adjusting and going beyond dual-use 
definitions in export controls.

Second, building governance structures for dual-use research at the project 
level requires the involvement and support from the researchers. One limita-
tion that such an approach faces is a lack of awareness about dual-use issues 
among researchers. Ethical and social issues of science and technology are not 
always included in science education nor are they required, supported or built 
into research career structures. The HBP has started to address these issues 
within the project’s dedicated Education programme that includes workshops, 
online lectures and webinars on ethical and social issues including dual-use. 
To make such education and awareness-raising activities relevant, a particular 
challenge is to adjust them to the specificities of each scientific discipline and 
research field. That is not a straightforward task in a multidisciplinary project 
bringing together scientists and researchers with very diverse scientific back-
grounds. At the institutional and policy levels, the importance of education 
and awareness of dual-use issues among scientists cannot be underestimated 
and novel ways to engage and support scientists in these endeavours need to 
be sought.

The third challenge focuses on global collaboration for addressing dual-use 
research issues. As research is global and scientific knowledge flows freely 
across national and regional borders, it is of paramount importance that dual-
use issues are recognised at the global level. In the neuroscience field, the need 
to address issues of misuse has been recently recognised by the representatives 
of International Brain Initiative (Rommelfanger et al. 2018) that brings 
together the main large-scale neuroscience projects from the EU, USA, China, 
Japan, Australia, Canada and South Korea (see information in the Introduction) 
as well as by the OECD in its Recommendation of the Council on Responsible 
Innovation in Neurotechnology (OECD 2019). At the moment, the HBP is the 
only one among the main neuroscience projects that is developing and imple-
menting dedicated governance structures to address issues of dual-use and 
potential misuse. To facilitate responsible neuroscience research globally, 
similar activities in other brain projects and global coordination efforts are 
needed.
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Conclusions

This chapter demonstrates that the fast-developing field of neuroscience research 
not only promises major health, economic and technological benefits, but also 
raises important concerns about the potential misuse or harmful uses of research 
results. To address these concerns, appropriate governance structures should be 
built at the global, regional, national, institutional and project levels. The chapter 
shows that the research project level plays a key role in the governance of 
 dual-use research. At the same time, the project-level governance is closely 
intertwined with governance at other levels.

The chapter reveals how one of the main neuroscience research projects 
worldwide – the EU-funded HBP – addresses a number of challenges such as 
the limitations of the EU FP’s definition of dual-use based on the export control 
regulation and focusing on binary distinction between civilian and military 
applications by developing a novel approach that incorporates concepts of dual-
use research of concern, RRI and political, security, intelligence and military 
research of concern. The development and implementation of such an approach 
benefits from engaging a broad range of researchers, stakeholders, experts and 
citizens. The lessons learned so far suggest the need for education and awareness-
raising activities, global collaboration and reconsideration of policy definitions of 
dual-use and their suitability for research activities. The HBP, as a large-scale 
project, benefits from having dedicated Ethics and Society as well as Education 
teams for the development and implementation of its project-level governance of 
dual-use research. Nevertheless, lessons learned and practices developed in this 
project could be  relevant for other brain initiatives as well as research projects in 
other disciplines.
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12 Managing security uncertainty 
with emerging technologies
The example of the governance of 
neuroprosthetic research

Benjamin Farrand

Introduction

This chapter seeks to analyse the challenges facing the management of 
security uncertainty in the European Union (EU) context, centring on the ques-
tion ‘how can policy makers govern an emerging technology from a security-
related perspective, when their successful implementation, dissemination and 
use are largely speculative?’ New and emerging technologies have the capacity 
to be highly disruptive. This is not intended in the sense of ‘disruption’ that is 
often used as a ‘buzzword’ in the context of Silicon Valley-based start-ups, 
grounded in an idea of Schumpeterian ‘creative destruction’ (Markides 2006; 
Gobble 2015), in which one business model is replaced by another. It is rather 
in the sense that these disruptive technologies can lead to unprecedented, 
unforeseen and even transformative changes to society and the economy. The 
McKinsey Global Institute has identified four characteristics that disruptive 
technologies possess: ‘a high rate of technology change, broad potential 
scope of impact, large economic value that could be affected, and substantial 
potential for disruptive economic impact’ (2013: 3; see also the Introduction to 
this book, by Calcara, Csernatoni and Lavallée). However, when ‘disruptive’ 
technologies are discussed, it is often in terms of the potential benefits and 
opportunities they present (and predominantly economic at that), with com-
parably less consideration given to the possible detriments. When considered, 
the focus is predominantly upon their impact on current forms and levels of 
employment (for an excellent consideration of the role of disruptive techno-
logies on workers and the ‘gigification’ of the economy, see Prassl 2018). 
Even less  discussed, when a technology is emergent, are the security risks (or 
opportunities) that they may present. This is not so surprising – an emerging 
technology is by its nature speculative, both in terms of its likelihood of 
success, as well as its conceivable social, economic and security impacts 
(Hoerr 2011).

Examples of this include nanotechnology, which became the centre of signi-
ficant debate and controversies as the technologies developed and could be realized 
(Macnaghten 2010), or more recent discussions over blockchain technologies, 
the value of which is so far still unconfirmed, despite both media and academic 
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speculation as to its future uses. In the early, formative stages of an emerging 
technology, research and discussion centre on its positive potential, rather than 
the negatives, as noted by Cordeiro, Hauptman and Sharan (2013). When a tech-
nology matures and emphasis is placed on the innovation and dissemination of a 
technology, then there is an increased attention on possible security threats and 
opportunities, which may also feature in EU funded research (Csernatoni 
2019). Until such a time, however, these technologies exist in a legal, policy and 
knowledge lacuna, making the management of any security risks they may poten-
tially create difficult to conceptualise and therefore implement. Hence, it will be 
demonstrated in this chapter through the use of a case study of a highly specula-
tive and newly emergent technology, neuroprosthetics, that the inherent 
uncertainties when dealing with an untested invention make their security gov-
ernance particularly complicated. Neuroprosthetics are artificial limbs or organs 
connected into nerve or muscle tissue that allow for the regaining of use and 
even sensation for individuals that have suffered limb damage as a result of injury 
or disease. However, they are at a very early stage of development, meaning that 
the focus of research is on the ‘proof of concept’ of the technology and its 
application in impaired individuals, rather than on a detailed consideration of 
their broader social, economic and security risks. Neuroprosthetics, and in fact 
biotechnological inventions more generally, are not generally framed in explicit 
security terms, but as technologies with the potential to present security 
concerns.

The first section of this chapter will provide further exploration of the 
purpose, use and science behind neuroprosthetics, as well as the inherent 
unforeseeability of the security implications of these technologies. The second 
section of the chapter will analyse the existing legal framework that may serve 
to govern their use and implementation, indicating the lacuna in which these 
devices exist and the difficulties in establishing a clear and effective legal 
regime for any security risks they may present. The third section of the chapter 
will then evaluate the dynamics of governance of emerging technologies more 
generally, and as applied to neuroprosthetics specifically, indicating how at 
these formative stages, knowledge gathering and reflective practice are key to 
understanding what potential risks and security threats may be posed by new 
disruptive technologies, and how the EU has attempted to provide for better 
understanding of the social, economic and security-related risks of new tech-
nologies through its Responsible Research and Innovation (RRI) approach. As 
the chapter will conclude, in areas of high uncertainty, low knowledge and in 
situations where a multitude of actors may be interested in the way in which a 
technology is governed, experimental governance is likely to emerge as a 
response to these uncertainties. Through networks of actors ranging from 
policy makers and legislators to academic researchers, industry and civil 
society organisations, a more careful, nuanced and potentially future-proof 
approach to the governance of security risks posed by neuroprosthetics could 
be made more likely.
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Background on neuroprosthetics
According to the World Health Organization, as of 2006, more than one billion 
people worldwide suffer from neurological conditions impacting upon limb 
usage, ranging from injury or trauma, Parkinson’s disease, Alzheimer’s and 
multiple sclerosis (2006: 178). Furthermore, the increase in the incidence of dia-
betes mellitus type II-related neuropathy and subsequent amputations is leading 
to a reversal in the decreases of lower-limb amputations being carried out. 
According to the most recent available statistics, in the USA in 2008, it was 
determined that in 2005 there were 1.6 million individuals living with the loss of 
a limb, 38 per cent of which were the result of diabetes-related vascular disease, 
figures estimated to increase to 3.1 million by 2050 (Ziegler-Graham et al.  
2008: 427). While comparable figures are not available for the entire European 
Union, approximately 58 million people have diabetes in Europe, of which 90 
per cent are type II (European Commission 2017a). According to Behrendt  
et al., diabetes is indicated in approximately half of amputations conducted in 
several countries in the EU, with incidence varying between 20 per cent 
in Finland, to up to 75 per cent in Slovakia (2018: 392). With these increases in 
diabetes and diseases such as Parkinson’s and Alzheimer’s, research in health 
care is becoming predominantly focused on the treatment of diabetes and these 
neurological conditions, along with the development of improved prosthetic 
devices for individuals rendered disabled by injury or disease. One promising 
avenue for this research and development is the creation of robotic limbs able to 
connect to nerve and muscle tissue, known as neuroprosthetics.

Neuroprosthetics have been defined as ‘artificial devices designed to 
generate, restore or modulate a range of neutrally mediated diseases’ (Glannon 
2016: 1–2). Neuroprosthetic limbs are the result of a distinct field of neuropros-
thetic research, facilitated by separate and distinct developments in neuroscience 
and robotics, making it possible to develop brain-controlled artificial limbs 
capable of restoring fine motor skills and a sense of touch to individuals affected 
by disease or serious injury (Berger 2019: 269). Operating through a brain-
machine interface, signals coming from the brain’s cortical neurons can be trans-
formed into signals that can be interpreted by a computer system to move an 
external device. As the brain adapts to sending these signals, brain–machine 
interfacing improves, allowing for smoother, more nuanced manipulations of, 
for example, a robotic arm (Schweikard and Ernst 2015; Eapen, Murphy and 
Cifu 2017; Perlmutter 2017). Recent innovations have allowed for the insertion 
of electrodes in the form of an intracortical brain–machine interface at the point 
of cervical spinal cord injury and a functional electrical stimulation device in a 
paralysed arm, allowing for a tetraplegic individual to successfully drink coffee 
from a self-controlled mug after 463 days and to feed himself after 717 (Ajiboye 
et al. 2017). Neuroprosthetics have additional realized and emergent therapeutic 
benefits such as restoration of a sense of touch, as well as mitigating the effects 
of ‘phantom limb syndrome’, in which an individual experiences sensation of 
pain in a non-present limb (Blumberg and Dooley 2017; Bartolozzi 2018). 
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While it may be assumed that the majority of this research is conducted in the 
USA, there have been some significant breakthroughs in neuroprosthetic technology 
in the EU, with Horizon 2020 funded projects: SensAgain, which has focused on 
restoring sensory-motor functionality and the ability to ‘feel’ the artificial limb 
as part of their body, while striving to eliminate phantom limb syndrome 
 (SensAgain Project 2016); and INPUT, specialising in upper-limb prostheses 
control systems intended to improve brain–machine interfaces allowing for 
increased dexterity and limb manipulation (INPUT 2018).

As stated above, neuroprosthetics, and in fact biotechnological inventions 
more generally, are not generally framed in explicit security terms, but as tech-
nologies with the potential to present security concerns. This is a reflection of 
two interlinked factors; the first is that due to their nature as therapeutic inter-
ventions, the predominant focus of research and writing pertains to health care 
and disability, including the treatment of disability in law (see, for example, 
Bockman 2009; Rosenfeld et al. 2008; Hanrahan 2015; Wright and Fins 2016). 
The second factor is the inherent uncertainty in determining the implications or 
consequences of many of these technologies, insofar as not only are the technol-
ogies themselves emergent, but so too are the social and economic impacts. 
 Academic writers have focused on various different risks, social and ethical, that 
are potentiated by the use of advanced neuroprosthetics, should they reach that 
stage of development. In terms of security threats, there has been consideration 
of the potential dual-use of neuroprosthetics for enhancement as well as therapy 
in the military, by creating an enhanced form of solider (Girling, Thorpe and 
Auger 2017), the potential for ‘brain-hacking’ and a need for neurological 
security in the context of brain–machine interfaces (Denning, Matsuoka and 
Kohno 2009), or even the blurring of the lines between cyber crime and physical 
assault through attacks against human-embedded systems such as neuroprosthet-
ics (Gasson and Koops 2013). Yet, one commonality that this scholarship 
 possesses is the frequent use of the words ‘could’ and ‘potential’. Due to the 
inherently speculative and emergent nature of these technologies, the security 
risks they are likely to pose are equally speculative, making formalised govern-
ance difficult. How can policy makers, therefore, effectively govern the security 
risks of a speculative technology?

The security governance of neuroprosthetics:  
the limitations of legislation in combating  
uncertainty

The management of these emerging and experimental technologies lies in an 
uneasy nexus between formal, legally binding rules, informal cooperation mech-
anisms and experimentalist governance (Sabel and Zeitlin 2012). Experimental-
ist governance can serve as a template for the governance of new areas (Sabel 
and Zeitlin 2012: 9) and the security dimension of emergent technologies is 
 perfectly suited as a sector for this experimentation to arise (see, for example, 
Kuhlmann, Stegmaier and Konrad 2019), given its strategic uncertainty and the 
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polyarchic power distributions, in which those with information and expertise 
(predominantly researchers) must engage with policy makers, industry and other 
stakeholders, with no one body having ultimate control or say (Sabel and Zeitlin 
2012). In order to demonstrate the requirement for experimentalist governance 
in this field, it is first necessary to detail the somewhat ill-fitting nature of exist-
ing and applicable EU legislation. In terms of legally binding rules, the nature of 
prosthetics means that they are classified as ‘medical devices’ under the EU 
Medical Devices Regulation, which comes into effect in May 2020 (Regulation 
No 2017/754, 2017, European Parliament and Council of the European Union 
2017a). According to Article 1, the European Regulation applies to the market-
ing, sale, distribution and putting into use of medical devices intended for 
human use, including clinical investigations concerning their use. For the pur-
poses of neuroprosthetics, Article 2 defines a medical device as:

any instrument, apparatus, appliance, software, implant, reagent, material or 
other article intended by the manufacturer to be used, alone or in combination, 
for human beings … [for the] diagnosis, monitoring, treatment, alleviation 
of, or compensation for, an injury or disability.

Neuroprosthetics are categorised as a Class III device under Annex VIII Rule 6, 
as they are ‘intended specifically for use in direct contact with the heart or 
central circulatory system or the central nervous system’. In terms of security, 
while there are five references to security mentioned in the Regulation, they 
refer to information security for any software built into the implantable device 
(Annex I, Chapter I, Section 17) and the security of clinical data from breach 
(Annex I, Chapter II, Section 4). Furthermore, and as shall be discussed further, 
rather than prescriptive legal requirements, the security obligations that do exist 
are framed in terms of best practices and setting of minimum requirements. Sim-
ilarly, in terms of the security dimension of the proprietary information upon 
which the neuroprosthetic is based, the EU provides for comprehensive legal 
protection under its intellectual property laws, ranging from the Information 
Society Directive (Directive 2001/29/EC 2001) for protection of any copyright 
in computer code serving to facilitate the brain–machine interface, the Trade 
Mark Regulation (Regulation No 2017/1001 2017, European Parliament and 
Council of the European Union 2017b) for any trade marks registered in associ-
ation with the neuroprosthetic for names, logos and etc., as well as patents regis-
tered in the member states over the invention itself on the basis of national laws 
or the European Patent Convention. Similarly, confidential information 
regarding the neuroprosthetic and associated research may be protected by the 
Trade Secrets Directive (Directive 2016/943 2016), as confidential business 
information prior to the registration of a patent. This provides for comprehensive 
protection of the intellectual property rights inherent in the design, which can be 
framed as ensuring a form of economic security for the company or undertaking 
involved in a neuroprosthetic’s commercial development.
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Yet, such measures, under both the Medical Devices Regulation and the intel-
lectual property framework, constitute a narrow perception of security based in 
the protection of information arising from neuroprosthetic research and develop-
ment, as well as the ethics of the research involving human participants. The 
existing legal framework does not provide for a broader conceptualisation and 
understanding of security at a societal level arising from their use, indicative of 
the difficulties of formally regulating areas of emerging technological typified by 
uncertainty (see, for example, Weimer and Marin 2016). In particular, emerging 
technologies often result in a period of ‘regulatory disconnection’ (Brownsword 
2012: 66), in which a technology may have outrun its regulatory framework. In 
such a scenario, the rules that may have ordinarily been applicable to such a 
technology (or type of technology) do not appear sufficient to regulate new uses 
of that technology or rapid advancements in its design or functionality. Indeed, 
new technologies suffer from what is referred to as the Collingridge dilemma 
(Collingridge 1981), in which, during the early stages of a new technology’s 
development and application, regulation is difficult due to a lack of information 
regarding that technology’s impact. However, once that technology becomes 
commonplace and entrenched in science, industry or business, any revision to 
that regulatory regime is both potentially expensive and resisted. For this reason, 
as Moses argues, those seeking to regulate an emerging technology need to act 
at an early stage, ‘when the situation is more malleable’ (Moses 2015: 8). 
Though, providing a robust regulatory framework is difficult when the impact of 
a particular technology is uncertain. This results in an ‘uncertainty paradox’ 
(Asselt and Vos 2006) in the regulatory sense, as it is deemed important to regu-
late before the technology becomes entrenched, yet determining the scope and 
function of that regulation is complicated by a lack of knowledge. For 
 Easterbrook (1996), at this juncture, legislators must be careful to avoid a scen-
ario in which they try to pull separate threads together in order to create a 
unified ‘law of the horse’. A horse is a living thing and so may be protected by 
laws concerned with animal welfare. Its sale, in turn, may be regulated by con-
tract law and its ownership by property law. Its use for sports such as horse- 
racing may in turn be regulated by specific legislation concerning  competition 
and betting; and should the horse cause an accident through it being negligently 
ridden at speed through a crowded street, this action may be governed by tort, or 
even criminal law. Yet, these laws do not need to be brought together in a 
comprehensive law regulating horses. So, too, should it be ensured that legis-
lation is not dependent on the technology in question, insofar as the utility of a 
‘law of the neuroprosthetic’ is unlikely to be beneficial. Indeed, as discussed 
by Hildebrandt and Tielemans (2013), the law should strive to be technology 
neutral, considering the social or economic problem that the technology raises, 
rather than the technology itself. This is the view that was taken by the 
 European Commission in the late 1990s, when it concluded that its audio- 
visual policy reforms proposed in light of the development of Internet stream-
ing should be technology neutral (1999: 10). However, as Hildebrandt and 
Tielemans (2013) continue, this technology neutrality may require additional  



198  Benjamin Farrand

legislative interventions in order to ensure that the technology is specifically 
regulated in a neutral way that nevertheless addresses a perceived risk (in their 
argument regarding data protection, to human rights), safeguards innovation 
and achieves sustainability by ‘future-proofing’ law through the drafting of 
laws at appropriate levels of abstraction, guaranteeing that the law is not 
quickly rendered obsolete.

In the field of security, one such example is the implementation of the 
Network and Information Security Directive (2016), which requires member 
states to provide for high levels of protection for critical information infrastruc-
tures from cyberattacks, with the emphasis placed upon system resilience and 
the reporting of security breaches. The legislation does not specify the exact 
nature of cyberattacks and provides for a deliberately broad definition of 
network and information systems. Nevertheless, in order to ensure that the 
parties with obligations under the Directive are identified, it was necessary to 
provide for a definition of ‘providers of essential service and digital service 
 providers’, which is covered by Annex II, including entities such as energy pro-
viders, financial services providers and a specific list of digital infrastructure 
providers. Should these change, by means of new energy technologies beyond 
oil, electricity and gas, or new types of digital infrastructure, then arguably, the 
legislation would not apply. Similarly, neuroprosthetics would not fall under the 
heading of providers of essential services and digital service providers; arguably 
it would only fall within the remit of the Directive should their use be targeted at 
initiating a cyberattack against these critical infrastructures. Would this be pos-
sible and are neuroprosthetics sufficiently regulated in terms of security in this 
field? It is very difficult at this time to say, but one would suggest not. Such 
endeavours still fall within the uncertainty paradox – when the technology is 
only just emerging and its potential unexplored, what are the risks and what 
level of abstraction should be afforded in any legislative regime? Furthermore, 
when considering security, which is predominantly concerned with the protec-
tion from threats and prevention of incidents rather than seeking legal redress 
should a negative event occur, these uncertainties become harder to legislate for. 
In this lacuna, between knowing and unknowing, or rather, certainty and uncer-
tainty, alternative and indeed, less formal modes of governance are instead 
pursued.

Emerging informal security cooperation  
in neuroprosthetic research: the beginning  
of experimentation?
One potential reason that law alone is perhaps ill suited to resolving some of 
these tensions between innovation, security and uncertainty is that the law often 
perceives science as an objective field of binary answers – something is scientifi-
cally proven or unproven, risky or safe. This is not the view shared by scholars 
in Science and Technology Studies, however, which presents a more critical 
reflection of the role of science in society. As Jasanoff has stated,
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the questions regulators need to ask of science cannot in many instances be 
asked by science … in the absence of sufficient hard evidence, decisions 
have to be made on the basis of available facts supplemented by a large 
measure of judgment.

(Jasanoff 1990: 7)

One such example is the use of assisted reproductive technologies, where in the 
absence of an absolute scientific certainty, a governable reality is constructed 
through the integration ‘of the political, social, legal, ethical, bureaucratic, 
medical, technical and, quintessentially personal domains’ (Sismondo 2009: 67). 
After all, as Sismondo (2009: 68) states, before scientific knowledge stabilises, 
disagreement is the rule, not the exception. Conflict between scientific experts 
can be based not only on empirical observations, but also on the different cul-
tural, historical, political and social backgrounds of the scientists that impact 
upon how they perceive a particular technology and its social implications 
(McCarthy 2016; Rao, Gopi and Maione, 2016). For this reason, faith in an 
objective and relatively incontestable ‘science’ is misplaced.

Furthermore, this perception of objective science complements a self-critique 
that appears to permeate legal understandings of science and emerging technologies. 
This critique is that while science moves incredibly quickly, law is slow and 
reactive, and therefore cannot keep up with developments (see Braverman 
2018). Instead, as Flear (2013) argues, the relationship is more nuanced – rather 
than playing catch-up with rapidly advancing technologies, law can play a 
leading role by orienting, shaping and directing the conditions of possibility for 
the development and market availability of emergent technologies. These twin 
misperceptions, namely, the objectivity of science and the law’s inability to keep 
up with emerging technologies, serve to frame the processes by which these new 
technologies are governed and which actors engage in these processes. One 
purpose behind the governance of risk is to mitigate uncertainty as far as pos-
sible (see, for example, Rosa, McCright and Renn 2015; see also Renn and 
Klinke 2019: 204). Evaluating an uncertain risk requires consideration of trade-
offs, both in terms of risk versus benefit, but also risk versus risk, requiring 
mediation between different actors concerning acceptable, tolerable and intolera-
ble risk; in the field of technology, this can include consideration of occupa-
tional safety, routine emissions of waste into air, soil or water, or of accidents 
with the sudden emission of energy and/or material (Renn and Klinke 2019: 
208–210). In the EU, this takes the form of reliance on expertise, and indeed net-
works of experts, in order to draw up guidelines for research, gather information 
and assess risks through technology and impact assessments. The framework for 
this to be done is the non-legally binding mechanism of the Commission’s 
‘Responsible Research and Innovation’ (RRI) approach under the Horizon 2020 
funding system, which focuses on multi-stakeholderism, the accumulation of 
knowledge regarding the outcomes of scientific research and actions, the ability 
to evaluate outcomes and opportunities in terms of societal needs and moral 
values, and to subsequently use these as functional requirements for the design 
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and development of new research, products and services (European Commission 
2013: 5). These stakeholders range from policy makers, regulators and standardisa-
tion organisations to scientists, ethicists, civil society organisations and business/
industry representatives (European Commission 2013: 20).

Under RRI, the Commission works through informal modes of governance 
(on this, generally, see Christiansen and Neuhold 2013; see also Kleine 2014) 
such as the coordination of member state activities such as identifying object-
ives, roadmaps and benchmarks, along with encouraging the adoption of volun-
tary codes of conduct and standardisation, based on the information gathered by 
the networks of actors involved in identifying the social, ethical and economic 
impacts of emerging science and technologies (European Commission 2013: 
29–35). This, the Commission (2013: 49) reasons, would allow for the develop-
ment of dynamic and flexible approaches to new technologies that a legislative 
initiative would lack. It must be stated, however, that security is not a topic that 
tends to be the exclusive focus of these networks of stakeholders; instead, it is 
one of many topics that may be discussed within the context of RRI, which also 
include issues such as justice, sustainability, democracy and efficiency (European 
Commission 2013: 56).

Furthermore, as an interim report on Horizon 2020 found, within the context 
of the societal challenges identified as subjects for funding, security gained only 
2.3 per cent of the overall funding available, the smallest share recorded (European 
Commission 2017b: 126). While by 2019 this has changed somewhat with an 
additional €2 billion in funding being made available for the purposes of 
security research, the deadline for which closed in August 2019, these projects 
tend to be divided into discreet packages such as cyber security, the security of 
smart cities or protection against natural disasters.

In the context of disruptive technologies more generally, neuroprosthetic 
technologies can be considered a form of ‘pioneering’ research, with low eco-
system embeddedness, with the emphasis being on achieving ‘breakthroughs’ 
rather than systematic diffusion or incremental innovation (European Commis-
sion 2017b: 120). These are projects that have significant risks of failure, as well 
as uncertain futures. For this reason, less emphasis is placed upon considering 
their real-world application, including in the field of security. As the Interim 
Evaluation makes clear, many technology-related research projects are measured 
in terms of success based on traditional indicators, both by institutions and by 
researchers, such as prototypes, patents applied for, published outputs etc, rather 
than ‘their impacts on e.g. decreasing CO2 emissions, improving health of 
citizen, or their security, often on the longer term’ (European Commission 
2017b: 18). By way of example, the INPUT project mentioned earlier, does not 
mention security in any of its identified work packages. Similarly, SensAgain 
does not discuss security explicitly in its work, which is focused on getting an 
experimental and emerging technology to function. The Human Brain Project 
(HBP), a more advanced research project that is part-funded by the EU and began 
in 2013, has given some consideration to security in its discussion of brain–machine 
interfaces, but has made it clear that these security concerns are very much 
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emergent and not particularly well understood at this stage; these emergent tech-
nologies are discussed in terms of their potential to reinvigorate debates over 
ethics, privacy and computer security, and ‘perhaps the major ethical challenges 
[will] arise in human–machine integration’ (Rose, Aicardi and Reinsborough 
2016: 26). However, due to the emergent and speculative nature regarding their 
application, use and feasibility, there is currently a lacuna in which their concep-
tualisation as a security issue, either in terms of presenting security threats, or 
indeed, security opportunities is not prevalent in EU discourse.

This does, however, present an opportunity. Given the flexibilities built into 
RRI as a concept and the absence of legally binding commitments, RRI could 
serve as a basis for policy experimentation. According to a meta-analysis con-
ducted by Burget, Bardone and Pedaste (2017: 14), the definition and dimen-
sions of RRI are still being formulated, however, common themes appear to be 
inclusion, anticipation, responsiveness and reflexivity. This allows for a wide 
range of stakeholders representing different interests and concerns to be part of 
the discussion regarding how ‘research and innovation can or may benefit 
society as well as prevent any negative consequences from happening’ (Burget 
et al. 2017: 15). Florin (2019) argues that RRI can serve to complement risk 
governance, linking risk to responsibility and providing a normative framework 
for the governance of specific risk issues. Through the necessity of experimenta-
tion and iterative governance design given the uncertainties of neuroprosthetic 
security risks, scientific research teams operating within the context of RRI can 
serve as informational nodes and help to make the unknown less uncertain, as 
well as providing ideas as to how a technology may be appropriately imple-
mented, disseminated and used. This allows for the emergence of a range of possible 
solutions, any of which may result in the formation of a crystallised governance 
structure, including the possibility of binding legislation. As one example of this 
experimentation, the previously mentioned HBP recently published some specu-
lative considerations on the regulation of dual-use technologies with security 
implications, concluding that the EU should consider extending its focus beyond 
the aims and objectives of the researchers involved in the project to the explicit 
consideration of the potential militarisation or securitisation of these technolo-
gies and the subsequent risks for peace and stability where they are exploited in 
those capacities (Aicardi et al. 2018: 18). How to achieve this? Hasselbalch sug-
gests a more nuanced approach to assessing new technologies going beyond 
impact assessments and technology assessments to consider innovation assess-
ments as iterative processes of understanding a technology and its social 
impacts, allowing for policy makers to make ‘effective and legitimate policy that 
manages to balance the viewpoints, interests and knowledge of attentive publics 
and experts’ (2018: 1870). This, in turn, would allow for the development of 
governance networks that could then determine how the security risks posed by 
these new technologies could be addressed – formalised cooperation through 
agencies such as the European Union Agency for Cybersecurity (ENISA), 
Europol and the European Centre for Disease Prevention and Control, for 
example, with their networks of sector experts and national regulators, through 
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expert committees, through binding regulatory mechanisms such as Directives or 
Regulations, or a combination of all three, with feed-in from relevant public stake-
holders such as disability activist groups, charitable commissions and national 
medical regulators.

Conclusions

As this chapter has sought to demonstrate, emerging technologies can be highly 
disruptive due to their uncertain application and the security risks they present. 
In such scenarios, the effectiveness of hard, legally binding regimes is brought 
into question and the best way to govern a new technology such as neuropros-
thetics is ultimately unknown. In this context, experimentalist governance, 
drawing in a range of actors from science, research, policy and the public can 
help to better identify risks and uncertainties, and through policy experimenta-
tion, find effective ways of managing the security risks presented by these new 
technologies. In such a situation, the uncertainty can act as an opportunity, in 
which different models of governance can be applied to that technology, through 
reflexive use of innovation assessments as iterative processes, rather than ‘end-
stage’ proposals for regulation, allowing for the governance of security threats to 
be more reflective, nuanced and carefully thought out. The EU’s RRI approach 
to funding for Horizon 2020 projects and the increased focus placed on the 
social implications of new technologies provides an opportunity for an approach 
to technology security governance that moves away from the binaries of 
‘objective’ perceptions of science, incorporating the insights from Science and 
Technology Studies that allow for better understanding of the constructed nature 
of science, new technologies and the risks they present.
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The EU’s smart governance in 
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Introduction

In the past few years, the fast-paced and unprecedented development of new 
technologies has stimulated worldwide debates about their uses, risks and poten-
tial benefits. In addition, emerging and smart technologies are rapidly converg-
ing and are often interrelated, connected or fully integrated, such as Artificial 
Intelligence (AI) and machine learning, cyber networks, unmanned aircrafts 
(drones) and autonomous robotics (see the Introduction in this book). These 
technologies have been creating new synergies in key industrial domains at 
European and national levels, encompassing a host of implications for both civil 
and military objectives. Hence, their huge potential combined with their dual-
use characteristics and interconnectedness have raised a series of questions 
about their unintended consequences and disruptive nature, leading to legal, 
ethical and societal concerns. In this context, intensive discussions about the 
best way to deal with and support their innovation and uptake have gained 
increasing traction in various national, regional and international fora (Lavallée 
2019a; Hoijtink and Leese 2019; Boucher 2015). In this regard, the European 
Union (EU) has been (pro)active with several initiatives in emerging technology 
areas. EU member states, but also institutions and agencies such as the European 
Commission, European Parliament and European Defence Agency (EDA) have 
been actively involved in supporting research and development (R&D) to 
strengthen market growth, competitiveness and innovation (Calcara, Chapter 1 
in this book). They have also pushed for the creation of legal frameworks in 
emerging sectors to mitigate potential risks and harness their benefits (Csernatoni 
2019a; Lavallée 2019b). While recent academic literature has paid an increasing 
attention to emerging technologies in International Relations (IR) studies 
( Hoijtink and Leese 2019; Wilcox 2017; Shaw 2017; Aradau and Blanke 2015; 
Amicelle, Aradau and Jeandesboz 2015; Leander 2013), there is little research in 
European studies that substantively examines how the EU is tackling current 
technological challenges (Boucher 2015).

Against this background, this chapter examines how the EU has taken a posi-
tion in the emerging technologies field. Especially, it analyses the leadership of 
the European Commission with the establishment of policy frameworks for 
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drones and AI. This chapter focuses on these two key technological sectors, as 
the Commission has been particularly energetic in pushing their promotion and 
creating safeguards. In both domains, it has encouraged a ‘smart’ innovation and 
knowledge-based approach to policy-making, given their complexity, multi-
disci plinary, interconnectedness and multi-stakeholder nature. Hence, this 
chapter analyses, from a comparative perspective, the EU processes behind the 
elaboration of policy frameworks for drones and AI, which have much in 
common, even if they have followed different paths towards different eco-
systems. Both sectors offer rich material as case studies to assess whether there 
is a European distinctive approach and specificity when it comes to the govern-
ance of emerging technologies. Informed by insights from field theory (Bigo 
2014; Fligstein and McAdam 2011; Bourdieu 1986, 1985) and Science and 
Technology Studies (De Goede 2018; Amoore 2017, 2013), the chapter explores 
the techniques, expertise and power struggles that shape policy-making pro-
cesses. It is interested in how discourses, interests, perceptions and practices cir-
culate and are enacted by relevant actors to frame these new EU policy areas.

In this regard, this chapter argues that the European Commission’s approach 
towards drones and AI policies, in stimulating intensive and strategic consulta-
tions with and between key stakeholders, is engendering a ‘smart governance’. 
The European Commission has taken a leadership role in elaborating European 
policy frameworks, shaping the EU’s regulation as well as research and develop-
ment priorities in line with a principled technological innovation model. The 
concept of ‘smart governance’ (Willke 2007) is used here as an analytical entry 
point to capture the complex dynamics in these fields and the nature of emerging 
technologies. It also refers to the idea that, in both cases, governance has been 
relying on expert and user know-how as well as specific strategic actions, struc-
tured by relations with and among key stakeholders. In this regard, the European 
Commission has emerged as a policy entrepreneur in mobilising the European 
drone (Lavallée 2019a) and AI communities (Csernatoni 2019a) across civil–
military, private–public, state–non-state nexuses in order to harness the innova-
tion potential in the European emerging technologies field. It is (pro)actively 
pushing for and shaping a common European approach to the governance of 
emerging technologies by way of specific principled innovation frames of refer-
ence for Europe itself and beyond the international community.

The chapter thus emphasises the EU’s governance techniques in managing 
and evaluating the socio-political, ethical and legal challenges of a world 
increasingly dominated by new technologies in all aspects of activity. First, it 
clarifies how the EU became a proactive actor taking concrete actions in the 
field of emerging technologies regarding drones and AI, and how the concept of 
‘smart governance’ provides us with a useful tool of analysis. Then, it examines 
the development of the EU drone and AI policies, by identifying who are the 
actors involved and how they interact, and what are their interests, narratives 
and tools. Finally, it analyses the commonalities, challenges and dynamics of a 
distinctive European governance of emerging technologies. It assesses how the 
European approach circulates new meanings, patterns, rationales and socio-material 
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practices in the emerging technologies field. The chapter builds on data mostly 
collected through desk-based research, such as official discourses, key reports 
and policy documents, speeches and declarations, press releases, academic 
research and grey literature from think-tanks.

The EU: a newcomer in the European  
emerging technologies field?
IR and Science and Technology Studies (STS) bodies of literature are poised to 
tackle challenging global phenomena and major mutations of a so-called ‘Fourth 
Industrial Revolution’, an age of ever-more sophisticated systems with ‘auto-
nomous technologies’, among which are drones, robotics, machine learning, 
deep learning and AI (Hoijtink and Leese 2019; see the Introduction in this 
book: xx). Such game-changing technical advancements have important dual-
use applications in different sectors, by creating new markets, triggering new 
cooperation dynamics in key industrial domains and transforming civil–military 
relations. They galvanise a variety of actors and different levels of analysis, 
intertwining different socio-political, economic and security fields, that are made 
possible when STS, IR studies and multidisciplinary research approaches are 
taken into account. Therefore, the chapter builds on the very productive and 
notable developments of transversal research between IR and STS. By referring 
to the concept of ‘smart governance’ (Willke 2007) as an analytical lens, the 
research facilitates the encounter between insights from field theory (Bigo 2014; 
Fligstein and McAdam 2011; Bourdieu 1986, 1985) and engagements with crit-
ical work on technoscience (Ihde and Selinger 2003, Haraway 1997; Latour 
1987). This chapter can thus better demonstrate the decisive role of the EU’s 
position-taking in the field of emerging technologies and the dynamics between 
key actors, the structures of power and the struggles for competition in drone 
and AI domains.

From 2009 onwards, the European Commission (2012) has acknowledged the 
economic and transformative potential of drones, anticipating the proliferation 
of civil drones with their growing commercialisation. Although it did not yet 
have the capability to manage or regulate the sector, the Commission organised 
hearings and consultations with stakeholders to evaluate what could be its potential 
role to support the emergence of the sector. In these various fora, the European 
Commission (2012) has discussed on the one hand, the commercial questions 
acknowledging the competitiveness of the American and Israeli industries, the 
rising Chinese production and the so-called European ‘technological-innovation 
gap’ (Csernatoni 2019b). On the other hand, the Commission has considered 
societal concerns, namely, safety, security, privacy and data protection, third-
party liability and environmental protection issues that needed to be addressed 
for the public acceptance of the increasingly important civil use of drones. 
While the EU has often been criticised for severely lagging behind in high-tech 
R&D, due to scarcities in human capital and the lack of commercial competit-
iveness (Lavallée and Zubeldia 2018), it has funded research projects related to 
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drones from 1998 onwards. Indeed, through the fifth, sixth and seventh Framework 
Programmes (FPs), the European Commission managed R&D funds regarding 
drone-related projects mainly through its security research programme for civil 
purpose (Lavallée 2016), with a dual-use dimension potential (see Fiott, Chapter 2, 
as well as Martins and Ahmad, Chapter 3 in this book; Csernatoni 2018, 2019c). 
‘The Commission has spent [by the end of 2018] more than EUR 415 million 
via its research FPs on drone-related research’ (Martins and Küsters 2019: 285). 
This drone-related research funding has indeed continued under the Horizon 
2020 programme (H2020; 2014–2020) creating capacities and the emergence of 
patterns with individual projects (Martins and Küsters 2019), but also grants for 
the integration of the drones into the airspace through SES Air Traffic Manage-
ment Research (SESAR) activities, namely, €9 million for exploratory research, 
€30 million for industrial R&D and €5 million for very large demonstrators 
(European Commission 2016).

Regarding the AI sector, the EU has only relatively recently started to elabo-
rate a policy framework with a clear research and development strategy. Global 
players such as the USA and China have already been heavily investing in AI 
innovation over the past decades (Csernatoni 2019d). AI and autonomous 
robotics have become vital areas of international strategic competition, foreshad-
owing the impending possibility of becoming the revolutionary technologies of 
the current century. The acceleration of their uptake, the driving energy behind 
this new ‘technological innovation race’, at least in the narrative, has been justi-
fied by the AI’s significant economic and social benefits and by the fact that 
early adopters are expected to become the next world leaders. The economic and 
innovation competition in this field is already playing itself out discursively, 
giving way to an ever-more urgent need to redouble efforts in mitigating the AI 
‘technological race’ and to negotiate worldwide safety standards for AI research 
and usability. However, similarly, as for the drone sector, steps have been taken 
earlier than it seems to preserve Europe’s claim to technological leadership. 
According to Juha Heikkilä, head of the Unit Robotics & Artificial Intelligence, 
the European Commission has allocated significant funding for cognitive 
systems, robotics and AI since 2004 (European Commission – Unit Robotics 
and Artificial Intelligence 2019b). A ‘Short Overview of EU Activities and Policies 
in Robotics and Artificial Intelligence’ lists a number of 15–20 new collabora-
tive projects every year, with more than 80 projects currently in the Cognitive 
Systems and Robotics field between 2007 and 2013 (European Commission 
2019b). As early as 2014, this overview confirmed that the Commission has 
invested significant amounts in AI-related areas, with around €1.1 billion 
under H2020 between 2014–2017, with more investments coming up until the 
end of 2020. According to this overview, between 2018–2020, further funding 
is dedicated to the research and development of AI, with €1.5 billion under 
H2020, topped by €20 billion of combined public and private investment. All 
this funding demonstrates a proactive commitment to take up a tailored 
approach to engendering a lucrative, innovative and competitive European AI 
environment.
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Equally significant is the European Commission’s agenda-setting capacity 
using its regulatory and market power to structure the field of emerging technologies 
in Europe and trigger innovation and legitimisation strategies around technosci-
entific issues in the drone sector and progressively as well as in the case of AI 
development. In particular, the European Commission’s agenda-setter potential 
is a key driver in galvanising the drone and AI sectors, by building on expert 
technoscientific knowledges in order to chart their transformative impact on 
meanings, values, interests and practices. The Commission has used its tools to 
bridge the technological-innovation gap towards the international main players 
and to shape a European approach within comprehensive strategies in an era of 
rapid technological change and global insecurity.

Therefore, the chapter further contends that a defining feature of the EU’s 
distinctive approach and specificity, when it comes to the governance of emerg-
ing technologies, is its capacity to strategically harness technoscientific know-
ledge. The EU, and the Commission in particular, leverage this form of knowledge 
‘capital’ (Bourdieu 1986) to successfully compete on the emerging technologies 
‘battlefield’. Hence, the Commission can take a position in the field using its 
agenda-setting power and legitimating its role with the expertise it has gathered, 
as ‘every field is the site of a more or less overt struggle over the definition of 
the legitimate principles of the division of the field’ (Bourdieu 1985: 734). In 
this line of reasoning, technoscientific expert knowledge becomes crucial for the 
Commission to the European governance of emerging technologies on different 
levels, ranging from putting in place flexible decision-making processes, financial 
mechanisms to support innovative and lucrative R&D, to deciding on issues 
related to regulatory and ethical controls. Nevertheless, by paraphrasing Hellström 
(2000), the presence of technoscientific expert knowledge is one step in estab-
lishing the Commission’s lead positioning in the field of emerging technologies. 
The second step is that of the actual enactment of such expertise by the Commis-
sion, which is carried out through culturally infused technocratic and procedural 
policy frameworks and management strategies typical to the EU (Vanhoonacker, 
Dijkstra and Maurer 2010; Trondal, Murdoch and Geys 2014).

In the case of the Commission, the ‘smart governance’ (Willke 2007) of 
emerging technologies builds on a specific policy culture that prioritises regu-
latory and market decisions, integrating both technoscientific and managerial 
expertise (Hellström 2000: 501). Furthermore, in order to occupy a strategic 
position in the field of emerging technologies, the Commission is ideally posi-
tioned as an essential node across various sociotechnical and expert networks 
and practices in Europe. Hence, by referring to ‘smart governance’ to explore 
and address these issues, the next section looks at the European emerging 
 technologies sectors as a multilevel and multi-stakeholder playing field. The 
Commission’s expertise and management strategies are shaping the EU’s 
technological innovation model and R&D priorities in the case of drones and AI 
in line with built-in flexibility, accountability and ethical guidelines. However, 
as already mentioned, the possession of technoscientific knowledge does not 
necessarily translate into managerial knowledge in solving policy problem, here 
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the Commission further potentially proving to possess technocratic and policy 
competencies in this regard.

EU drone and AI sectors: the emergence of new  
ecosystems

The EU Drone Policy

On 1 July 2019, the EU policy framework for civil drones entered into force. It 
‘provides requirements and obligations not only for the operators, but also for 
the manufacturers, importers, and distributors in the upcoming single drone 
market based on CE marking certification’ (Lavallée 2019b: 2). At this stage, 
these detailed technical and operational rules, respectively, the ‘Commission 
Delegated Regulation (EU) 2019/945 of 12 March 2019 on unmanned aircraft 
systems and on third-country operators of unmanned aircraft systems’ and the 
‘Commission Implementing Regulation (EU) 2019/947 of 24 May 2019 on the 
rules and procedures for the operation of unmanned aircraft’ should guide 
member states in the implementation process at the national level. The Commission 
has proposed in these new regulations a degree of flexibility to the member 
states, notably the identification of the drone zones. Most of the EU member states 
that have elaborated national rules already need to make sure that they will be in 
line with the European regulation by July 2020, but they still have room for 
 manoeuvre. Some countries like France and, more recently, Belgium have 
developed exchange platforms such as the Belgian Civil Drone Council to 
coordinate actions between stakeholders and facilitate the implementation process. 
This new drone governance is the outcome of a long policy process involving 
different actors at different levels with diverse background in various fora.

As reported by the first ‘Hearing on Light Unmanned Aircraft Systems’ 
organised by the European Commission (2009: 1), drones are ‘becoming a new 
paradigm for aviation, creating new potential usage, but requiring an adapted 
approach compared to the one applied to manned aircraft.’ Drones have been 
considered earlier as unmanned aircrafts (also called Remotely Piloted Aircraft 
Systems, RPAS), which future integration into the airspace a main concern for 
civil aviation. Back then, the relevant European Regulation was on common 
rules in the field of civil aviation (known as the ‘Basic Regulation’ no 
216/2008). It was stating that drones with a maximum take-off mass of less than 
150 kg fall within the competence of the EU member states, while drones above 
150 kg, excluding the military and state drones, fall into the competence of the 
EU under the responsibility of the European Aviation Safety Agency (EASA). 
Hence, if DG GROW was first involved for the economic potential with the 
opportunity for creating a new single-market dimension, DG MOVE took the 
leadership in the policy-making process leading to an EU-wide framework for 
drones, promoting aviation safety. It has coordinated its actions with DG 
GROW but also DG Research, which was managing drone-related research 
funding from FP5 and then DG HOME. As in this context, the EU member 



212  Raluca Csernatoni and Chantal Lavallée

states were responsible for regulating their airspace, the European Commission 
(2014: 4) highlighted fragmented national standards requiring ad hoc individual 
authorisations and restricting market development for drones. In addition, the 
transnational dimension of the European drone industry and the cross-borders 
use of drones was justifying for the Commission the need for a European frame-
work. Then, from the beginning, market and regulatory components were 
closely linked in the Commission narrative. This was a way for the Commission 
to use its regulatory and market power to take a position and structure the field 
of emerging technologies in Europe. The drone sector is indeed a rising aeronau-
tical area, with new applications, a dual-use technology with many (but also as 
yet unidentified) potentialities. Hence Violeta Bulc, the EU Commissioner for 
Transport from 2014 to 2019 was insisting with high enthusiasm that:

Drones mean innovation, new services for citizens, new business models 
and a huge potential for economic growth. We need the EU to be in the 
driving seat and have a safe drone services market up and running by 2019. 
The EU needs to take a leading role worldwide in developing the right 
framework for this market to flourish, by unleashing the benefits for key 
economic sectors.

(European Commission 2017)

The key challenge about the regulation on the civilian use of drones for the 
Commission was earlier the balance between development of a market with high 
professional and economics opportunities and the protection of citizens’ rights – 
the air users as well as the people on the ground.

Therefore, the Commission has played a leadership role working with all 
actors in the drone community to deal with multifaceted and interlinked aspects 
of drone-related issues. Besides the expert conferences and public consultations, 
the Commission (2012: 6) created the UAS Panel Process in 2011 to contribute 
with the organisation of a series of five workshops on key issues to the elabora-
tion of a European strategy for the development of civil applications. It was 
open to key stakeholders such as Eurocontrol, the European Civil Aviation Con-
ference (ECAC), European Civil Aviation Authorities, ICAO, Joint Authorities 
for Rulemaking on Unmanned Systems (JARUS), national representatives from 
the ministries of the interior and defence as well as EU agencies such as EDA 
and EASA (European Commission 2012: 7). The dual-use of the airspace as 
well as the interest in drones by civil and military users explain that, at an early 
stage, the discussions involved civil and military actors. The UAS Panel Process 
is an example of how the Commission stimulates and harnesses expertise to 
legitimate its action and strengthen its position in the field, especially with one 
of the conclusions saying that ‘none of the European regulatory organisations is 
capable of carrying out the massive regulatory work for RPAS alone’ (European 
Commission 2012: 17). Hence, the value-added and niche competence of the 
Commission is to provide the drone community with its regulatory power for an 
overarching regulatory framework. In its ambition to integrate civil drones into 
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the European aviation system, the Commission pursues its smart governance estab-
lishing a European RPAS Steering Group in July 2012. This group, composed of the 
main civil and military stakeholders (EASA, EUROCONTROL, EUROCAE, 
SESAR JU, JARUS, ECAC, EDA, ESA, ASD, UVSI, EREA and ECA), submitted 
its report, including a roadmap for the Commission, in June 2013.

The Commission’s strategy, based on this expert and user know-how, was 
finally presented in the 2014 Communication ‘A new era for aviation. Opening 
the aviation market to the civil use of remotely piloted aircraft systems in a safe 
and sustainable manner.’ The Commission mentioned the ‘call of the European 
manufacturing and service industry to remove barriers to the introduction of 
RPAS in the European single market’ as the key to stimulate the competitiveness 
of the European aeronautics industry (2014: 2). According to the Commission, 
‘while the exact nature and extent of potential RPAS operations are difficult to 
predict now, the service industry is expected to generate sufficient revenues to 
drive forward the manufacturing industry itself’ (2014: 3). Therefore, the Com-
mission’s narrative framed the drone sector as an ‘emerging market’ with a huge 
potential to ‘foster job creation and a source for innovation and economic 
growth’ underlying the need for the creation ‘a drone ecosystem’, where 
‘citizens’ fundamental rights’ are protected (European Commission 2014). The 
official policy process for implementing its vision on drones started with 
the 2015 ‘Aviation Strategy for Europe’, where the Commission did propose a 
new regulatory framework to update the Basic Regulation (European Commis-
sion 2015).

From 2015 to 2019, the Commission led intensive discussions across various 
committees and fora on the best way to frame the EU policy on drones. A series 
of annual, high-level conferences on drones with key stakeholders started in 
Riga (2015), then Warsaw (2016), Helsinki (2017) and Amsterdam (2018), 
which agreed on annual consensual non-binding declarations but provided the 
EU policy process with guidelines and input from the drone community. These 
declarations have offered the narrative, principles, definitions and expectations 
on which the EU could build its drone policy. Besides its dedicated working 
groups, the EASA also conducted extensive consultations with the stakeholders 
to develop guidelines for the ‘Regulation (EU) 2018/1139’ (called the ‘new 
Basic Regulation’; EU 2018). This regulation has notably extended the compet-
ence of EASA under the authority of the Commission (DG MOVE) to deal with 
any drones irrespective of their weight. EASA could then submit its Opinion for 
more specific rules, norms and parameters to guide the safe use of civil drones, 
collaborating closely with the European Organisation for Civil Aviation Equip-
ment (EUROCAE), which already develops standards in Europe, the ICAO to 
be in line with international standards and benefit from JARUS expertise. 
Despite this, the European Commission has only pushed for the regulation on 
the civil use of drones; as mentioned, the military have also been involved in  
an early stage, as they have been working for the integration of military RPAS 
in non-segregated airspace in the context of the Single European Sky (SES). In 
parallel, in 2017, DG MOVE created an Expert Group on Drones to assist the 
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Commission in the development of the Delegated Regulation (with various 
stakeholders) and Implementing Regulation (composed of national representa-
tives). Through this intensive and comprehensive process, the Commission 
building its position on technoscientific expert knowledge has legitimised 
further its contribution and confirmed a smart governance for the EU drone 
policy.

At the time of the implementation of the new EU regulations on drones, the 
U-Space, the key initiative to facilitate the integration of drones into the airspace 
providing a platform for Unmanned Traffic Management, is now the centre of 
all discussions. In June 2017, SESAR JU (2017) presented the blueprint, based 
on several consultations, indicating that this framework will be:

capable of ensuring the smooth operation of drones in all operating environ-
ments, and in all types of airspace (in particular but not limited to very low-
level airspace). It addresses the needs to support all types of missions and 
may concern all drone users and categories of drones.

(SESAR JU 2017)

Based on this document as well as on internal and external consultations, EASA 
is developing a draft regulation to be submitted to the Commission in 2020. In 
the perspective of urban mobility, cities are also invited to play an increasing 
role in this upcoming drone ecosystem at the local level through the European 
Innovation Partnership on Smart Cities and Communities (EIP-SCC) to then 
take part as well in this smart governance of emerging technologies.

The EU ‘trustworthy’ framework for AI
As the development of drones requested the EU’s response, the unstoppable 
evolution of AI technologies has also questioned the role of the EU and its institu-
tions. How can the EU, notwithstanding its gaps in both the areas of supercomput-
ing and autonomous technologies, make a world with complex interconnected 
autonomous technologies and AI safe and secure for European citizens? Unpre-
cedented improvements in AI and so-called ‘autonomous’ (digital) technologies 
have the potential to fundamentally transform human–machine relations and 
generate new and complex systems. AI offers potentially disruptive solutions for 
both civil and military uses and applications as an enabling and general-purpose 
technology. AI has been heralded by the High-Level Expert Group on Artificial 
Intelligence (AI HLEG) as ‘one of the most transformative forces of our time 
and is bound to alter the fabric of society’ (2018). Triggered by advances in 
quantum and cloud computing, hardware and Big Data intensive machine learning, 
the imminent new ‘age’ of AI signals far-reaching and profound transformations 
in all sectors of society, such as finance, health care, cybersecurity, education, 
social care and defence. Equally, such potential disruptions have ushered in an 
array of pressing and complex debates about the complementarity between 
humans and ‘intelligent’ machines, their governance, legal and moral dimensions, 
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their various applications and uses, as well as their broader socio-economic and 
political impact.

The EU and particularly the European Commission appear here also as key 
drivers and agenda-setters in galvanising a comprehensive and more human- 
centred approach to the R&D of AI, to bridge the technological-innovation gap 
and to bring about an ethically informed and principled European strategy to AI 
(Csernatoni 2019a). Similarly, as with the strategies and processes in the drone 
sector, concrete and decisive actions have been taken at the EU-level, by pro-
moting policy initiatives and projects, by creating specialised expert groups, by 
providing financing platforms for industry consortia and by fostering public–
private partnerships in the AI technological area. Nevertheless, dilemmas still 
remain whether such initiatives are too little too late to consolidate the EU’s 
position in the so-called AI global ‘race’ (Csernatoni 2019d).

In an effort to harness and consolidate its technoscientific expert knowledge 
in the case of AI, in 2018, the European Commission (2018b) created the High-
Level Expert Group on Artificial Intelligence (AI HLEG), gathering 52 experts 
from academia, civil society and industry responsible for supporting the imple-
mentation of a European strategy on AI. The group acts as a steering body for 
the European AI Alliance, an interactive platform and multi-stakeholder forum 
set up by the Commission (2019c), engaging more than 3,000 European citizens 
and stakeholders in a dialogue on the future of AI in and across Europe. This 
expertise-building initiative is revealing as regards the Commissions efforts to 
proactively structure the European emerging technologies field, as well as in 
positioning itself via the group as an essential node across various sociotechnical 
and expert networks and practices. Furthermore, due to the fact that the High-
Level Expert Group on AI provides recommendations concerning challenges 
and opportunities related to AI development, non-binding ethics guidelines as 
well as legal and policy frameworks, it equally plays a key role in shaping the 
EU’s research and development priorities and technological innovation model in 
accordance with a specific normative stance.

By supporting the HLEG on AI’s Communication on ‘Artificial Intelligence 
for Europe’ in April 2018 (European Commission 2018a) and the ‘The Ethics 
Guidelines for Trustworthy Artificial Intelligence (AI)’ in April 2019 (European 
Commission 2019a), the Commission has positioned itself as the key driver for a 
human-centric approach to AI. In addition, it has taken ownership of the AI’s 
timely research and development: by directly dealing with technological, ethical, 
legal and socio-economic issues; and by boosting the EU’s research and 
 industrial capacity to put AI at the service of European citizens and economy. 
Consequently, initial steps have been taken towards capacity building in the case 
of AI to preserve Europe’s claim to technological leadership, to bridge the 
 technological-innovation gap in Europe and to bring about an ethically informed 
and principled European strategy to AI.

As mentioned above, the AI-related Communication and the Ethics Guide-
lines substantiated a ‘European comprehensive approach’ on three general pillars: 
being ahead of technological developments and boosting uptake in both public 
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and private sectors; preparing for mid- and long-term socio-economic transfor-
mations engendered by AI; and last but not the least, providing appropriate 
ethical and legal frameworks for the design, production, use and governance of 
AI, robotics and autonomous systems. The HLEG on AI launched a pilot phase 
from 26 June until 1 December 2019 to ensure that the ethical guidelines for AI 
development and use could be implemented in practice. The Commission 
invited industry, research institutes and public authorities to test the detailed 
assessment list drafted by the High-Level Expert Group on AI, which comple-
ments the guidelines. On 26 June 2019, the HLEG on AI also presented a list of 
33 recommendations on how to boost the European AI industry with the ‘Policy 
and Investment Recommendations for Trustworthy AI’ (European Commission 
2019b), by drafting the most detailed plan and vision to date on setting the first 
steps towards defining the conditions under which AI should be developed and 
implemented in the EU’s internal market.

There is a clear link between the overarching strategy and vision of the EU’s 
intention to become a leader in responsible AI and the uptake of technologically 
robust and trustworthy European AI technologies that respect basic human rights 
engineered to mitigate potential harm. The EU’s approach and narrative of 
‘Trustworthy AI’, could indeed prepare the foundation for ethical guidelines as a 
reference for the creation and use of AI in Europe and potentially on the global 
stage. The underlying logic behind such a strategy is that the development of AI 
technologies adhering to high ethical and human rights standards will eventually 
provide European developers and manufacturers with a much-needed com-
petitive edge, with consumers and users ultimately favouring such products over 
those sourced, for instance, in China or the USA. As in the case of the drone 
sector, the EU’s strategic advantage as regards AI definitely resides in its market 
and regulatory power, as shown by the worldwide effect of the General Data 
Protection Regulation (GDPR), by setting industry standards, building trust, and 
ensuring legal clarity and public legitimacy in AI-based and autonomous 
robotics applications. The question remains whether the EU’s ethical and 
human-centred approach runs the risk of stifling innovation in these fields, due 
to over-regulation, or lays the groundwork for a much-needed preventive and 
principled governance of technological development. This approach is certainly 
grounded in specific normative and cultural factors that go beyond policy and 
regulatory aspects and are embedded in a distinctive European-centric 
worldview.

According to the guidelines, ‘trustworthy’ AI should be: lawful and respect-
ing all applicable laws and regulations; ethical and respecting ethical principles 
and values; and robust both from a technical perspective and while taking into 
account its social environment. Such an approach is substantiated on European 
AI technologies that respect basic human rights, human agency and data 
privacy. These are characterised by transparency, diversity and fairness, and are 
engineered to mitigate potential harm, allow accountability and oversight, ensur-
ing social and environmental well-being. Nevertheless, such guidelines and any 
proposals put forward by the HLEG on AI are voluntary in nature and are not 
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binding. Moreover, it is not yet certain how an ethics-first AI approach will 
establish global standards for development, implementation and regulation.

The European Commission has also emerged as a strategic managerial actor 
in mobilising the European AI community to optimise the technological and 
industrial potential in the field. It comes as no surprise that the composition of 
the AI HLEG brings together representatives from European AI politics, civil 
society, universities and above all industry, demonstrating the Commission’s 
strategy to secure the industry’s leaders in the field buy-in in the ethical develop-
ment of AI. The AI HLEG Policy and Investment Recommendations (European 
Commission 2019b) with the 33 recommendations, provides a big picture and a 
non-exhaustive and holistic approach that should be taken together to achieve 
maximum uptake of AI in both private and private sectors. The recommenda-
tions focus on four main areas where Trustworthy AI development may help in 
attaining a beneficial impact: from humans and society at large, the private 
sector, the public sector, to Europe’s research and academia. The European 
Commission has equally played an important role in stimulating a ‘culture of 
cooperation’ between industry and academia. Such efforts have been geared 
towards introducing a number of specialised instruments and to pushing innova-
tion closer to market opportunities by stimulating cross-sectoral dialogue 
between producers, users and academia in emerging technologies. They also 
address the main enablers needed to facilitate such impacts, namely, the avail-
ability of data and infrastructure, upskilling and education, appropriate govern-
ance and regulation, and funding and investment.

Investments in AI development equally point towards increasing strides made 
in the last decade to foster a strong basis to innovate and create value added in 
cutting-edge technological domains. An overview of recent EU initiatives in AI 
and robotics (see Csernatoni 2019a) delineates clear steps taken to invest in 
front-line and interdisciplinary research, to carve value-based and human-centric 
guidelines and benchmarks, to ensure coordination at the European level by 
working with member states and to create a critical mass of cross-sectoral tech-
noscientific expertise and cross-border collaborations in these domains. 
Although it is too early to judge the impact of such initiatives, the EU could 
have an agenda-setter potential in enacting its technoscientific expertise into 
policy frameworks. For instance, the European Commission has created a Unit 
Robotics & Artificial Intelligence within its DG for Communication Networks, 
Content & Technology. Its mission is ‘the development of a competitive indus-
try in robotics and Artificial Intelligence in Europe including industrial and 
service robots as well as the growing field of autonomous systems spanning 
from drones and driverless vehicles to cognitive vision and computing’ (European 
Commission – Unit Robotics and Artificial Intelligence 2019a). This directorate 
manages the Commission’s implementation and development of ‘the relevant 
strategic industrial agenda’, by managing the research and development and 
innovation priorities and projects in the field within the framework of Horizon 
2020 (H2020). A ‘Short overview of EU activities and policies in Robotics and 
Artificial Intelligence’ presents the European Commission’s (2019b) outlook on 



218  Raluca Csernatoni and Chantal Lavallée

AI as a ‘significant component in robotics activities so far’, as ‘AI research and 
development’ is key for related core technologies, and most pointedly ‘AI as 
enabling technology’ – for, for example, drones, autonomous vehicles and assis-
tive systems.

According to Cécil Huet (2017), deputy head of the Unit Robotics & 
 Artificial Intelligence, H2020 funding programmes have substantially supported 
AI-related European initiatives, with investments in Future and Emerging 
 Technologies (FET), such as the AI-on-Demand Platform (AI4EU 2019) with 
€20 million to be continued in 2020. Launched in January 2019, the Commission 
and partners have started building the European AI on-demand platform (AI4EU 
2019), the EU’s landmark AI project, which seeks to develop a European AI 
ecosystem, bringing together an assemblage of knowledges, algorithms, tools 
and resources available and making it a compelling solution for users in order to 
unify Europe’s AI community. Comprising 79 top research centres from 21 
countries, the aim with this platform is to facilitate a wide uptake of AI in the 
business and public sectors across Europe and also provide courses for reskilling 
and upskilling. However, it is too early to assess whether such steps are enough 
to establish a solid basis for an AI culture of innovation and a pan-European 
 collaboration ecosystem.

Towards a European approach to govern  
emerging technologies: challenges and dynamics

As the last section has showed, the advent of drones and AI has created new 
domains of action for the EU, interaction with and among various stakeholders, 
as well as new governance challenges due to their complexity, interconnectedness, 
circulations, applications and uses. This showed that the European Commission 
has put forward a unique and proactive normative entrepreneurship through a 
‘smart governance’ approach, by harnessing its regulative and market power 
expertise to draw accepted standards for R&D and usability of AI and public 
acceptance for drones. While the EU has developed frameworks for civil use, 
the dual-use potential of drones and AI reveals deeper complexities in allocating 
controls in technological design and ethical standards of usability, without at the 
same time stifling innovation.

In the case of both drones and AI sectors, we noticed that the EU has fol-
lowed a similar approach and rationale, namely, a knowledge-based approach 
(policy process) and an ethical and human-centred approach (policy outcome). 
There are some differences between both policy processes, given the specificities 
of each technological and policy domain, but there are enough commonalities to 
see comparable patterns. These are made apparent in how the European Com-
mission has been (pro)actively pushing for and shaping a common European 
approach to the research and development as well as principled governance of 
emerging technologies by way of a specific innovation frames of reference not 
only for Europe itself, but also for the international community. This approach is 
consolidating a particular normative stand, thus positioning the EU as a legislative 
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and ethical reference in a crucial moment where socio-material practices and the 
meanings surrounding these emerging technologies are not settled.

The second section demonstrated that the European Commission has emerged 
as a strategic actor in mobilising the European drone and AI expert communities 
to optimise their innovation potential and their development and applications 
according to a European normative approach. Therefore, special emphasis has 
been given to how expert technoscientific knowledges are being created and 
enacted as regards drones and AI, in order to chart their transformative impact 
on meanings, values, interests and practices. Some overlaps between, common 
grounds or same high-tech actors in both communities and emerging ecosystems 
are to be found in the consolidation of the European emerging technologies 
field. The European Commission has started regulation and implementation 
initiatives and proposing recommendations to establish ethical and legal frame-
works with a human-centred use of drones and AI.

The involvement of the EU, thus, opens up new possibilities for regulating 
the innovation and specific use of drones and AI and for an ethically controlled 
technological design with a view to engendering a more encompassing and com-
prehensive process of reflection and dialogue in Europe and the world about the 
specific role such technologies should play in it. The EU has positioned itself as 
playing an essential role in ensuring that the benefits of advanced drone technol-
ogies and AI are broadly shared, while at the same time providing a platform for 
financing the research and development of such technologies in Europe. The 
rationale for a ‘smart governance’ of emerging technologies goes hand in hand 
with entrenching basic codes of conducts, liability regulations and legal and 
ethical principles, which need to be established and respected so that the techno-
logical development and the use of AI and drones is beneficial to society and at 
the same time economically lucrative. Finally, in both sectors, the European 
Commission has played an active role in promoting and legitimising through 
narratives, legal frameworks, market and research initiatives the design and 
 governance of drones and AI in line with European values and interests.

Conclusions

The chapter has highlighted how the European Commission has emerged as a 
key policy-entrepreneur and manager. It has analysed its agenda-setter capacity 
in framing and translating principled innovation priorities into new EU policies 
in the case of frontier technology areas such as drone and AI sectors. The European 
Commission has indeed taken an important role in stimulating both sectors, 
especially in encouraging interdisciplinary cross-border research and a culture of 
cooperation between industry, users and academia, thus underscoring innovation 
as particularly important for a strong high-tech industrial base and to safeguard 
Europe’s future competitiveness. The Commission’s efforts have been geared 
towards introducing specialised instruments and mechanisms, pushing innova-
tion closer to market opportunities and encouraging dialogue between producers, 
manufacturers, users, operators, regulators, service providers and academia.
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This chapter has built on insights from field theory to demonstrate how the 
Commission has taken a distinctive position and legitimised its action based on its 
‘capital’ (regulatory and market power as well as technoscientific expert knowledge) 
in the European emerging technologies field. From a critical STS perspective, this 
chapter stressed the technoscientific expertise required in the upcoming ‘Drone 
and AI Age’, especially as regards dual-use impact and dynamics between the 
norms (ethics and human-centric dimension) and the market. This chapter, by 
comparing two strategic sectors which the EU is now actively engaged in, has 
aimed to open up a new and comprehensive research agenda into the EU’s ‘smart 
governance’ approach of the European emerging technologies field. In this 
respect, it has emphasised the fact that technoscientific expert knowledge becomes 
particularly important in the case of cutting-edge technologies, by both establish-
ing flexible, multi-stakeholder and marketable R&D initiatives and also by putting 
in place ethically driven and principled regulatory governance mechanisms. 
Finally, the chapter has underlined the fact that while technoscientific expert 
knowledge is highly desirable and is needed to make sense of the brave new age of 
drones and AI, the enactment of such knowledge equally needs to be backed by 
technocratic managerial expertise and policy frameworks, for which the European 
Commission is particularly well placed as a nodal point to put forward compre-
hensive policy frameworks in both technological domains.

Notes

1 The research that led to this publication was conducted as part of the postdoctoral 
researcher fellowship (January 2017–January 2019) at the Department of International 
Relations, Institute of Political Studies (IPS), Faculty of Social Sciences, Charles 
University, Prague, Czechia.

2 The research that led to this publication was conducted in the framework of the project 
‘EU-Drones’, which received funding from the EU’s Horizon 2020 research and innova-
tion programme under the Marie Skłodowska-Curie grant agreement No 747947.
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Conclusion

The governance of emerging  
security technologies – towards  
a critical assessment

Ciara Bracken-Roche

Introduction

Throughout this volume, each chapter aims to open the ‘black-box’ (McCarthy 
2018) around dual-use technologies in the EU by focusing on a specific technology 
and the corresponding policies and politics that accompany it. Many of the contri-
butions lend themselves well to the material turn in International Relations (IR) and 
critical security studies more broadly by engaging with Science and Technology 
Studies (STS) and attempting to approximate a more holistic understanding of tech-
nologies through an analysis of the actors, conditions, policies and politics shaping 
their development and deployment. Technology is understood as being socially rel-
ative and constructed. And as the editors outline in the Introduction,

emerging technologies have clear cut normative dimensions dependent 
upon specific historical contexts, economic or security interests, and discur-
sive framings, that in turn shape how subjects perceive, manage, implement, 
and responds to technically mediated socio political and security relations.

(Rao et al. 2015: 454)

This collection makes a unique theoretical contribution by building its 
assessment on a framework substantiated on conceptual approaches across crit-
ical security studies, international relations, science and technology studies and 
sociology in order to better assess the unique way that emerging technologies 
are governed by actor-networks in the European Union (EU). More so, it offers 
a unique empirical contribution in that each chapter focuses on a distinct tech-
nology in the EU context and offers a snapshot in time of the EU actors, net-
works and policies that relate to it. Much work on emerging technologies or 
dual-use technologies speaks specifically to the military context or to cases 
related to America and, so here, this contribution fills a gap. My own work on 
the Canadian drone market is drawn upon as it has limited use of drones in the 
military realm, but a dual-use has been found in the domestic market. I contrast 
the findings from this research against the EU case to show how – regardless of 
the size of the economies, the specific context of a technology or geographical 
region – similarities in the ‘various international, political, economic, security 
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and normative mechanisms that encase technological artefacts’ (see Calcara, 
Csernatoni and Lavallée, Introduction in this volume) are striking.

This collection builds on previous work, which examines the adoption of 
dual-use technologies for civil applications within the EU (Boucher 2015; 
 Hoijtink 2014) and the adoption of security technologies in the domestic context 
in the United States and Canada (such as Akhter 2017; Shaw 2017; Bracken-
Roche 2016; Topak et al. 2015; Wall and Monahan 2011). Through an in-depth 
study of specific technologies within the EU context, each chapter engages with 
the technical, social, political and normative controversies that emerge around 
the technologies and their governance within the EU. The agential role of tech-
nologies and the extent to which they shape and are shaped by the actors and the 
spaces within which they engage is essential in understanding technologies as 
socially constructed and the ways in which they contribute to existing power 
structures (Behrent 2013; Walters 2012; Aas, Gundhus, and Lomell 2009). 
However, a key consideration is how these technologies are governed. Some 
broad questions that are addressed throughout the collection are broken down as 
follows: To what extent are these emerging technologies governed by traditional 
state-led institutions versus non-state actors? How do regional and international 
organisations impact the governing of these technologies within the EU? Does 
the role of the EU in governing emerging technologies pose problems for state 
sovereignty? Why should an assessment of governing dual-use technologies in 
the EU include a mapping of the actors and controversies that surround it?

What’s in a name?
The Introduction to this collection includes a list of possible labels or names that 
stakeholders employ for new, emerging, dual-use technologies and the need for 
this to be an accurate descriptor of their revolutionary potential. The authors 
further speak to the need, on the part of stakeholders, for specificity in the label 
of these technologies as ‘it sets the parameters for understanding the type of 
technology that an “emerging” one encompasses’ (see Calcara, Csernatoni and 
Lavallée, Introduction in this volume). While this book is dedicated to the 
 European dynamics, similar debates relating to appropriate terminology have 
occurred worldwide, for instance, around the emergence of civil drone technolo-
gies in the Canadian context. I encountered this debate directly during research 
interviews, with one industry stakeholder stating:

There’s a very good discussion going on about the word drone because 
‘drone’ had a generally negative connotation to it so industry doesn’t like it. 
On the other hand, it’s easy and accessible. It’s in the vernacular, and that’s 
the way it is.

(Bracken-Roche, Interview 12, 2018)

The use of the word ‘drone’ itself was the topic of much debate within the drone 
industry, internationally, during the early years of their adoption into domestic 
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applications (approximately, 2010–2016), but the word drone has a much longer 
history.

The history of the drone as a military technology long resulted in perceived 
public caution on the part of industry that, for many years, resisted using this 
term in protest against the military stigma and a particular representation of the 
technology (Bracken-Roche, field notes, March 2015 and November 2013). The 
belief was that the public thought of military, weaponised UAS any time they 
heard the word drone (Bracken-Roche, field notes, March 2015 and November 
2013). While many industry representatives claimed there was a need to use 
other terms that were more accurate in their approximation of the technology 
(Whittle 2013), I would argue that the push away from the word drone was 
primarily driven by the need to distance the technologies from the military 
context, in order to increase their commercial viability. While feeble attempts 
have been made at international industry conferences to dissuade the media from 
using the term, including in the case of AUVSI in 2013 where the media room 
Wi-Fi password was ‘DONTSAYDRONE’ (Mehta 2013), many credited the 
announcement of Amazon’s drone delivery tests with removing the old stigma 
(Bracken-Roche, field notes, March 2015).

Why is this vignette on the word drone significant to the overall story of 
drones in Canada? Or, indeed, why is it significant for the discussion and label-
ling of new, dual-use technologies in the EU? Following from Foucault (1988) 
and the approach taken by the editors in the Introduction to this collection, it 
holds that knowledge is tied up in relations of power; therefore, knowledge is 
never neutral or impartial. Power relations further shape the rules that determine 
what can be said and written, what language can be used, and what is accepted as 
knowledge and truth, thus, discourse shapes reality (Fairclough 2001; Foucault 
1995). Since language is tied up in power relations, the etymological debate 
linked to these technologies, while seemingly innocent and lacking depth, is in 
fact a key component of the knowledge-production, legitimation and normative 
processes that accompany their adoption within various fora. The role of various 
publics in accepting the development and use of new technologies is often 
shaped by the language tied to them and, therefore, plays a key role in their 
acceptance or rejection at every step. The ability to govern technologies and the 
controversies and politics that accompany them can be significantly helped or hin-
dered by perceptions of the technologies. Many of the contributions throughout 
this volume, and my own research on the emergence of drone technologies in 
Canada, point to the role of actors and discourses in creating and shaping, as 
well as in governing new, dual-use technologies.

In this concluding chapter, I introduce my research on drone technologies in 
the Canadian context, with specific focus on the controversies and discourses 
that emerge alongside them. I will then highlight the key themes that emerged 
from the research in this collection and in the Canadian drone context. I will 
conclude with a discussion of the key contributions from this collection, and the 
takeaway from the research findings regarding both academic pathways, as well 
as policy pathways as they relate to dual-use, or emerging, technologies.
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Finding commonalities across contexts

Each chapter generally addresses a particular technology and corresponding EU 
initiatives around said technology, whether in terms of research and develop-
ment or governance more broadly. This is then followed by a theoretical framing 
of the author’s analysis. The actors, tools, relationships and emerging practices 
that result in relation to the technology are mapped and the dynamics of the gov-
ernance structures around the technology are assessed. Despite variability in 
theoretical framing and research methods, overlapping themes are manifest from 
the study of these varying emerging technologies that frame the question of their 
governance within the EU. In my assessment, the key themes that can be seen 
across the cases of the technologies in this collection and in the case of drones in 
Canada are: speed, competing interests, and pre-emption and risk. All of these 
themes are linked to questions of governance throughout. Speed is linked to the 
rapid development of new technologies and how these conflict with lagging 
 regulations. Competing interests are seen in the clash between states, non-state 
actors and publics in relation to a new technology, as well as the possible 
clashes in the goals of a single actor. Lastly, is the final theme of pre-emption 
and risk; many of the technologies are being presented as ways to eliminate or 
mitigate risks and so they are being developed with the view of pre-empting 
various negative futures. All three of these themes, in their assessment by the 
authors, are highly contingent on economic interests across various actors.

In the Canadian context, I undertook an in-depth examination of the stake-
holder networks and narratives that were driving and shaping drone technologies 
and corresponding policy. A key line of investigation for this research pro-
gramme was to examine how and why some stakeholder groups were excluded 
from various regulatory processes for drones, and how the inclusion and exclu-
sion of certain groups in regulatory processes impacts the deployment of these 
technologies, and their broader social impacts. Thus, how do various groups of 
actors shape drone development, deployment and the social, economic and political 
consequences of their use in a civilian context? Drones, here, are conceptualised 
as dynamic sociotechnical systems that are part of a larger material assemblage 
of technologies, politics and social life. As socially constructed technologies, 
drones cannot be separated from their contexts of design or use. Thus, instead of 
simply accepting the technology as a tool that can be discretely applied to 
security or social problems, the technologies must be understood in the ways 
they are thoroughly embedded in social practices, institutions and materialities 
(Pfaffenberger 1992; Bowker and Star 1999; Monahan 2005).

Bourdieu’s (1984) field theory argues that fields of power are spaces of con-
testation in which agents struggle to gain access to the statist capital granting 
power. This, thus, intersects further with questions of economic capital and 
 governance. Drawing on Bourdieu’s field theory to frame and map the space that 
emerged around drones, I argue that particular actor groups disproportionately 
shape this sociotechnical space. The logics of dominant actors shape this space 
in a way that pushes for innovation and collaboration across public and private 
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agencies but does not leave the real time of space to engage with ethical or 
humanitarian questions that accompany the adoption of the technologies. The 
exclusion of publics from the regulatory and development processes around new 
technologies in the Canadian case created misperceptions on the part of govern-
ment, industry and military actors about how the ‘public’ felt about the technol-
ogies. This lacuna between public opinion and perceived public opinion is not 
productive for any group and leads to the further marginalisation of key issues 
that arise in relation to the adoption of the technologies.

The seemingly benign, informal relationships that develop across actors and 
organisations are not, in fact, benign. This is exemplified across the chapters in 
this volume for dual-use and emerging technologies in the EU context, and in 
the case of drones in Canada. The relationships that emerge within and between 
certain groups of actors (primarily government, industry and military) show how 
other groups (such as civil liberties advocates, lawyers and privacy experts) have 
long been excluded from the governance of new technologies. The field of 
power within which actors operate contributes to them: a) only associating with 
specific actor groups; b) upholding particular logics and predispositions about 
the technologies; and c) perpetuating particular discourses and narratives about 
the technologies that fulfil particular agendas. Drawing on semi-structured inter-
views with stakeholders as well as extensive analyses of primary documents 
obtained through Access to Information and Privacy requests, these data were 
parsed through thematically to demonstrate the contrasting positions of various 
actor groups engaged in the regulatory process, in assessing risk and the market 
and in media portrayals of drone technologies.

Many of the chapters throughout this collection draw on similar data collec-
tion methods to those of my research project and all of the chapters, including 
this one, accept technology as socially contingent. Although there is some vari-
ance in terms of theoretical underpinnings, it is clear that the challenges of gov-
erning new technologies are not limited to a particular geographical region, or 
indeed a particular security community, but are located in the engagement 
between the social and the technical in any space.

Thematicising a sociotechnical  
understanding of new technologies
In order to better define the concept of governance as it relates to dual-use tech-
nologies within the EU, the Introductory chapter draws on Webber et al.’s 
understanding of governance as the ‘coordinated management and regulation of 
issues by multiple and separate authorities, the interventions of both public and 
private actors, formal and informal arrangements, in turn structured by dis-
course, norms and practices, and purposefully directed towards particular policy 
outcomes’ (2004: 4). This definition was introduced by Webber et al. (2004) in 
the context of the European security community but could be more broadly 
applied to other regional contexts, especially as it does not require ‘a pre- 
existing and specific constellation of state behaviours that permit the practice of 
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governance; it only requires that there be alternative forms of security practices 
beyond the state’ (Sperling and Webber 2014: 138).

This understanding of governance is complemented by related concepts in 
Science and Technology Studies (STS), thus aligning with the goals of this col-
lection in terms of bridging a gap between IR and STS. Jasanoff and Kim’s 
concept of sociotechnical imaginaries is defined as the ‘collectively imagined 
forms of social life and social order reflected in the design and fulfilment of 
nation-specific scientific and/or technological projects’ (Jasanoff and Kim 2009: 120). 
Together, what these definitions do for our understanding of governance in the 
context of new technologies, more than anything else, is to highlight the role of 
coordination (across state and non-state actors) in order to achieve a common 
goal or outcome (the development or adoption of particular technologies). 
However, the themes that emerge from the various technologies in the EU 
context and from researching the Canadian drone context demonstrate that the 
coordination of various actors to achieve a common goal is not very straight-
forward (see Molas-Gallart 1997, as well as the contributions throughout this 
book). Achieving a cohesive governance structure, let alone cohesive and 
 all-satisfying policies, around diverse, emergent technologies is fraught with 
controversies, big and small.

Speed

The theme of speed speaks not only to the need to develop efficient and fast 
technologies on the part of state and non-state actors but also to the desire for 
rapid economic growth. Paul Virilio (1977) highlights the desire, at least in the 
Western world, for faster and more mobile technologies but warns that an ever-
increasing speed would overwhelm humanity. As is pointed to throughout the 
collection, the rapid development of new technologies and the desire for eco-
nomic growth by state and non-state actors alike might result in the sidelining of 
appropriate safeguards to ensure public good as regulatory development is 
delayed by traditional bureaucracy. Virilio’s work is applied in the context of 
economic growth by Armitage and Graham (2001), who propose that a political 
economy of speed is constituted by two contradictory extremes: trade and war. 
This links to Foucault’s notions on governance, which postulate dual-use tech-
nologies as part of circulatory governance as discussed by Rychnovská (Chapter 
10 in this volume), which govern mobilities of people, things and ideas (Aradau 
and Blanke 2010). Other authors, such as Lee and LiPuma (2002), highlight the 
speed of economic growth as being reliant on future uncertainties and risks, 
therefore, the development of technologies to help mitigate these future possibil-
ities of risk help to tame uncertainty, with regard to economic well-being and 
security.

Echoing the contradiction introduced by Armitage and Graham (2001), 
 Rychnovská highlights how the duality of ‘the global movement of bodies, 
knowledges, materials and the like in current societies is cherished as a symbol 
of freedom, progress and eventually as the driving force of capitalism and profit 
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making’ (Chapter 10 in this volume). Hoijtink (2014) discusses how the question 
of uncertainty around technologies, or emergence, has spurned both danger and 
new enterprises, with others pointing to the intersection of emergence and profit 
and the ways in which risk and uncertainty create new areas for economic 
growth and development (Aradau and van Munster 2011; Martin 2007; Ericson 
and Doyle 2004). Manor’s Chapter 8 certainly points to the challenges that 
result from the need for rapid adaption to new technologies, as well as the need 
for actors to engage in near real-time diplomacy through social media to keep 
various publics informed. This need for information clashes with the goals of 
maintaining a coherent brand, at times.

Speed is also seen in the divergences between the development of new tech-
nologies and the corresponding regulatory processes that accompany traditional 
modes of governance. Typically, technology is seen to be developing too rapidly 
to be adequately addressed by existing regulations. Canadian drone regulations 
were heralded internationally for being forward-looking and open to the inclu-
sion of industry expertise in terms of engineering and innovation (Bracken-
Roche et al. 2014; Gersher 2014). However, there were concerns by various 
state and non-state actors regarding the differing speeds at which government 
regulation and technological innovation occur. In interviews and public presen-
tations, government representatives consistently stated that their primary 
concern was safety, thus, they would only allow for the deployment of drones 
with a particular payload capacity or application when and if the technology is 
reliable and safe (Bracken-Roche 2018). As such, a repeated comment through-
out industry interviews and in conversations at industry conferences was that the 
market was limited by the speed at which regulations were being developed; and 
further, that it was only as a new set of regulations opened up and allowed for 
new applications and uses that a whole new opportunity arises for industry.

Hence, the regulations, on the one hand, aimed to play catch-up with the 
innovation that was happening within the drone industry and, on the other hand, 
the regulations control and limit what technologies can be deployed and used 
across applications and spaces. As one industry stakeholder recounted in an 
interview:

I would say every time a new set of regulations is released, the related 
 operations are booming like crazy, it’s shaping it from the bottom. Because 
regulations are starting with the small UAVs, small drones, it’s creating this 
industry capability before the industry for large ones.

(Bracken-Roche, Interview 7, 2018)

This comment picks up on the idea that areas of innovation are emerging in 
order to respond to new opportunities that arise as a result of regulatory changes.

Farrand’s Chapter 12 counters the traditional perception of varying speeds 
between technologies and regulations by drawing on Flear (2013). Farrand 
asserts that, contrary to lagging behind, the ‘law can play a leading role by orienting, 
shaping and directing the conditions of possibility for the development and 



Conclusion  231

market availability of emergent technologies’ (Chapter 12 in this volume: 
[243]). Moreover, the alleged objectivity of science and the slow pace of the law 
in appropriately regulating new technologies might, in fact, frame the govern-
ance of these technologies and new actors entering the space according to 
Farrand. So, this discourse becomes self-serving and causes pause for the 
 efficacy of traditional governance structures.

Conflicting interests

The governance of new technologies is not straightforward due to the large 
number of organisations and groups of actors, and states, involved in their devel-
opment and the numerous, conflicting interests that each brings to the table. The 
inclusion and exclusion of other actors from the discourses around new technol-
ogies demonstrates how sociotechnical spaces, or imaginaries,

cannot be understood as something like a set of spaces in which rational dis-
cussion simply takes place in an unmediated fashion. […] Rather they are 
arrangements of persons and technical devices formed in particular settings, 
within which it is possible to articulate a range of rhetorical forms.

(Barry 2001: 10)

This quotation proposes that the spaces for discussion and deliberation around 
new technologies in the public sphere are not open forums where anyone can 
engage in debate but rather key actors and technologies shape the spaces of 
debate in very particular ways. Indeed, Martins and Ahmad’s Chapter 3 in this 
volume points to the blurring of lines between actors involved in governing new 
technologies, which is often further impacted by questions surrounding public 
input and acceptance. Fiott highlights further the ways in which a seemingly 
unified actor might struggle to reconcile various policies and initiatives through 
their assessment of the EU’s governing of new technologies in the context of 
balancing civil research against new research for the European Defence Fund 
(Chapter 2 in this volume).

Transport Canada (the government regulatory agency) has controlled and 
operated the regulatory working groups for drones in Canada in very particular 
ways, where industry and military stakeholders tend to represent the majority of 
these working groups due to their expertise on drone technologies. In this sense, 
there is a privilege of expertise in engaging in regulatory rhetoric around drones 
in Canada. On the one hand, this seems completely reasonable as those with 
expertise, those who understand the technological make-up and capacities of 
drones, are best placed to examine and address the implications and concerns of 
the technologies. However, theorists such as Feenberg (2002) and Winner 
(1980) assert that ‘rationality and expertise’ are not ‘valid reasons for excluding 
publics and secondary actors’ (Bracken-Roche 2020) from the conversation 
around the acceptance and adoption of new technologies. Calcara highlights the 
tensions that arise between agencies within the EU as they emerge from new 
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patterns of authority and different types of expertise in relation to new dual-use 
technologies (Chapter 1 in this volume). Drawing on the concept on strategic 
cultures, Deschaux-Dutard engages with the challenges faced within and across 
EU cybersecurity policy and how conflicting interests at the EU versus state 
level result in negative outcomes for cybersecurity (Chapter 7 in this volume).

Competing interests across groups of actors, and well as conflicts and ten-
sions within groups are seen across new technologies in the EU and in the case 
of drones in Canada. Winner argues:

if our moral and political language for evaluating technology includes only 
categories having to do with tools and uses, if it does not include attention 
to the meaning of the designs and arrangements of our artifacts, then we 
will be blinded to much that is intellectually and practically crucial.

(Winner 1980: 125)

This naivety of a technologies’ history is further assessed in Longuet’s Chapter 4. 
They look at the adoption of drone technologies that come from colonial, milita-
ristic contexts and parse the controversies that emerge around their use in civil 
and military spaces. Vila Seoane’s Chapter 5 demonstrates the process of 
merging potentially conflicting interests when they discuss the impact of 
lobbying efforts around new technologies on EC proposals.

In the context of civil drones in Canada, Transport Canada is home to the 
primary regulatory working group, which develops and implements the regula-
tions that govern drone technologies within the Canadian domestic context. 
Based on data obtained through Access to Information and Privacy requests, 
over 60 per cent of this working group’s membership over a number of years 
(2012 and 2016) was made up of industry actors, with the remaining being state 
actors (with representatives from government agencies and the military) 
(Bracken-Roche 2018; Gersher 2014). Despite requests for greater involvement 
on the part of the Officer of the Privacy Commissioner of Canada and national 
civil liberties organisations (Bracken-Roche, Interviews, 2018), these groups 
have never been invited to the working group and must instead give feedback on 
the regulations with the rest of the general public when they are posted for 
public consultation and feedback. As argued elsewhere (Bracken-Roche 2020), 
the revolving door of stakeholders around new, emerging technologies, who 
migrate between roles in government, military and industry represent a serious 
concern for the inclusion of other voices. Industry actors have an economic 
interest in the successful introduction of drone technologies into the domestic 
space and this might compromise their ability to help shape regulations in their 
capacity as working group members in unbiased ways. Here, Csernatoni and 
Lavallée’s Chapter 13 offers a good counterpoint by speaking to the positive 
role of the EU in bringing together a cohesive, holistic form of governance that 
involves various actors in response to new technologies. As a supranational 
organisation, the EU might be able to balance conflicting interests in a more 
considered way than that of a state government. Ulnicane’s Chapter 11 also 
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speaks to the role of the EU in creating positive governance structures that 
would help mitigate ethical concerns that arise with new technologies.

Pre-emption and risk

For the purposes of this analysis, and as a reflection of the way risk has been 
framed in theorisations around sociotechnical imaginaries, risk is understood in the 
sociological sense as a result of subjective perceptions and social constructions of 
risk, which often emphasises controversies on risk (Zinn 2015). And so risk is 
understood in the context of a risk society in Beck’s (1992) conception, where harm 
(objective harm) as well as concerns about the future (expected harm) shape 
various political and social negotiations. However, the way in which these various 
negotiations play out depends on the socio-structural positioning of particular 
groups of actors, either at the centre or at the boundary of a society (Zinn 2015). 
Theorisations around risk and security have been discussed in critical security by 
Aradau and van Munster (2011), who link the risk of future, possible catastrophes 
to current practices and policies around security and governance. Hoijtink (2014) 
touches upon questions of pre-emption and risk in relation to the emergence of new 
security technologies in the EU context. They demonstrate that the growth of the 
security market transcends the American context on the one hand. While, on the 
other hand, demonstrating that the EU market capitalises on ‘potential emergencies 
and broader discussions about threat pre-emption and anticipation’, that can be 
traced to ‘military discourses, strategies and technologies that can themselves be 
traced back to the emergence of new information-based technologies in the second 
half of the 20th century’ (Hoijtink 2014: 471).

In this context of pre-emption and risk mitigation in response to future threats 
and security challenges that can be solved with new technologies, Barrinha’s 
Chapter 6 argues that the policies that emerge, in his case regarding cybersecurity 
governance in the EU, are indeed more of the same. Instead of abrupt changes in 
policy in response to a perceived risk, Barrinha argues that the policy and 
security responses are calculated and adjusted slowly over time. Complementing 
this assessment by Barrinha, Binder’s Chapter 9 engages with R&D of border 
security technologies in the EU as they reproduce a particular conceptualisation 
of security by different actors. Indeed, Binder’s work reveals the power of the 
private security industry in shaping security research programmes based on 
potential, future sociotechnical imaginaries.

Conclusion

A key argument throughout this collection has been that technologies cannot be 
understood as impartial, objective tools but as embedded in particular dis-
courses, logics and networks of actors that shape and are shaped by them. More 
so, the involvement of various actors with different interests engaging in the 
development of new technologies means that new elements are being introduced 
that could fundamentally alter relationships of power and security, with the 
potential to intensify pre-existing tensions that exist in society as well as bring 
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technology and policy to the point of pre-emption entirely. Could it be said that 
many of these new technologies are simply solutions looking for a problem or 
are they genuinely beneficial to human flourishing?

My research with drones in Canada and the study of the new technologies 
introduced throughout this collection demonstrate the regulatory privilege given 
to particular groups of actors around emerging technologies. The result seems 
overwhelmingly that these technologies emerge from power structures, in 
dynamics controlled by government, industry and military and policing actors. 
The exclusion of other groups such as civil liberties advocates and privacy 
experts, let alone the public writ-large, from the conversation about the risks and 
implications around new technologies is often reasoned as an exclusion due to 
lack of expertise but it is really a bureaucratic politics of exclusion. However, 
could these dynamics be shifted if an organisation as influential as the EU took a 
stand against this technocratic governance?

The research presented throughout this collection has demonstrated that the 
competing discourses, logics and narratives that have been perpetuated by 
various groups are often ill founded and inaccurate. Instead, these narratives 
reflect the dispositions or interests of particular groups, shaped by their privi-
leged position within the field of power. Technocratic governance is dominating 
the field of power around new, emerging technologies in the EU and in Canada 
as seen in this chapter and throughout this collection. By drawing on a number 
of interdisciplinary conceptualisations of governance, technology and the role of 
actors, economics and politics, this collection better illuminates our understanding 
our dual-use technologies and the ways they are governed in this contemporary 
period. It acts as a stepping stone for future pathways for interdisciplinarity in 
this area of research, for deepening our understanding of these spaces using 
these interdisciplinary approaches and helps us to understand contemporary 
 governance of technologies in ways that might lead to positive policy interven-
tions of the part of academics.

These findings reveal the need for increased regulatory oversight and for the 
inclusion of other groups of actors and the public in the regulatory process around 
new technologies. This is even more important for new technologies with security 
and surveillance capabilities. As a society, we should question whether we want to 
live in a world of pre-emption and risk that spurns capitalist enterprise at the 
expense of increasingly marginalised populations. Moreover, the concerns are 
ethics and humans that civil liberties and privacy advocates bring to the table are 
forward-thinking ones that consider worst-case futures. Thus, the early inclusion 
of broader groups of actors in the policy process would be beneficial in the long 
term. The inclusion of these experts alongside technical experts might also go a 
long way to developing public trust in these regulatory processes.
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