
Renewable Energy 
Resources, Challenges and Applications

Edited by Mansour Al Qubeissi, Ahmad El-kharouf 
and Hakan Serhad Soyhan





Renewable Energy - 
Resources, Challenges and 

Applications
Edited by Mansour Al Qubeissi,  

Ahmad El-kharouf and Hakan Serhad Soyhan

Published in London, United Kingdom





Supporting open minds since 2005



Renewable Energy - Resources, Challenges and Applications
http://dx.doi.org/10.5772/intechopen.81765
Edited by Mansour Al Qubeissi, Ahmad El-kharouf and Hakan Serhad Soyhan

Contributors
Boumediene Allaoua, Brahim Mebarki, Salah Tamalouzt, Nabil Benyahia, Abdelmounaim Tounzi, Amar 
Bousbaine, Martin Khzouz, Evangelos Gkanas, Ahmed Elwardany, Mahmoud Omar Amer, Samuel Asumadu-
Sarkodie, Margaret Adobea Oduro, Samuel Gyamfi, Francis Kemausuor, Tuğçe Demirdelen, Emel Bakmaz, 
Kemal Aygul, Burak Esenboga, Mehmet Tumay, Khalid O. Moh. Yahya, Mohamed Salem, Nassim Iqteit, 
Sajjad Ahmad Khan, Huseyin Salvarli, Mustafa Seckin Salvarli, Miroslav Stanković, Pavlović Stefan, 
Dalibor Marinković, Marina Tišma, Margarita Gabrovska, Dimitrinka Nikolova, Shezan Arefin, İzzet 
Yüksek, İlker Karadağ, Remember Samu, Murat Fahrioglu, Festus Victor Bekun, Pankaj Kumar, Nitai Pal, 
Kumar Avinash Chandra, Himanshu Sharma, Sanjay Patel, Mohit Kumar, Carmen Luisa Barbosa Guedes, 
Jonathan Baumi, Caroline Milani Bertosse, Giovanni Rinaldi, Solomon Uhunamure, Nthaduleni Samuel 
Nethengwe, David Tinarwo, Lyubomyr Nykyruy, Grzegorz Wisz, Valentyna Yakubiv, Iryna Hryhoruk, 
Rostyslav Yavorskyi, Zhanna Zapukhlyak, John Paravantis, Nikoletta Kontoulis, Felix Farret, Emanuel 
Vieira, Faik Hamad, Muzaffar Ali, Rubina Kamal, Nadeem Ahmed Sheikh, Murat Kunelbayev, Chenzhen 
Ji, Kai Wang, Zhen Qin, Wei Tong, T. Cetin Akinci, Omer Akgun, Nimrah Khalid, Sarmad Ahmad Qamar, 
Muhammad Asgher, Belkacem Draoui, Abdelghani Draoui, Rubeena Kousar, Yedilkhan Amirgaliyev,  
Kalizhanova Aliya, Ainur Kozbakova, Omirlan Auelbekov, Nazbek Katayev

© The Editor(s) and the Author(s) 2020
The rights of the editor(s) and the author(s) have been asserted in accordance with the Copyright, 
Designs and Patents Act 1988. All rights to the book as a whole are reserved by INTECHOPEN LIMITED. 
The book as a whole (compilation) cannot be reproduced, distributed or used for commercial or 
non-commercial purposes without INTECHOPEN LIMITED’s written permission. Enquiries concerning 
the use of the book should be directed to INTECHOPEN LIMITED rights and permissions department 
(permissions@intechopen.com).
Violations are liable to prosecution under the governing Copyright Law.

Individual chapters of this publication are distributed under the terms of the Creative Commons 
Attribution - NonCommercial 4.0 International which permits use, distribution and reproduction 
of the individual chapters for non-commercial purposes, provided the original author(s) and source 
publication are appropriately acknowledged. More details and guidelines concerning content reuse 
and adaptation can be found at http://www.intechopen.com/copyright-policy.html.

Notice
Statements and opinions expressed in the chapters are these of the individual contributors and not 
necessarily those of the editors or publisher. No responsibility is accepted for the accuracy of 
information contained in the published chapters. The publisher assumes no responsibility for any 
damage or injury to persons or property arising out of the use of any materials, instructions, methods 
or ideas contained in the book.

First published in London, United Kingdom, 2020 by IntechOpen
IntechOpen is the global imprint of INTECHOPEN LIMITED, registered in England and Wales, 
registration number: 11086078, 5 Princes Gate Court, London, SW7 2QJ, United Kingdom
Printed in Croatia

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Additional hard and PDF copies can be obtained from orders@intechopen.com

Renewable Energy - Resources, Challenges and Applications
Edited by Mansour Al Qubeissi, Ahmad El-kharouf and Hakan Serhad Soyhan
p. cm.
Print ISBN 978-1-78984-283-8
Online ISBN 978-1-78984-284-5
eBook (PDF) ISBN 978-1-83962-155-0

An electronic version of this book is freely available, thanks to the support of libraries working with 
Knowledge Unlatched. KU is a collaborative initiative designed to make high quality books Open Access 
for the public good. More information about the initiative and links to the Open Access version can be 
found at www.knowledgeunlatched.org



Selection of our books indexed in the Book Citation Index 

in Web of Science™ Core Collection (BKCI)

Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 

For more information visit www.intechopen.com

5,000+ 
Open access books available

151
Countries delivered to

12.2%
Contributors from top 500 universities

Our authors are among the

Top 1%
most cited scientists

125,000+
International  authors and editors

140M+ 
Downloads

We are IntechOpen,

the world’s leading publisher of 
Open Access books

Built by scientists, for scientists

BOOK
CITATION
INDEX

 

C
L
A

R

IV
ATE ANALY

T
IC

S

IN D E X E D





Meet the editors

Dr. Al Qubeissi is a Chartered Engineer, Fellow of the Higher Ed-
ucation Academy, member of several engineering organisations 
(including UnICEG, IAENG–ISME, IMechE and the Institute for 
Future Transport and Cities), and Senior Lecturer and Course 
Director for Master of Engineering programmes at CU. He is ex-
perienced in computational thermo-fluids, biofuels and energy 
systems. Other relevant expertise includes turbine combustion, 

PV/T and battery thermal management. His research efforts have been disseminat-
ed via 10s of publications in high impact refereed journals, conference proceedings 
and books. Since joining CU in 2015, Dr. Al Qubeissi has been involved in leading 
10s of research projects and PhD theses. Prior to that role, he was a Lecturer at the 
University of Brighton, UK.

Dr. El-kharouf is a Research Fellow at the Centre for Fuel Cell 
and Hydrogen Research, School of Chemical Engineering, UoB, 
UK. He is the manager of the EPSRC Centre for Doctoral Train-
ing in Fuel Cells and their Fuels; a collaborative consortium of 
UoB, UCL, Imperial College London, University of Nottingham 
and Loughborough University. His primary research is focussed 
on the development of next generation automotive Polymer 

Electrolyte Fuel Cells (PEFCs), aiming for an operation temperature of up to 120˚C 
and increasing the stack volumetric and gravimetric power density. Dr El-kharouf ’s 
other research activities include the development and testing of materials for PEM 
electrolysers, solid oxide fuel cell development and the integration of fuel cell and 
hydrogen technologies in transport and stationary applications. 

Professor Soyhan has been a member of the Department of 
Mechanical Engineering, SU since 1992. He received his BEng 
(1992), MSc (1995) and PhD (2000) from Istanbul Technical 
University and undertook post-doctoral research in chemical 
kinetics at the Combustion Physics Division, Lund University, 
Sweden and on HCCI engines and chemical kinetics at Shell 
Global Solutions, Chester, UK. Currently, he is working on fuels 

and combustion studies in transport. He is the Head of Local Energy Research 
Association and Head of the Combustion Institute, Turkey. Professor Soyhan is the 
Founder and Director of TeamSan Co, a member of the Turkish Society of Mechan-
ical Engineers, and an associate member of TUBITAK USETEG Committee on R&D 
projects of the Transportation, Defence and Energy Technologies Group. 



XIII



Contents

Preface XV

Section 1
Economic and Regional Challenges 1

Chapter 1 3
For Sustainable Development: Future Trends in Renewable Energy 
and Enabling Technologies
by Mustafa Seckin Salvarli and Huseyin Salvarli

Chapter 2 19
Energy Security and Renewable Energy: A Geopolitical Perspective
by John A. Paravantis and Nikoletta Kontoulis

Chapter 3 47
Evaluating Biogas Technology in South Africa: Awareness and Perceptions 
towards Adoption at Household Level in Limpopo Province
by Solomon Eghosa Uhunamure, Nthaduleni Samuel Nethengwe  
and David Tinarwo

Chapter 4 63
Evaluating the Success of Renewable Energy and Energy Efficiency  
Policies in Ghana: Matching the Policy Objectives against Policy  
Instruments and Outcomes
by Margaret Adobea Oduro, Samuel Gyamfi, Samuel Asumadu Sarkodie 
and Francis Kemausuor

Chapter 5 85
Energy Policy Decision in the Light of Energy Consumption Forecast 
by 2030 in Zimbabwe
by Remember Samu, Samuel Asumadu Sarkodie, Murat Fahrioglu  
and Festus Victor Bekun

Chapter 6 105
Renewable Energy in Ukraine-Poland Region: Comparison,  
Critical Analysis, and Opportunities
by Lyubomyr Nykyruy, Valentyna Yakubiv, Grzegorz Wisz,  
Iryna Hryhoruk, Zhanna Zapukhlyak and Rostyslaw Yavorskyi



II

Section 2
Sustainability and Reducing Emissions 127

Chapter 7 129
Operational Challenges towards Deployment of Renewable Energy
by Pankaj Kumar, Kumar Avinash Chandra, Sanjay Patel, Nitai Pal,  
Mohit Kumar and Himanshu Sharma

Chapter 8 145
Bioinspired Nanocomposites: Functional Materials for Sustainable  
Greener Technologies
by Sarmad Ahmad Qamar, Muhammad Asgher and Nimrah Khalid

Chapter 9 159
Road Transportation Industry Facing the Energy and Climate Challenges
by Brahim Mebarki, Belkacem Draoui, Boumediene Allaoua  
and Abdelghani Draoui

Chapter 10 185
Solid Green Biodiesel Catalysts Derived from Coal Fly Ash
by Miroslav Stanković, Stefan Pavlović, Dalibor Marinković,  
Marina Tišma, Margarita Gabrovska and Dimitrinka Nikolova

Section 3
Biofuels and Hydrogen Systems 209

Chapter 11 211
Biomass Carbonization
by Mahmoud Amer and Ahmed Elwardany

Chapter 12 233
Aviation Fuels and Biofuels
by Jonathan Baumi, Caroline Milani Bertosse  
and Carmen Luisa Barbosa Guedes

Chapter 13 255
Hydrogen Technologies for Mobility and Stationary Applications:  
Hydrogen Production, Storage and Infrastructure Development
by Martin Khzouz and Evangelos I. Gkanas

Section 4
Solar Energy 279

Chapter 14 281
The PV/Wind System for Sustainable Development and Power Generation  
with Real Dynamic Input Datasets in the Distribution Power Systems
by Emel Bakmaz, Kemal Aygul, Burak Esenboga, Tugce Demirdelen  
and Mehmet Tumay

Chapter 15 303
Recovery of Photovoltaic Module Heat Using Thermoelectric Effect
by Felix A. Farret and Emanuel A. Vieira

XII



���

C h a p t e r  1 6  3 2 1
Renewable Energy Application for Solar Air Conditioning
by Rubeena Kousar, Muzaffar Ali, Nadeem Ahmed Sheikh, Faik Hamad  
and Muhammad Kamal Amjad

C h a p t e r  1 7  3 4 9
Thermal and Hydraulic Analysis of Transfer Medium Motion Regime  
in Flat Plate Solar Collector
by Yedilkhan Amirgaliyev, Murat Kunelbayev, Kalizhanova Aliya,  
Ainur Kozbakova, Omirlan Auelbekov and Nazbek Katayev

S e c t i o n  5
Wind Energy 3 6 9

C h a p t e r  1 8  3 7 1
Offshore Renewable Energy
by Giovanni Rinaldi

C h a p t e r  1 9  3 8 3
Wind Speed Analysis Using Signal Processing Technique
by Omer Akgun and T. Cetin Akinci

C h a p t e r  2 0  3 9 7
Wind Turbine Integration to Tall Buildings
by Ilker Karadag and Izzet Yuksek

S e c t i o n  6
Energy Management 4 1 3

C h a p t e r  2 1  4 1 5
Thermal Energy Storage for Solar Energy Utilization: Fundamentals  
and Applications
by Kai Wang, Zhen Qin, Wei Tong and Chenzhen Ji

C h a p t e r  2 2  4 4 7
A Thermoelectric Energy Harvesting System
by Khalid Yahya, Mohammed Salem, Nassim Iqteit and Sajjad Ahmad Khan

C h a p t e r  2 3  4 6 5
Optimization Techniques of Islanded Hybrid Microgrid System
by Sk. Shezan Arefin

C h a p t e r  2 4  4 9 1
Performances Analysis of a Micro-Grid Connected Multi-Renewable  
Energy Sources System Associated with Hydrogen Storage
by Salah Tamalouzt, Nabil Benyahia, Abdelmounaim Tounzi  
and Amar Bousbaine

XIII





Preface

Nowadays, most human activities, from stationary applications of power generation, 
construction and industrial production to transport in all its forms of automotive, 
railway, marine and aviation, are reliant on fossil fuels. In addition, there is a con-
stant increase in demand for energy worldwide that exceeds the currently predicted 
conventional energy resources available, i.e., fossil fuels. However, the consumption 
of fossil fuels causes significant damage to global and regional environments due 
to emission of harmful greenhouse gases. The increasing pressures to protect the 
environment from greenhouse gas emissions while maintaining energy security 
calls on scientists and engineers to create and develop new technologies to meet the 
growing energy demands. Hence, the motivation for collating relevant findings and 
solutions in this book.

The importance of renewable energy resources to any society comes from the 
potential to address the need for clean, sustainable and affordable energy for all. In 
this book, an overview of emerging energy technologies is provided to address the 
energy system challenges. Selective research inputs were reviewed and organised 
with the aim to inform a broad range of beneficiaries from public readers to subject 
experts of the recent developments, and to provide critical analysis of the latest 
developments. The book highlights the global nature of the energy challenge 
by drawing on activities and case studies from all over the world. The book 
demonstrates many emerging approaches and technologies adopted for different 
countries based on their available resources, the current energy system and the 
economic situation. In the last few decades, several new technologies and novel 
proposals have been made for replacing the conventional depleting energy systems 
with sustainable clean energy alternatives. These are collated in the book and a 
synopsis of the topics addressed is provided as follows.

Provisions of renewable and efficient energy systems are key parts of the 
solution, but these are complicated with several political, economic and resource 
associated challenges. At present, the contribution of renewable energy to 
the world primary energy is insufficient to meet the required primary energy 
supplies. As described in Chapter 1, both developed and developing countries 
will continue to rely on the depleting fossil fuels in the coming decades. Many 
developing countries have been trying to restructure their energy sector. 
However, this is proving to be a very challenging task. New technology costs, 
market shares and politics are the main barriers for new energy developments to 
penetrate the market. Countries’ investment into clean and sustainable energy 
systems is balanced against the need for rapid economic growth and the impact 
on social and industrial factors.

Many challenges regarding the feasibility of these solutions have been identified 
in Chapter 8. For example, the recent global trend of promoting electric vehicles 
as ‘a silver bullet solution’ to achieving clean transport is simplistic and optimistic. 
Transforming the transport sector into an electric based system makes it highly 
dependent and interlinked with the stationary energy system through the electric 
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grid, and therefore a decarbonisation of transport requires a decarbonisation of 
the whole energy system. Alternative energy resources, such as biomass, wind and 
solar energy, are used to define an environmentally friendly and cost-effective 
approach. Such an approach can be adopted as a standalone energy provider or used 
in an existing power system with minimal modification; for example, some biofuels 
can be mixed with conventional fossil fuels without modifications to the internal 
combustion engines. If this is achieved, such an approach will be of great benefit to 
industries and societies, with direct impacts on the environment and economy. For 
instance, different types of bio-/fossil-fuel blends can lead to important products 
and applications.

It is important to understand the role of renewable energy in shaping energy 
security against the backdrop of global geopolitical, socioeconomic and 
technological uncertainties. The evolving definition of energy security during the 
20th and early 21st century is discussed initially. The dimensions, components and 
metrics of energy security are reviewed in Chapter 2, including a novel definition 
of energy security that comprises physical availability, economic affordability, 
accessibility from a socio-political standpoint and environmental acceptability. 
The role of wind and solar energy are highlighted, with emphasis on the social 
acceptance of renewable energy in an energy security context. Other energy 
security indexes are discussed, focusing on sustainability and renewable energy. 
Denmark, Germany, China, Russia and the US are examined as case studies 
that help us to understand the transition to renewable energy in the context of 
co-operation among states.

Advancement in energy policies has stimulated the adoption of instruments 
used in the renewable energy sector and climate change mitigation. Renewable 
energy policies play a crucial role in the abatement of greenhouse gas emissions, 
by providing access to modern energy and energy security by diversifying energy 
supply. For example, and as described in Chapter 4, there are numerous policies 
developed in Ghana to improve the uptake of renewable energy for electricity 
production and to ensure efficient use of electrical energy. Some of the specific 
government policy objectives include reducing technical and commercial losses 
in power supply, supporting the modernization and expansion of the energy 
infrastructure to meet the growing demands, ensuring reliability and accelerating 
the development and utilization of renewable energy and energy-efficient 
technologies. These policies have defined targets and a defined period in which to 
be implemented. In the current book, a comparative analysis is made with South 
Africa’s and Morocco’s renewable energy sectorial policies on the basis of various 
adopted strategies to their achievements and what policy makers in Ghana can learn 
from that.

Despite the enormous advantages associated with biogas technology, the level 
of awareness and perception remains low. It is therefore important to increase 
awareness of the technology at household level in critical energy regions, such as 
South Africa. In Chapter 3, a case study is made for Limpopo Province of South 
Africa, where 200 households are sampled of which 72 households use biogas 
digesters and 128 are without digesters. Primary data collection is obtained 
with the use of open and closed-ended questionnaires. The study recommends 
interventions through more elaborate awareness and promotion programmes in 
disseminating the technology as well as provision of technical assistance, loans, 
credits and subsidies to households willing to adopt the technology. Also, an 
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examination of the nexus between energy consumption, total population, 
greenhouse gas emissions, and per capita GDP is carried out in Chapter 5 to 
forecast another example of a policy challenged region (Zimbabwe) for its energy 
consumption by 2030. A time series data from 1980 to 2012 is utilised alongside 
econometric techniques to explore the causal relationship amongst the variables 
under review. The stationary test reveals the integration of all the data series 
of interest of order one. The autoregressive integrated moving average model 
forecasts Zimbabwe’s 2030 energy demand around 0.183 Quadrillion BTU against 
the current 0.174 Quadrillion Btu. The empirical finding is indicative for policy 
and decision makers who design the energy policy framework geared towards 
achieving the universal access to modern energy technologies in Zimbabwe.

Fundamental and applied research on renewable energy is actively supported both 
in terms of making significant contributions to the scientific development, address-
ing the issue of energy independence and security of different countries. Detailed 
analyses of research findings in the fields of thermoelectricity, photoelectricity and 
bioenergy are made in Chapter 6 for two typical East European countries: Poland 
and Ukraine. This is to find regularities in the development of these areas in each 
state and to determine the prospects for joint research. Comparison of the state of 
research in these countries is an example of the analysis of the situation at the EU 
borders and may answer questions related to sustainable development, the mass 
transition to renewable energy, the refusal to use fossil fuels and nuclear power 
plants. Particular research is considered in each state and the possibility of organis-
ing joint scientific research in order to mutually enhance the scientific potential is 
demonstrated.

The feasibility analysis on the different challenges in deployment of renewable 
energy is made to understand the global sustainability factors and envisage their 
future. The emphasis on cost and efficiency for technological advancement is the 
basic element for mass adaptation of renewable energy. At the same time, huge 
available resources, favourable economies and large social-economic benefits attract 
major parts of the globe to the transition from conventional to renewable energy. A 
typical example of such a scenario is noticeable in the case of India. In Chapter 7, the 
authors have explored the major options and barriers towards the deployment of 
different renewable energies in India, which will act as a catalyst to achieve India’s 
dream renewable energy target of 175 GW by 2022.

Economic development experienced by the world during the last two decades 
has led to a strong growth in demand for energy in the transport sector, with 
major developments in the different modes of transport. Currently, with facing 
the global energy challenges, the transport sector is still heavily dependent on 
petroleum products – a major strategic global issue. For instance, the aviation 
industry consumes about 177 billion litres of kerosene, moving more than 25,000 
aircraft and 6 billion passengers. To achieve that, in 2015, the civil aviation industry 
generated about 781 million tons of CO2 corresponding to 2% all anthropogenic 
emissions of this greenhouse gas and all required energy is derived from fossil 
sources. To reduce the environmental impact, we must create alternative energy 
sources to bring energy security and to do this, it is paramount to increase research 
and development of viable production of bio-kerosene. The authors aim to present 
some varieties of biomass and its derivatives being studied as raw material for new 
aviation fuels such as ethanol, butanol, fatty acid methyl esters and fossil oils in 
Chapter 12.

XVII
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Air pollution, global warming and the rapid depletion of oil resources of the planet 
are now paramount concerning problems. Hence, the authors have provided a 
brief overview on some alternatives in the automotive engineering applications, 
such as electric vehicles, hybrid electric vehicles and technology of fuel cell electric 
vehicles in Chapter 9. There will also be a focus on hydrogen technologies for both 
stationary and mobility/transportation applications. Hydrogen production from 
sustainable resources for the generation of pure and low-cost hydrogen is described 
in Chapter 13.

Coal fly ash (CFA) is generated during combustion of coal for energy production. 
Many studies are based on its utilization as the most abundant, cheap aluminosilicate 
industrial residue, which is recognized as a risk for the environment and human 
health. The authors have given a focus on the origin of CFA, its chemical properties 
and its catalytic application for biodiesel production. The aluminosilicate nature 
and the presence of rare earth elements make CFA suitable for different adsorption, 
catalytic and extraction processes for obtaining valuable products including 
alternative fuels and pure elements. However, the presence of toxic elements is a 
potential environmental problem, which should be solved to avoid soil, water and 
air pollution. The proposed modification methods and properties are discussed 
in Chapter 10. Also, carbonization is the art of reinventing waste biomass into 
a carbon/energy rich charcoal. It therefore adopts the principles of renewable 
energy. Biochar production is not a new process, but the renewed interest in it with 
biomass is a great opportunity for commercial and scientific applications. The 
carbon can be extracted from the produced char to form the precious graphite and 
graphene. In Chapter 11, the authors provide a general overview about slow pyrolysis 
processes including carbonization and the torrefaction process, which is a mild 
carbonization process. Different carbonization processes and methodologies that 
vary in the process parameters will be addressed and the most promising ones are 
highlighted.

Bioplastics and bioinspired nanocomposites with nanoscale reinforcements are 
used in a broad range of applications, such as biomedical, electronics, durable 
goods and packaging materials. Several drawbacks of conventional materials such 
as hydrophilicity, low-heat deflection, poor conductivity and barrier properties 
can be efficiently overcome using biohybrid nanomaterials. Nano-reinforcements 
in composite materials deliver remarkably improved properties such as a decrease 
in hydrophilicity and increase in mechanical properties as compared with a neat 
biopolymer, which fails to exhibit these properties on its own. In Chapter 8 the 
authors present the recent trends towards nano-functional materials, renewable 
materials that are being applied to produce nano-bio-composites and their 
applications, especially in the biomedical and healthcare sector. This emerging 
concept will enhance the scope of nanohybrid materials for sustainable product 
development with improved properties than previously seen in synthetic polymer-
based or natural polymer-based materials.

The nexus between the intermittent renewable energy supply and the current 
demand requires advanced control strategies. Chapter 14 deals with power control 
of a PV/wind system for power generation with dynamic input dataset. The main 
contribution of this chapter is that it is the first time using real data from a PV/
wind system and observing the system reliability with real-time simulation results. 
The proposed system consists of a doubly-fed induction based wind generator, 
rotor-side converter, grid-side converter, solar arrays, dc-dc converter, grid and 
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dynamic loads. The aim of the proposed strategy is to use wind and solar energy 
with maximum efficiency by simulating the real condition of wind and insolation 
with input datasets. The modelling and the validation of the operation of the system 
and its controllers is done using PSCAD/EMTDC.

The growing demand for renewable energy sources, in particular for solar tech-
nologies, requires more detailed studies to increase power and efficiency. Among 
them, thermoelectric energy conversion is a well-known technology used for 
decades including: solar thermal generators (STEG), radioisotope thermoelectric 
generators (RTG), automotive thermoelectric generators (ATG) and thermoelectric 
generators (TEG). Chapter 15 demonstrates that the thermoelectric effect (Seebeck 
effect) can be used to harness the thermal energy retained in photovoltaic panels 
to increase their overall efficiency with its direct conversion into electrical energy 
and vice versa. It is also observed that solar radiation can be converted directly 
into electric energy, as in photovoltaic modules, or can be converted directly into 
electricity, as in thermoelectric modules. It is emphasised that although the energy 
conversion by thermoelectric effect still has low electrical efficiency, this source 
is characterised by a high degree of reliability, low maintenance, appreciable 
durability, absence of moving parts and it allows the generation of electric energy 
through recovery of the thermal energy from several industrial processes. Various 
solar air conditioning technologies such as solar PV, absorption, desiccant and 
adsorption cooling systems are overviewed in Chapter 16. It includes feasibility and 
comparative analysis of numerous standalone and hybrid configurations of solar 
cooling systems that have been investigated in the past. In addition, recent develop-
ments in the use of solar energy as a regeneration source to dehumidify desiccant 
wheels in different applications are also discussed. Details of system technologies 
and climate-based performance comparison in terms of various performance 
 factors e.g., COPth, Q latent, Q sensible, COPsolar , SF, PES and Ƞcollector for solar assisted 
 configurations are highlighted. It is observed that hybridization of solar solid 
desiccant systems results in a more efficient and cost-effective cooling system as 
latent and sensible loads are treated independently, especially when the regenera-
tion process of the desiccant wheel is integrated with solar energy. In Chapter 17, 
the authors have considered the thermal and hydraulic analysis of transfer media 
motion mode in the flat solar collector. The authors have substantiated the thermal 
and hydraulic parameters of the flat plate solar collector. Solar flat plate collector’s 
heat absorbing tubes hydraulic analysis has shown that using the heat transfer 
standard size might be located in a pipeline length of 2.5 times more than of the 
collector’s body.

Offshore renewable technologies hold the potential to satisfy a considerable amount 
of the global energy demand in the coming years. In Chapter 18, the main sources 
of renewable energy related to the oceans (waves, tides and offshore winds) will 
be characterized and discussed, with reference to the challenges related in their 
use. Thus, the main devices capable of exploiting these resources will be presented. 
Their working principle, together with operational and technological requirements 
will be described, highlighting strengths and weaknesses of each technology 
and providing examples of past and current experiences. Elements of project 
management, as well as environmental impact and public perception, will be 
included. In Chapter 19, a wind speed analysis is made using the Signal Processing 
Technique. The formation of wind energy and the necessary stages to produce 
electrical energy are discussed. The hourly wind speed data of the last ten years of 
Istanbul was studied and analysed using the Fourier method. The data obtained 
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from the study can be considered as a background for the wind farms in the region. 
Also, tall buildings have the potential of generating wind energy. However, there 
are many challenges to incorporating wind generation into urban areas. These 
include planning issues besides visual impacts. As to integration, there is a need 
for a combined approach that considers wind energy harvesting besides these 
issues. In Chapter 20, a multidisciplinary approach is made to fill the gap between 
the architectural design and the wind engineering processes. The chapter presents 
design strategies from the literature to integrate wind energy to tall buildings using 
computational fluid dynamics simulation.

Solar energy increases its popularity in many fields, from buildings, food 
productions to power plants and other industries, due to its clean and renewable 
properties. To eliminate its intermittence feature, thermal energy storage is vital for 
efficient and stable operation of solar energy utilization systems. It is an effective 
way of decoupling the energy demand and generation, while playing an important 
role on smoothing their fluctuations. In Chapter 21, various types of thermal 
energy storage technologies are summarized and compared, including the latest 
studies on thermal energy storage materials and heat transfer enhancements. Then, 
the most up-to-date developments and applications of various thermal energy 
storage options in solar energy systems are summarized, with an emphasis on the 
material selections, system integrations, operational characteristics, performance 
assessments and technological comparisons. This chapter will be a useful 
resource for relevant researchers, engineers, policy-makers, technology users and 
engineering students in the field.

More contemporary technology must offer more exceptional energy-efficient 
applications at a lower cost. New technology must also have an ability to generate 
electric power from the conversion of wasted heat. Thermoelectric generators 
(TEGs) and their applications have gained momentum for their ability to use waste 
thermal energy. As shown in Chapter 22, TEG has demonstrated its efficiency 
and how it can offer increased potential by adding an MPPT algorithm to increase 
the power flow while decreasing the cost of operation. The limitations can be 
offset using lower-cost manufacturing materials and automated systems in the 
TEG units.

The rapid increase in demand for energy utilization is an unavoidable fact. Such 
large demand cannot be satisfied by the conventional power sources alone. 
Sustainable power sources (for example, solar and wind turbine-based energy 
systems) are the most effective and both economically and environmentally 
feasible. The hybrid renewable energy system is a recent concept in the field 
of sustainable development, which joins at least two renewable power sources 
like a wind turbine, solar module and other inexhaustible sources such as ocean 
energy, fuel cell etc. In Chapter 23, a survey is made on efficient hybridization 
of two sustainable sources such as solar modules and a wind farm into a perfect 
joined stage that can make this system more dependable and monetarily possible 
to operate. Simulation of a micro-grid connected renewable energy system is 
presented in Chapter 24, which comprises of a wind turbine based on doubly 
fed induction, photovoltaic and fuel cell generators. A hydrogen tank and water 
electrolyser are facilitated as long-term storage, and battery bank is utilized as a 
short-term storage. A global control strategy and an energy management strategy 
are proposed for the overall system. The effectiveness of this contribution is verified 
through computer simulations and satisfactory results are obtained.

XX
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This book aims to present the available energy resources, their emerging applica-
tions, and the recent advances in computational and experimental solutions. It is 
envisaged that this book will facilitate the formulation of new energy technolo-
gies, such as alternative fuels, effective solar energy harnessing techniques and 
approaches to facilitating renewable energy on a broader range of applications. The 
development and implementation of such technologies will support green economic 
growth, protect the environment, ensure energy security and create new jobs.
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Chapter 1

For Sustainable Development: 
Future Trends in Renewable 
Energy and Enabling Technologies
Mustafa Seckin Salvarli and Huseyin Salvarli

Abstract

Energy demand in the world is nowadays growing further out of limits of 
installable generation capacity. Therefore, future energy demands should be met 
and improved efficiently and securely. Energy solutions should be supported by uti-
lizing renewable energy sources. At present, the contribution of renewable energy 
to the world primary energy is not high to meet the primary energy and electricity 
supplies. Both developed and developing nations will necessarily continue to rely 
on fossil fuels in the coming decades. In developing countries, the situation is more 
inconvenient than that for developed countries. Many developing countries have 
been apparently trying to restructure their energy sectors. It seems that it is dif-
ficult to realize innovations. Cost, market share and policy are the main barriers for 
the development of renewable energy. In the strategy plans of many countries, the 
sustainable development in relation to the parameters such as economic, social and 
industrial is supported by their energy policies. New enabling technologies related 
to renewable energies will also help to reduce environmental costs, and thus the 
energy systems will be operated as both securely and economically without envi-
ronmental problems. New renewable energy markets are surely required in both the 
wholesale and retail markets.

Keywords: renewable energy, sustainable development, environment, energy mix, 
trends, strategies, enabling technologies

1. Introduction

The demand for energy increases enormously. As indicated in [1], the industrial 
countries have 28% of the world’s population, and they consume 77% of the world 
energy production. It is expected that today’s world population will increase 1.26 
times to reach 9.7 billion in 2050. Most of the world’s population which include 90% 
of the population growth belong to the developing countries. By 2050, although the 
developed countries will be adopting more effective energy conservation policies, 
their energy consumption will not increase. However, in the developing countries, 
people generally have an aim to construct their own electricity-generating facilities.

According to the data given in Ref. [2], about 75% of the final energy demand 
and 67% of the electricity supply in 2016 will be met by the fossil fuels. As a basic 
energy resource in the world, coal is very important, and it is expected that its usage 
will be increased by 27% over 20 years.
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It is expected that the reserves of fossil fuels will naturally come to an end. 
Thus, the alternative and renewable energies will be the most significant energy 
resources in the near future. This situation will be a reason to generate new jobs and 
to develop future industries.

The environment is being increasingly polluted because of rapid industrializa-
tion and human work. Sustainable development mainly covers the use of renewable 
energy, energy security, energy pricing, energy policy, renewable energy applica-
tions and smart grid technologies.

Two trends are currently related to the consumption of fossil resources and the 
global climate change. Renewable energy is fast emerging to both these problems. 
For the level development and life quality in a country, energy consumption is one 
of the most reliable indicators.

The data of parameters—such as economical, political, and partly environment 
and human life—are related to the present energy systems. According to the most 
of energy policies, the fundamental parameters are to save energy and use domestic 
energy sources. However, there will be a close relationship between the energy use 
and environment in the future.

While planning and building all industrial plants, their effects on the environ-
ment should be taken into consideration for improving the economy, supporting 
ecology and saving energy. Energy investments related to the environmental 
protection are to necessitate large financial resources. The success of any new 
technology will be measured by the parameter of cost-effectiveness that improves 
the environment. Thus, the growing energy demand in the world will be met by 
means of the clean power generation. It is a fact that clean and affordable energy 
will power progress toward achieving the sustainable development goals.

The emerging trends and new insights open up significant new business oppor-
tunities for the energy leaders and organizations to inform better decisions and 
enabling new technologies [3]. According to the review carried out on technology 
trends, the results may be identified and grouped as renewable energy, advanced 
materials and nanotechnology, advanced manufacturing technologies, information 
society technologies, life sciences, aerospace technologies and biotechnology, global 
change, green energy and ecosystem. In order to have high market growth and solve 
social problems, these technologies support strategic sectors, too [4].

2. Overall distribution of energy resources

At present, the contribution of renewable energy is not high to meet the primary 
energy and electricity supplies. Appropriate cost reductions, increase of the renew-
able energy industry and technology improvements are firstly related to govern-
ment policy precision, private sector inventiveness and investment. In Table 1, 
the share of oil in total primary energy supply is the first level, and the fossil fuels 
include around 81% of total. It is aimed that the renewable energy will be used to 
displace fossil fuels as both environmentally safe and economically sustainable.

In the developing countries, the largest renewable energy source of global 
renewable supply, which includes solid, biofuels and charcoal, is 60.7% due to its 
use for residential heating and cooking. In Table 2, it is seen that the second largest 
source is hydropower, which provides 18.5% of renewable. The rest of renewable 
makes up a smaller share.

On the other hand, as will be seen in Table 3, the majority of renewables are 
consumed in the residential, commercial and public services sectors.

Renewables, which account for 24.5% of world electricity production, are the 
second largest contributor to global electricity production (Table 4).
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The average values for the world’s total final consumption by sectors in 2017 
are given in Table 5. The sectors of industrial, transport and residential energy use 
account for 37, 29 and 22%, respectively.

According to the data given in Table 6, renewable will have the fastest growth 
in the electricity sector, providing 29.4% of power demand in 2023, up from 23.9% 
in 2017.

Bio-energy (as solid, liquid or gaseous fuels) is, however, the largest source of 
growth in renewable consumption over the period 2018–2023 and will account 
for 30% of the growth in renewable consumption in this period due to the use of 

Resources Share (%)

Oil 31.8

Coal 27.1

Natural gas 22.2

Biofuels and waste 9.2

Nuclear 4.9

Hydro 2.5

Solar, wind, geothermal and tidal 1.8

Other 0.3

Table 1. 
Fuel shares in world total primary energy supply (2017) [5].

Resources Share (%)

Solid biofuels and charcoal 60.7

Hydro 18.5

Wind 5.1

Liquid biofuels 4.6

Geothermal 4.5

Solar, tidal 3.9

Biogases 1.7

Renewable municipal waste 0.9

Table 2. 
Product shares in world renewable energy supply (2017) [5].

Sector Share (%)

Residential, commercial and public 41.7

Electricity plants 35.1

Industry 10.5

Transport 4.4

Combined heat and power plants 3.0

Heat plants 0.5

Other 4.8

Table 3. 
World sectoral consumption of renewables (2017) [5].
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bio-energy in heat and transport. On the other hand, the rest of renewable, which 
include the 80% of the total final energy consumption, have less influence in the 
sectors of heat and transport. As predicted, although solar PV and wind energies 
continue to grow in the electricity sector, bio-energy will keep its place in the first 
level. During the period (2018–2023), renewables such as solar PV, wind, hydro-
power and bio-energy are expected to meet about 70% of global electricity genera-
tion growth. By 2023, the global electricity demand will be met by hydropower 
(16%), wind (6%), solar PV (4%) and bio-energy (3%). Biofuels in road transport 
have the lowest share of renewable, which is 3.4% in 2017 and 3.8% in 2023. 
Renewable heat consumption is also expected to reach a share of 11.8% by 2023. 
Due to the weaker policy support and additional barriers to deployment, the growth 
of renewable use in the transport and heat sectors is slower [7].

Resources Share (%)

Coal 38.5

Natural gas 23.0

Hydro 16.0

Nuclear 10.3

Solar, wind, geothermal and tidal 6.5

Oil 3.3

Biofuels and waste 2.0

Other 0.4

Table 4. 
Fuel shares in world electricity production in 2017 [5].

Sector Share (%)

Industry 37

Transport 29

Residential 22

Commerce and public services 8

Agriculture 2

Forestry 2

Other 2

Table 5. 
World total final consumption by sector (2017) [6].

Year

2017 2023

Share (%)

Renewable electricity 23.9 29.4

Renewable heat 10.3 11.8

Biofuels in road transport 3.4 3.8

Table 6. 
Shares of renewables in 2017 and 2023 [7].
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3. Energy and sustainable development

The energy systems can be an important reason of environmental impact for both 
developing and developed countries. Thus, a sustainable global energy system should 
provide to optimize efficiency and limit emissions. The technology and the global 
economy must also develop in harmony with a sustainable and steady development.

As the consumption of energy, especially from fossil fuels, increases, the global 
environmental problems are inevitable. Both developed and developing countries 
plan to enable the most appropriate energy systems and improve human, economic, 
social and environmental conditions for sustainable development. At present, there 
can be several challenges such as demographic, social, economic and technological 
trends for the long-term sustainability of the global energy systems.

As concluded in Ref. [2], to obtain sustainable energy systems, vigorous action 
should be mostly taken in the areas of energy diversity and efficiency, supply reli-
ability, public trust, market-sensitive interventions, market-based climate change 
responses, cost reflective prices, technological innovation and development and 
regional integration of energy systems.

Government policies should be carefully planned for the production, replace-
ment, transportation, distribution and usage of energy. Due to the energy-related 
environmental problems and challenges, countries should aim to protect the climate 
system, improve their policies and implement related preventions. Thus, the stan-
dards on reducing local air pollution should be also strengthened and implemented 
effectively and efficiently.

Dependence on conventional fossil resources, which is mostly produced in 
politically unstable countries, the current energy supply and use are highly unsus-
tainable. To meet the present and future demands for improving conditions—such 
as human, economic, social and environmental—fundamental changes in technolo-
gies will be required everywhere. Some topics such as innovation, investment, 
work, organization and leadership should be taken into consideration.

There are three groups of critical factors shaping the energy future which are the 
global politics and economic situation, technology and energy policy and market 
development [8]. To ensure the energy need of a country, the environment, cultural 
heritage and rich natural sources should be applied. On the other hand, energy 
generation, transmission, distribution and trade should be also supported by using 
standardized equipment and materials.

Although the use of coal creates risks in local environmental pollution and 
greenhouse gas emissions, it somehow increases energy security. Carbon dioxide 
emissions per unit power at the point of use are high for coal. However, resources, 
such as coal and gas, will remain important [6, 8].

Diversification and utilization of the country’s resources are always the key 
components that ensure sustainability and low-cost energy supply. The next invest-
ments on industry should be made for the clean technologies. Depending upon the 
technological developments, the quality of the cleaner environment will be also 
affected by the economic and political factors. To provide the resource diversity, the 
use of domestic renewable energy resources such as hydro, wind, solar, geothermal 
and biomass should generate more electricity.

By 2040, the world’s energy supply mix will, however, consist of oil, gas, coal 
and low-carbon sources. As expected, to tackle pollution and reduce CO2 emissions, 
the use of coal should be constrained. Renewable energies are both environmentally 
safe and economically sustainable when compared to fossil sources of energy.

The use of hydropower can ensure many profits for water supply and for irriga-
tion in agriculture, but it has consequences for the aquatic ecosystems.
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Geothermal power plant is sustainable and emits low emissions when compared 
to the conventional fossil fuel plants. If the pollutants are released from the power 
plant, an environmental damage could occur. Therefore cooled geothermal fluids 
are injected back into the earth, and the environmental risk is reduced.

The environmental impact of wind power when compared to the environmental 
impacts of fossil fuels is relatively minor. Depending on specific circumstances, the 
siting and operation of wind turbines may cause negative health effects on people 
who live in the vicinity of wind turbines.

The use of solar energy is rapidly increasing all over the world. There are, 
however, many arrangements on solar thermal and PV installed power, and it is also 
expected to be the same for the concentrating solar power systems.

Bio-energy is produced from biomass, which is a clean energy resource in rela-
tion to the type of biomass and conversion technology used.

4. Energy security, sustainability challenges and expectations

Energy, briefly, is principal to the challenge of sustainability with regard to the 
social, economic and environmental parameters. Thus, various environmental, 
economic, and development needs are associated with the transition to sustainable 
energy resources and systems. The local renewable resources, installation costs and 
policy structure will be principal factors.

Although the environmental impacts from energy production and use are local, 
the significant impacts related to the transport of pollutants in the atmosphere can 
occur on regional, continental and even transcontinental scales.

While electricity demand and sustainable development are rapidly growing 
worldwide, the goals of energy policy considering energy mix, efficiency, market 
and environmental standards should also be created to provide several rehabilita-
tions on unlicensed electricity generation and renewable energy resources. Several 
main elements of the policies can be as follows:

• To ensure better free market prices than feed-in tariff

• To give extra encouraging sales tariff or domestically produced parts of renew-
able energy power plants

• To give priority to renewable energy when connecting to grid

Developing countries face energy challenges that are significant and increas-
ing. However, many developing countries have some advantages in attempting to 
restructure their energy sectors and can have an opportunity to build cleaner and 
more efficient technologies. It is obvious that the situation in many ways for devel-
oping countries is more difficult than that for developed countries. A significant 
part of the population can have some difficulties in reaching to basic energy services 
due to the resource constraints. Many conventional technologies are likely to remain 
cheaper than sustainable energy technologies.

For the sustainable development of any country, renewable energy sources 
should be provided due to depleting fossil fuel level, climbing fossil fuel prices across 
the world and reducing environmental impacts. In order to meet future energy 
challenges, major types of renewable energy sources which have huge potential are 
solar, wind, hydro and biomass [9]. To have sustainable energy supply, as detailed in 
Ref. [10], there are several requirements such as climate compatibility, sparing use of 
resources, low risks, social equity and public acceptance that should be satisfied.
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5. Barriers to renewable energy

While developing renewable energy, a lot of problems and barriers are faced. 
Some technologies have commercialized and industrialized to some extent, and 
with regard to the technologies, industries’ scale and developing speed compared 
to those in developed countries are inevitable and have large gaps. The following 
barriers for the development of renewable energy may be classified in three groups:

1. Cost barriers. Traditional energy sources have a lower cost and price than 
renewable energies. As the production cost of renewable energy is higher than 
that of fossil fuels with the same technology, there are serious barriers for the 
commercialization and distribution in relation to renewable energy. The main 
reasons in high production cost of renewable energy are small scale and low 
production technology.

2. Market share barriers. The current development of renewable energy includes 
the cost barriers. However, a system operation reliability and decreasing pro-
duction cost can be obtained by means of a developed market.

3. Policy barriers. Policy enactment and implementation are distinctive elements 
of the policy process. In the future, renewable energy should be developed to 
an industrial scale. Thus, depending on the support of policies, market share of 
renewable energy has to be increased.

In order to have more sustainable lifestyles, barriers related to the societal and 
cultural patterns must be prevented, and thus desirable and more sustainable alter-
natives and various incentives will be required. The current economic system still 
remains a barrier to change due to the existing belief in unlimited natural resources 
and in continuous economic growth.

On the other hand, the existing construction sector is a rather conservative 
industry. It is well known that new and more sustainable designs, building materials 
and construction methods are only emerging and being implemented slowly. The 
other challenge for the energy efficiency of buildings is related to high costs and 
long payback period for renovations.

6. Strategies, policies and measures of renewable energy developments

In implementing sustainable strategies, renewable energy has become a critical 
choice for countries. It is an inevitable situation that energy is the key element to 
drive social and economic development. However, as the fossil energy is commonly 
used, sustainability of the economy and environment suffers.

Renewable energies are clean and nonpolluting. They support and impel the goal 
of sustainable development. Therefore, the development of renewable energies is 
accelerated by forming policies and legislation with the fundamental incentives. 
The strategic goals realized for the renewable energies are basically increasing 
energy competitiveness, securing supply and protecting the environment.

Renewable energy resources are also chosen to substitute fossil fuels for organiz-
ing the energy structure and improving the energy supply safety. As renewable 
resources are local resources, they can be transformed directly or indirectly into 
electricity or liquid fuels.

In rural areas, the development of renewable energy resources can solve the 
problem of energy consumption and combine with the agriculture production 
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procedure that increases the income of farmers. It is estimated that in 2050 renew-
able energy will approximately account for 30% of energy structure in the world.

The development of renewable energy relies on technology innovation and 
improvement of new high technology level that belong to industrialization and 
commercialization. It is a fact that the cost of renewable energy development is 
in some degree high. If the government’s support and policy presentation cannot 
ensure a large-scale development, countries will not help to reduce cost, increase 
profit, maintain reliability and improve value of renewable energy.

Renewable energy is a basis for energy system in the future and supplies urgent 
needs for its environmental impacts, sustainable development and usage. Due to the 
current problems of energy and environment problems, it is necessary to impel the 
development and trends of renewable energies [11].

7. Global future trends in renewable energy

In Ref. [12], it is detailed that the global energy trends and their possible impacts 
are related to the issues such as supply and demand, energy access and environment 
and air pollution. Current policies have been planned to meet long-term climate 
goals under the Paris Agreement, and they will serve to reduce air pollution and 
ensure universal energy access. Due to the falling costs and supportive government 
policies, renewable technologies are being the first choice in power markets. It is 
possible that an enterprising utility will prefer to provide renewable energy at a low 
and fixed price to attract investment.

By 2040, it is expected that the global power mix will be sharing renewables in 
generation rising to over 40%. However, coal and gas will maintain to be the largest 
resources of energy.

Future electricity markets depending on the variability in supplies and power 
systems will have flexibility and adaptability. Market reforms, grid investments and 
new enabling technologies are required to be active in sharing of renewable [12].

As mentioned in Ref. [13], energy technologies have focused on the spreading 
of clean energy technologies with regard to the opportunities and challenges. The 
competitiveness and future development of industries are under the impression of 
global technology trends. Industrial dependency on foreign technology should be 
reduced by identifying problems for innovation and technology. At the present, to 
improve development of technologies, basic international trends can be as follows:

• Technology union

• Information and communications technology

• Digitisation

• Emphasis on high technology industries

• Recognition of importance of transnational corporations

While preferring an appropriate energy source in the energy mix, factors such as 
technological innovation, cost efficiencies, energy storage technology and increas-
ing consumer demand are important for the handling of renewables and alternative 
resources. On the other hand, the growing influence of offshore wind will also 
attract new investors and could see more onshore wind suppliers and developers 
pivot into the sector.
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8. Enabling technologies and applications

While the global energy demand is growing and the installation of new power 
plants is required, energy security and reliability should be improved, and alterna-
tive energy sources should be also investigated.

As concluded in [14], the elements such as high research and development 
intensity, rapid innovation cycles, high capital expenditure and highly skilled 
employment are provided to develop enabling technologies. The processes for goods 
and service innovation are met by the enabling technologies that are also multi-
disciplinary and supporter of technology leaders on research attempts. Enabling 
technologies are essentially selected as follows:

• To address global challenges such as low-carbon energy or resource  
efficiency

• To support the development of new products

• To stimulate economic growth and provide jobs

In order to realize global renewable energy trends, a requirement for the com-
bination of enabling trends and demand trends is provided to decrease costs and 
improve integration. Current enabling technologies are as follows:

• Advanced materials

• Advanced manufacturing systems

• Micro and nano-electronics

• Nanotechnology

• Industrial biotechnology

• Photonics

As also outlined in [14], to address societal challenges and accelerate the devel-
opment of economy and the energy transition, advanced materials, advanced 
manufacturing systems and industrial biotechnology are essential. Due to the 
current digital evolution and the enormous benefits, the digital technologies are 
integrated into the process technologies, materials development and business model 
creation. Enabling technologies will also accelerate the creation of new markets, 
growth and jobs. There are primary technology developments and initiatives that 
are needed as follows:

• Creating advance materials for the use of energy efficiency (e.g. light weight), 
renewable energy generation and energy storage (e.g. battery components) or 
smart functionalities responding to stimulants (e.g. self-repair). The advance 
materials also create materials for construction, energy, mobility, food, health 
and electronics. 3D-printing polymer materials are used in automotive sector, 
lightweight design, medical sector and 3D printing.

• Developing advance process technologies and industrial biotechnology for 
more sustainable generation and alternative energy resources.
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• Leveraging digital technologies for the use of advanced process control, enabling 
business models and creating new customer experiences. Digital technologies 
enable the transition from batch to flexible continuous intensified processes.

On the other hand, the development of technologies to turn CO2 into a valuable 
resource and for its implementation in making polymers can help to reduce the use 
of petroleum. Process technologies enable the transformation of raw materials into 
materials which have a different chemical composition structure and properties than 
the input raw materials. Advanced process technologies are a specific type of enabling 
technologies that enable the chemical industry to provide all industrial value chains 
(e.g. construction, automotive, medical, electronics, energy) with the materials (solid, 
gas and liquid) and novel properties required to produce a vast range of user products.

As explained in [15, 16], solar energy can be converted to both electricity and 
thermal energy simultaneously by a hybrid photovoltaic/thermal (PV/T) system 
which can also maintain the energy demand of buildings. While designing PV/T 
systems to match with the operating conditions, performance analysis of such 
systems is important. The energy flow analysis should be used to consider economic 
limitations and applications. As expected, solar power has several advantages and 
has more competitive levels than other energy sources. For installation of onshore 
wind turbine, there may be a problem in land adequacy. Therefore, if the location is 
appropriate, offshore wind turbine that has higher economic costs is, however, an 
alternative development in these days.

Main challenges for wind energy are technical, social and environmental. 
However, for both developed and developing countries, wind energy also becomes 
an effective choice in maintaining green environment [17].

Basic emerging visions for future sustainable lifestyles may be summarized as 
follows:

• To shift the focus of design, planning and action from the individual to the 
community that enables communities to take responsibility. For instance, if a 
community is based on equity, mutual support and stakeholder involvement, a 
more connected communities and sustainable neighborhoods can be formed.

• To share goods and services supports collaborative infrastructure. Thus, the high 
impacts of individual consumption have been reduced by the community-based 
consumption. For instance, the applications in relation to the smart renewable 
energy support for distributed renewable energy generation and consumption.

• Without restricting the people’s freedom of choice, sustainable options are 
required to be normalized. Several options can make sustainable choices easy 
and desirable and change the need for individual behaviour. For instance, 
according to the consumption levels and resource use, people will coordinate 
their behaviour.

There is a major emphasis on innovation in enabling technologies that can help 
integrate variable renewable resources into electricity systems.

9. Some aspects on marketing renewable energy

As the share of renewable energy sources is steadily increasing, it seems that 
much more flexibility for energy markets are required [18]. Large end users of 



13

For Sustainable Development: Future Trends in Renewable Energy and Enabling Technologies
DOI: http://dx.doi.org/10.5772/intechopen.91842

electricity—such as retailers, manufacturers and technology companies—are 
important customers to purchase renewable power directly. There is an interaction 
between independent power producers, utilities and commercial and industrial 
users which is varying. By developing new models, the role of utilities changes in 
each transaction [19].

It is concluded that sustainable business models, which are more and more 
popular among different sectors, dedicate solutions such as designing a market 
model to ensure earnings for the stakeholders [20]. The application of these models 
can be classified in many different groups such as energy, innovation, marketing, 
entrepreneurship, developing countries, engineering, construction, mobility and 
transportation [21].

To encourage renewable energy market, the most frequently used policy tool 
is the feed-in tariff. Thus, a fixed price per unit of electricity sold is guaranteed 
during a period of agreement. While the feed-in tariffs provide rapid cost reduc-
tions of renewable, there is a risk that the renewable have to be subsidized by the 
governments for a long time. On the other hand, a transition from government-
administered feed-in tariffs to auction systems has taken place during the past 
few years. By identifying the price for renewable energy contracts, it is aimed to 
obtain substantial cost reductions in renewable energy. Financing is an important 
factor in the deployment of renewable energy technologies. The main financ-
ing sources are public finance institutions, private investors and institutional 
 investors [22].

Business-to-business marketing is known as industrial marketing, and its 
products are based on the functional consumption values such as price and quality. 
Business-to-business companies sell, rent and supply goods to other companies. 
Under the conditions of the globalized market, local customers do not simply pur-
chase products from local suppliers. Business-to-business companies need to find 
new ways to stay relevant on the market as they are facing increased global competi-
tion. Companies must also approach their customers as humans with values to fulfil 
their personal needs. In contrast, the purpose of business-to-consumer marketing is 
to sell products or services directly to the consumers.

For sustainable solutions, business-to-business renewable energy companies 
can have a marketing advantage. However, marketing renewable energy is complex. 
Buying a renewable energy product is an investment. To help finance the invest-
ment, customers are frequently depended upon the support schemes which are not 
fixed and can vary in different countries.

It is expected that companies investing in renewable energy can use their 
environmental credentials for marketing purposes by supporting their use of 
renewable energy. Governments, having an interest in renewable energy and its 
benefits, secure different support schemes such as tax credits and subsidies. On the 
other hand, to make renewable energy more attractive, subsidies for fossil fuels are 
reduced [23].

In some energy markets, the needs of power systems with higher shares of vari-
able renewable energy are reflected and responded to the trends of digitalization, 
decentralization and electrification. Gradual improvement of energy market pric-
ing is imported. Package can generally include the real value of electricity in time, 
new dispatch rules, flexibility, economic energy resources, self-consumption and 
market link. Appropriate electricity market designs for changing models in power 
systems are necessary to speed up the energy transition. At the present, end users of 
electricity have more suppliers and innovative deals to choose and can easily switch 
tariffs and suppliers. The desired consequences for all end users cannot be, however, 
delivered by the retail market [24].
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10. Conclusions

Fossil fuels are still maintaining the largest portion of energy consumption and 
keep on their increasing trend all over the world. In this situation, environmental 
pollution is somehow inevitable, whereas the renewable energy plants do not 
directly contribute any.

In the future, it is aimed that the main energy sources will become new and 
renewable energies. While the fossil fuels are inevitably running out, renewables 
are to be more important. They are effective in many areas such as continuous cost 
reductions, generating jobs, developing future industries and meeting energy and 
environmental targets.

The development and use of renewable energy will improve the energy security, 
environment, economy, mechanical manufacturing, construction, transportation 
and industry and also help to create new jobs. Energies of solar, wind and biomass 
can meet local energy demands and assist to improve the environmental protection. 
Current situation related to the energy demand encourages an enormous market for 
renewable energy. As predicted, the share of renewable in meeting global energy 
demand will grow to reach 12.4% in 2023.

In the longer term, if the investments in the renewable technologies continue, 
renewable will have the potential to make significant contributions to energy needs. 
Further, there are several technologies that include biofuels, and fuel cells also can 
contribute to heat, transport and electricity markets.

The share of fossil fuels in total primary energy supply is expected to include 
around 81% of total in 2023. By 2050, renewable energy will approximately account 
for 30% of energy structure in the world.

By providing a balanced resource diversification of countries for the primary 
energy resources, the share of domestic and renewable energy resources in the 
generation system can be increased to the maximum extent. As also aimed in the 
current strategy plans of many countries, targets should be obtained in time for 
supporting, developing and encouraging new environment-friendly practices in 
generation and services. The largest market share and the most of advanced renew-
able energy technologies belong to the leading developed countries such as the USA, 
Japan and the Europe.

In order to use less and cleaner energy in power plants, buildings, industrial 
facilities and transport systems, many energy-efficient enabling technologies are 
applied. These technologies could slash costs by up to 80 per cent, ensure energy 
savings by up to 30 per cent and help to slow global warming in the future. Thus, 
the countries could stay cost-effective and make sustainable progress. Marketing 
renewable energy can be also defined as the art of understanding consumers and 
their needs.
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Chapter 2

Energy Security and Renewable
Energy: A Geopolitical Perspective
John A. Paravantis and Nikoletta Kontoulis

Abstract

This chapter examines the role of renewable energy in shaping energy security
against the backdrop of global geopolitical, socioeconomic, and technological
uncertainties. The evolving definition of energy security during the twentieth and
early twenty-first centuries is discussed initially. The dimensions, components, and
metrics of energy security are reviewed, including the 4A definition of energy
security that comprises physical availability; economic affordability; accessibility
from a sociopolitical standpoint; and environmental acceptability. A novel energy
security index is proposed, with the following components: physical availability;
technology development; economic affordability; social accessibility; governance;
unconventional threats; and natural environment. Of these, physical availability
followed by technology development, economic affordability, and governance was
rated as the most important, and the environment was rated as the least important
by a small panel of experts. The roles of wind and solar energy are highlighted,
with an emphasis on the social acceptance of renewable energy in an energy secu-
rity context. Other energy security indexes are discussed, focusing on sustainability
and renewable energy. Denmark, Germany, China, Russia, and the United States
are examined as case studies that help understand the transition to renewable
energy in the context of coopetition among states. As these countries face different
political concerns, geopolitical realities, and energy security issues, they consider
different policy approaches to address them.

Keywords: energy security, renewable energy, geopolitics, energy transition,
case studies

1. Introduction

Energy has been crucial for economic growth throughout human history, the
“precondition of all commodities, a basic factor equal with air, water, and earth”
(E. F. Schumacher, Nobel laureate economist, 1977). The International Renewable
Energy Agency (IRENA) [1] underlines that fossil fuels have been the foundation
of the global energy system, and their role is deeply embedded in the relations
among countries and regions.

The ability of a country to access the energy resources needed to maintain its
national power (without compromising foreign policy, economic, social, and
environmental objectives) is referred to as energy security. Energy security is
paramount to human security [2] and has become an increasingly popular concept.

There is no universal definition of energy security [3, 4], which [5] has been
aptly described as “slippery” and “polysemic.” Consequently, energy security has
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become an umbrella term for different policy goals [6]. This ambiguity is affirmed
by many existing definitions of energy security. A few years back, Sovacool [7]
reported that there were at least 45 different definitions, and Ang et al. [8] identi-
fied 83 definitions in the existing literature. In a most recent study, Matsumoto et al.
[9] confirmed that there are no uniform definitions or evaluation methods for
assessing energy security.

Recently, a strong interest has emerged in favor of the integration of renewable
energy in the energy mix as a priority measure of addressing energy security and
climate change [10]. Energy security planning is increasingly geared toward
establishing a low-carbon economy and achieving climate mitigation goals [11].
Article 2 of the Paris Agreement [12] requires countries to implement their nation-
ally determined contributions and to increase their ambitions over time, necessary
for keeping the rise in global mean temperature below 2°C [13].

At a time when society is increasing its demands for an accelerated transition to
a low carbon energy system, the energy data for 2018 paint a worrying picture, with
both energy demand and carbon emissions growing at the fastest rates seen for
years [14]. Renewables and energy efficiency offer a safe, reliable, and affordable
way to achieve massive decarbonization, in line with keeping the rise in global
temperatures below 2°C [15].

This is a particularly exciting time to study the renewable energy dimension of
energy security: the global energy landscape is in the middle of a game-changing
revolution in source rock resources; consumer countries have turned into pro-
ducers; producer countries have turned into consumers; and transit countries have
turned into new players. The main goal of this chapter is to shed light on the role
and the impact of renewables in energy security by (a) examining how renewable
energy sources enter the dimensions, components, and metrics used in measuring
energy security and (b) offering case studies of countries that help shed light on the
link between renewables and energy security.

The remainder of this chapter is organized as follows: Section 2 provides a
backdrop by linking the concept of energy security to renewable energy; Section 3
reviews the dimensions, components, and metrics of energy security and proposes a
new energy security index, having experts rate their importance, discussing the role
of renewable energy, and reviewing other indexes; and finally, Section 4 presents
thoughts on the perspective of selected countries on energy security. The chapter is
rounded up with conclusions.

This chapter is a review that presents the results of analytical research. It includes a
descriptive part (expert interviews). Numerical computations were done withMicrosoft
Excel, and statistical analysis and graphing were done with Minitab Version 18.

2. Energy security and renewable energy

Since the turn of the twenty-first century, climate change and its link to fossil
fuels have moved to the forefront of the political discourse, engaging political and
industrial actors, academic researchers, and the society [16]. This has happened
against a backdrop of geopolitical turmoil caused by a series of events of energy
significance including:

• the second Gulf War (March 20, 2003 to December 18, 2011);

• Hurricane Katrina that caused catastrophic damage in Louisiana and Florida
and underscored the importance of black-swan type of natural disasters
(August 23, 2005);
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• Germany’s planned energy transition (Energiewende), a low carbon program
relying heavily on renewable energy (targets set in September 2010);

• the natural gas crises between Ukraine and Russia that lasted from 2005 to
2009 and caused significant concern in the European Union (EU);

• the Arab Spring upheaval that changed the strategic balance in the Middle East
and North Africa, with indirect implications for energy and geopolitics (started
on December 18, 2010);

• the Fukushima Daiichi nuclear accident in Japan, showing the importance of
securing energy installations from “unthinkable” natural threats (like tsunamis
and earthquakes; March 11, 2011);

• the cyberattack on 35,000 computers of Aramco (the Saudi Arabia oil company
that supplied 10% of global demand for oil; August 15, 2012), 1 year after the
major cyberattack on Sony that compromised the personal details of 77 million
PlayStation accounts (April 17–19, 2011);

• the Tigantourine gas plant hostage crisis in Algeria (January 16–19, 2013) with
39 fatalities of expatriates, the first major terrorist strike on a big energy
facility;

• the adoption of the European Union Energy Union (February 25, 2015), a
project of great geopolitical scope and significance;

• the signing (July 14, 2015) and later the unraveling (May 8, 2018) of the
nuclear deal between Iran, the five permanent members of the United Nations
(the United States, the United Kingdom, China, Russia, and France),
Germany, and the EU, aiming to limit Iran’s enrichment of uranium (2015);

• the lifting of the 1975 US oil export ban (September 10, 2015); and

• the Yemeni rebel attacks on two Saudi pumping stations with armed drones,
the first such terrorist attack on energy installations (May 2019).

These events led to the realization that global geopolitics may threaten energy
security. In this vein, renewable energy is considered a potential game changer in
energy security. Figure 1 plots the Google trends search interest for the terms
“energy importance” (blue points) and “renewable energy” (green points) with
dotted (pink) vertical lines corresponding to the start date of the events of the
previous list. The presence of energy security and renewable energy in Google
searches is a proxy of their relative importance in the global (online) discourse.
Figure 1 helps position this importance against the backdrop of global geopolitical
activity. No Google trends data are available before 2004.

Energy security reached a peak in Google search interest from 2005 to 2009,
corresponding to the Russia-Ukraine gas crises; its interest has been falling since
then. Renewable energy Google search interest kept rising until 2009 and then fell
until 2013 and has been rising since then. Its interest was also at a peak during the
Russia-Ukraine gas crises and appears to have received a boost concurrent with the
discussions of the EU Energy Union; the institution and then the unraveling of the
Iran nuclear deal; and the lifting of the US oil export ban. Perhaps the cyberthreats
of the events of Sony and Aramco helped precipitate this increased interest in
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renewable energy. As a result of these trends, renewable energy has received more
Google search interest than energy security since 2015.

With the turn of the twenty-first century, the price of oil (arguably the world’s
most important commodity) climbed to record high and exhibited fluctuations that
were difficult to predict. As depicted in Figure 2, a barrel of crude oil, which in
average annual OPEC prices cost $2.70 in 1973, jumped to over $10 by 1978; further
jumped and fluctuated around $30 until 1985; fell to around $20 or less until 1999;
climbed to an unprecedented high of $94.10 in 2008, shocking the global economy;
fell to just over $60 and climbed to a new high of $109.45 in 2012; and fell to just
over $40 and back up to $69.52 in 2018. In 2019, only a preliminary average annual
oil price per barrel was set at the time of writing ($64.05).

These fluctuations in the price of oil, especially the unpredictability after 2008,
underscore that the world has entered a prolonged era of peak oil no matter for
many decades shale oil and gas will continue to supply the world.

Figure 1.
Google trends (https://trends.google.com/trends/?geo=US) search interest of energy security and renewable
energy compared to global geopolitical events.

Figure 2.
Average annual OPEC price of a barrel of crude oil.
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The climate is a chaotic system, which, considering the Ice Ages (the last of
which ended just 12,000 years ago), has exhibited wide variability in the past.
Nevertheless, all evidence at this point shows that global warming and its effects
will intensify during the rest of the twenty-first century, so climate change will
become a more concrete and tangible target [16]. Intensifying geopolitical tensions
are also likely, mainly between the United States and China (with its expanding
territorial claims in southeast Asia), with other emerging powers such as India (with
its own territorial issues with neighboring countries), Indonesia (with its expanding
population), Brazil (host of the world’s most important ecosystem), Japan, and
Germany, all of which the Economist Intelligence Unit has predicted will be among
the countries with the highest nominal GDP per capita by 2050.

The need to address climate change and emerging geopolitical tensions will
make energy policy a field of paramount importance in international relations, with
energy security its most important aspect. The need to address climate change is
perceived as urgent: 2018 carbon emissions grew by 2%, which is the fastest growth
for 7 years [14]. Signs of a shift away from fossil fuels have become clearer [16], for
example, since the 2011 Fukushima nuclear accident, Japan and Germany have
moved toward ending their dependence on nuclear energy, while the Danish par-
liament has decided that Denmark will be fossil fuel free by 2050.

As new energy alternatives need to be less polluting than the sources they
replace, renewable energy moves naturally into center stage. Renewable energy, at
least four decades old, has gained increasing currency as a conceptual alternative to
centralized energy sources (e.g., coal, nuclear power), which are considered envi-
ronmentally destructive and dehumanizing [17]. Yet, renewable energy is not free
of impacts on natural ecosystems, economy, society, and politics:

• Wind and solar energy are dilute fuels, requiring large expanses of land. The
construction of onshore wind farms in particular necessitates clearing land
areas with impacts on species such as tortoises, birds, and bats.

• Wind turbines have a lifespan of around 20–26 years, after which steel,
cement, and other materials used in their construction must be recycled or
properly disposed of as solid waste.

• Large renewable energy projects oftentimes are opposed by society on the
grounds of visual esthetics and other intrusions into the way of life.

• The intermittent nature of wind and sunlight means that the energy they
capture must be stored if they are to serve as the main energy source.

• Finally, although renewable energy is becoming more inexpensive, it continues
to rely on state budgets.

For the transition to renewable energy to succeed, environmental impacts must
be minimized, and the profile of renewable energy projects must be made more
attractive to society. Most importantly, concerns about energy security [18] and the
political economy of renewables must be addressed.

The International Energy Agency (IEA) was founded in 1974, with the intention
of helping countries coordinate a collective response to major disruptions in the
supply of oil by the establishment of mandatory strategic petroleum reserves
(https://www.iea.org/about/ourmission). IEA defines renewable energy as “energy
derived from natural processes that are replenished at a faster rate than they are
consumed.” The main renewable energy sources are wind, solar, biomass,
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hydropower, geothermal, and wave. Wind and solar energy have grown at an
unprecedented rate and are arguably the most significant sources, with electric
utilities buying into wind power almost without hesitation. Yet, they are called
variable renewable energy sources because they share a unique problematic
characteristic: the amount of power they generate varies with the weather and the
time of day [1].

Considering that renewable technologies have the potential to contribute to
energy security while meeting the environmental objectives at the regional,
national, and global levels [19], IRENA (an official United Nations observer) was
founded in 2009 to serve as a platform for international cooperation on the technolo-
gies, policies, and financial know-how on renewable energy (https://www.irena.org).
At that time, renewable energy was only a marginal contributor to global primary
energy and electricity supply [20]. Now renewable energy is growing rapidly in
installed capacity and investments [20]. The global awareness about renewables is
shown by numbers: by the end of 2018, renewable energy targets had been adopted
in 169 countries at the national, state, or provincial level. Moreover, 135 countries
have power regulatory policies [21].

Decreasing the dependence on fossil fuels and increasing the amount and per-
centage of renewables (and nuclear energy) will help mitigate climate change [22].
Domestic renewable energy may reduce the need of countries for energy imports
[20] and consequently their dependence on exporter countries [18]. So, renewable
energy is considered the most secure way to minimize energy supply risks by
exploiting domestically controllable energy supplies [23].

3. Defining energy security

Many researchers have investigated energy security, defining it from a variety of
angles. Energy security is a contested and complex term [24], which encapsulates
concepts such as security of supply, reliability of infrastructures, affordability, and
environmental friendliness [25]. Energy security means different things to different
countries, depending on their geographical location; their natural resource endow-
ment; their economic disposition [26]; their status as producer/exporter, consumer/
importer, or transit [27]; their vulnerability to energy supply disruptions; their
political system; their ideological views and perceptions [28]; and the status of their
international relations, for example, reliance on Russian gas depends on historical
experiences during the Cold War [29], as cited in [27].

Examined over different historical time frames, the concept of energy security is
dynamic and fluid, with evolving energy policy challenges [6, 30]. The oil crises of
1973 and 1979 transformed oil supply from a military to a socio-political and eco-
nomic issue for importing countries. The gas crises of 2006 and 2009 between
Russia and Ukraine raised concerns about transit countries and brought back the
use of energy as a geopolitical weapon [31]. As pointed out by Cherp and Jewell
[32], a classic definition of energy security has been provided by Yergin [33], who
visualized energy security as the assurance of “adequate, reliable supplies of energy
at reasonable prices,” adding a geopolitical component by qualifying that this
assurance must be provided “in ways that do not jeopardize national values or
objectives.”

The IEA, a pioneer institution in energy security and the most important multi-
national energy platform, defines energy security as the “uninterrupted availability
of energy sources at an affordable price” and considers it to have long- and short-
term aspects. The IEA has restated the definition through the years to characterize
energy security as the adequate, affordable, and reliable supply of energy.
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Long-term energy security relates to “timely investments to supply energy in line
with economic developments and environmental needs.” Short-term energy secu-
rity relates to “the ability of the energy system to react promptly to sudden changes
in the supply-demand balance” [10, 34–36].

Countries have different energy security objectives depending on their role in
the energy market: producer/exporter countries aim to ensure reliable demand for
their commodities; consumer countries commonly aim toward diversity of energy
supply, so as to minimize their dependence and maximize their security; and transit
states try to make the best of their role as bridges connecting producers/exporters
with their markets [26]. For consumer and transit countries, security of supply is
important; for producer/exporter countries, security of demand is possibly as
important as security of supply [27].

3.1 Dimensions and components of energy security

To highlight the role of renewable energy in energy security, one has to concep-
tualize and formulate the latter. Energy security is considered to be composed of a
small number of dimensions, for example, technical, social, environmental, politi-
cal, geological, and economic [37]; each dimension contains components, and each
component may be measured by metrics, that is, quantitative or qualitative indica-
tors. When all metrics, components, and dimensions are aggregated, an energy
security index may be calculated based on available data.

In an extension to the original IEA definition of energy security, the Asia
Pacific Energy Research Centre [4] highlighted the so-called four As of energy
security: (1) availability of the supply of energy resources; (2) affordability of the
price of energy resources, so that economic performance is not affected adversely;
(3) accessibility to all social actors; and (4) acceptability from a sustainability
standpoint. The first two As (availability and affordability) constitute the classic
approach to energy security (the twentieth century), while the latter two (accessi-
bility and acceptability) reflect contemporary environmental concerns, such as
climate change, and sociopolitical issues, such as fuel poverty.

Ang et al. [8] argued that the most important dimension of energy security is
availability, as this is taken into account in 99% of related studies. The term avail-
ability is also used to imply stable and uninterrupted supply of energy [38–40],
while some authors use the term reliability to refer to the role of energy infrastruc-
ture [41, 42] and the production of electricity and heat [43]. As for accessibility, it
has been at the center of energy security debates and policy approaches into the
twenty-first century [44]. Goldthau and Sovacool [45] talked about the following
three key energy challenges: energy security, energy justice, and a low carbon
transition. They highlighted the need to consider energy security as a democracy
issue; equity as an important aspect of accessibility; and global climate change as an
important aspect of acceptability.

A similar set of four dimensions of energy security has been proposed by
Sovacool and Rafey [46]: (1) availability, that is, diversifying the fuels, preparing
the disruption recovery, and minimizing the dependence on foreign supplies; (2)
affordability, that is, providing the affordable energy services and minimizing the
price volatility; (3) efficiency and development, that is, improving the energy
efficiency, altering the consumer attitudes, and developing the energy infrastruc-
ture; and (4) environmental and social stewardship, that is, protecting the natural
environment, communities, and future generations.

Alhajji [47], a global energy expert, differentiated among six dimensions of
energy security: economic, environmental, social, foreign policy, technical, and
security. Vivoda [48] listed seven salient energy security dimensions: environment,

25

Energy Security and Renewable Energy: A Geopolitical Perspective
DOI: http://dx.doi.org/10.5772/intechopen.91848



technology, demand side management, sociocultural or political factors, human
security, international elements like geopolitics, and the formulation of energy
security policy and 44 attributes of energy security. Knox-Hayes et al. [49]
extracted the following dimensions of energy security: (1) availability, indicating
security of supply and affordability; (2) welfare, indicating equity and environ-
mental quality; (3) efficiency, representing various factors including low energy
intensity and small-scale energy (with some overlap with welfare); (4) affordabil-
ity, indicating (among other factors) price affordability and small-scale energy;
(5) environment, appearing to be very similar to welfare; (6) transparency,
standing for equity, transparency, and education; (7) climate, connected to global
climate change and having significant overlap with welfare and environment;
and (8) equity, overlapping with other dimensions.

Sovacool and Mukherjee [2] presented the following dimensions with
corresponding components: (1) availability, that is, security of supply and produc-
tion, dependency, and diversification; (2) affordability, that is, price stability,
access and equity, decentralization, and affordability; (3) technology development
and efficiency, that is, innovation and research, safety and reliability, resilience and
adaptive capacity, efficiency and energy intensity, and investment and employ-
ment; (4) environmental and social sustainability, that is, land use, water, climate
change, and pollution; and (5) regulation and governance, that is, governance, trade
and regional interconnectivity, competition and markets, and knowledge and access
to information as well. Regarding energy independence, self-sufficiency may be a
more pragmatic target since even a producer/exporter country cannot really extri-
cate itself from the global energy markets and their vulnerabilities [50].

3.2 Metrics of energy security

There is a multitude of energy security indicators: Sovacool and Mukherjee [2]
assembled 320 simple indicators and 52 complex indexes of energy security. Kruyt
et al. [3] differentiated among simple indicators, such as reserves-to-production
ratios, import dependence, energy prices, political stability and demand-side
requirements, and aggregated indices. Sovacool and Brown [51] considered energy
security to be defined according to the following criteria (i.e., dimensions), which
may be measured with corresponding metrics: availability, measured by oil and
natural gas import dependence and availability of alternative fuels; affordability,
measured by retail electricity, gasoline, and petrol prices; energy and economic effi-
ciency, measured by energy intensity, electricity use per capita, and average fuel
economy of passenger vehicles; and environmental stewardship, measured by sulfur
dioxide (SO2) and carbon dioxide (CO2) emissions.

In a paper evaluating the energy security performance of 18 countries from 1990
to 2010, Sovacool et al. [52] presented a more detailed list of dimensions, compo-
nents, and corresponding metrics, adding the dimensions of regulation and gover-
nance, measured by energy exports; competition, measured by energy subsidies per
capita; and information, measured by the completeness of energy data. Ang et al.
[8] confirmed governance and added other dimensions such as infrastructure and
energy efficiency.

An even more detailed definition of energy security involved the following
dimensions, components, and corresponding metrics [53]:

1.Availability, measured by security of supply, equal to total production energy
total consumed energy ; self-

sufficiency, equal to imported energy
total consumed energy; diversification, measured by a diversity
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index such as the Shannon-Wiener; renewable energy, equal to
renewable energy

total consumed energy; and technological maturity, a qualitative metric.

2.Affordability, measured by price stability, equal to the deviations of price
about a global mean value; dependency, equal to total imported energy

population ; market
liquidity, a qualitative metric; decentralization, equal to
total energy by distributed and small�scale generation

total energy production ; electrification, equal to the percentage

of population with reliable access to grid; and equity, equal to the percentage
of households depending on wood, straw, and so on for cooking and heating.

3.Accessibility, measured by the following qualitative metrics: import stability,
trade, political stability, military power, and safety and reliability, all
qualitative metrics.

4.Acceptability, measured by the following qualitative metrics: environment, a
composite of several “micro aspects” that are “measured individually”; social
satisfaction, national governance, international governance, transparency, and
investment and employment.

It may be concluded that renewable energy is a factor in much of the research
that aims to conceptualize, define, and measure energy security.

3.3 Synthesizing an energy security index

Having reviewed the dimensions, components, metrics, and methods of energy
security, a novel energy security index will now be synthesized. An effort was
made to combine all the dimensions and components meaningfully, without over-
lap. The following seven dimensions and components are proposed:

1.Physical availability, the historical bedrock of energy security [3, 26, 38, 54],
accounting for security of supply; self-sufficiency (affected by oil and gas
import dependence and accounting for the boosting effect of renewable
energy); Strategic Petroleum Reserves (SPR, acting as a buffer and a
deterrent); and energy diversification (accounting for the contribution of
small-scale distributed renewable energy installations).

2.Technology development, accounting for (state and maturity of) infrastructure,
for example, matching of available oil to refinery infrastructure; energy (grid)
efficiency (the “fifth fuel”); onshore and offshore wind farms; energy
consumption and conservation in the building sector, transportation systems,
and the industry; decentralization, that is, diffusion of small scale and
prosumer systems (mostly renewable energy); and research (intensity),
development, and innovation (with a sizeable portion expected to be related to
renewable energy).

3.Economic affordability, perhaps the second most important energy security
dimension historically, accounting for affordability of electricity and gasoline
prices (expressed in Purchasing Power Parity); stability (i.e., lack of volatility)
and predictability of prices; competition, subsidization (per capita), and
profitability; energy intensity (i.e., electricity use per capita and monetary unit
of GDP); and fuel economy of passenger vehicles (also related to technology).
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4.Social accessibility, that is, social stewardship, accounting for dependency
(expressed as imported energy per capita); electrification, that is, percent of
the population with (reliable) access to the electricity grid (potentially
improved by resorting to renewable sources); energy democracy, for example,
percent of households that are fuel poor (also likely to be improved by
renewables); social equity, for example, percent of households relying on
traditional energy sources (such as wood) for cooking and heating; and
consumer awareness, knowledge, and attitudes, for example, toward
renewable energy [55, 56].

5.Governance, taking into account: quality of governance, measured by, for
example, the Worldwide Governance Indicators (WGI) of the World Bank
(https://info.worldbank.org/governance/wgi) that rate “voice” (i.e., citizen
participation) and accountability, political stability (which may be measured by
the number of years since the previous regime change) and absence of violence,
government effectiveness, regulatory quality, rule of law, and control of
corruption (i.e., transparency and accountability, no crony capitalism); type of
polity (democracy or otherwise); military power (possibly a qualitative
variable); data quality and intelligence; good regulatory policies (e.g., avoiding
over-regulation, setting reasonable and objective performance criteria, and
avoiding picking winners and losers); and adoption of “fit” energy policies, that
is, catering to all societal energy groups referred to as “tribes” [57, 58].

6.Unconventional threats, including asymmetric, paramilitary, or
nonconventional threats to energy infrastructure, such as revolutions (e.g.,
Iranian revolution, Arab Spring); accidents caused by human error (likely to
be less severe with renewable energy installations); durability and safety (of
infrastructure, also related to technology); and terrorism incidents, including
cyberwarfare (also likely to be of a less severe nature with renewables).

7.Natural environment, accounting for (existence of) tragedy of the commons
(i.e., overexploitation of resources that are public goods, something that is
irrelevant with renewable energy sources) and resource curse (i.e., the
presence of abundant energy and natural resources in poor countries);
(mitigation of) environmental pollution, for example, SO2 emissions (per
capita); (mitigation of) global climate change, for example, CO2 emissions
(per capita), affected very favorable with more use of renewable energy; forest
cover; land use (management), probably the most important negative impact
of onshore wind farms; water availability, that is, quality and quantity, (lack)
of water stress and scarcity, and access to improved water quality;
environmental (sustainability) management; health problems caused by
environmental threats, for example, high concentration of toxic substances;
and (impacts of) black-swan type of natural disasters.

How are the different dimensions of energy security perceived by different
economic actors? In a paper examining seven suppositions about energy security in
the United States, Sovacool [59] presented the following expert suppositions
pertaining to energy security issues: (1) security of supply and trade; (2) energy
democracy; (3) energy research; (4) energy efficiency; (5) affordability; (6) envi-
ronmental pollution; and (7) climate change. It was concluded that the different
dimensions of energy security are perceived differently by those working in differ-
ent sectors of the economy:
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• The private sector considered the following four energy security dimensions to
be the most important (with a rating over 4.5 of 5): (1) conducting research
and development on new and innovative energy technologies; (2) providing
available and clean water; (3) minimizing the destruction of forests and the
degradation of land and soil; and (4) minimizing air pollution.

• Among government occupations, more (i.e., eight) dimensions were rated over
4.5, including the four of the private sector plus the following: (5) reducing
greenhouse gas emissions; (6) minimizing the impact of climate change; (7)
assuring equitable access to energy services to all of its citizens; and (8)
informing consumers and promoting social and community education about
energy issues.

• With universities, even more dimensions were rated over 4.5, including the
four of the private sector plus the following: (5) reducing greenhouse gas
emissions; (6) minimizing the impact of climate change; (7) informing
consumers and promoting social and community education about energy
issues; (8) assuring equitable access to energy services to all citizens;
(9) ensuring transparency and participation in energy permitting, siting,
and decision making; and (10) having low energy intensity.

• The nonprofit sector rated the following dimensions over 4.5: (1) providing
available and clean water; (2) minimizing air pollution; (3) conducting
research and development on new and innovative energy technologies;
(4) minimizing the destruction of forests and the degradation of land and soil;
(5) reducing greenhouse gas emissions; (6) minimizing the impact of climate
change; (7) informing consumers and promoting social and community
education about energy issues; (8) assuring equitable access to energy services
to all citizens; (9) ensuring transparency and participation in energy
permitting, siting, and decision making; and (10) having a secure supply of
coal, gas, oil, and/or uranium.

• Finally, those working in intergovernmental occupations rated the first two
dimensions of the private sector and the following dimensions with a score
over 4.5: (3) minimizing air pollution; (4) having a secure supply of coal, gas,
oil, and/or uranium; (5) promoting trade in energy products, technologies, and
exports; (6) reducing greenhouse gas emissions; (7) informing consumers and
promoting social and community education about energy issues; (8) assuring
equitable access to energy services to all citizens; and (9) having low energy
intensity.

How are the dimensions of energy security covered by the research literature? In
a paper examining 40 years of energy security trends, Brown et al. [60] found that
91 peer-reviewed academic articles covered the dimensions of energy security dif-
ferently. In particular, availability was covered by 82% of the examined articles;
affordability by 51% of the articles; energy and economic efficiency by 34% of the
articles; and environmental stewardship by 26% of the articles. As to the precise
nature of these dimensions of energy security, a Factor Analysis carried out by the
authors concluded that: availability was mostly a function of oil import dependence,
road fuel intensity, and natural gas import dependence (in decreasing order of
importance); affordability was a function of electricity and gasoline retail prices;
energy and economic efficiency were a function of electricity use per capita and
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energy per GDP intensity; and environmental stewardship was a function of
CO2 and SO2 emissions.

To get an idea about the relative importance of the proposed seven dimensions
of energy security, expert interviews were used as in other sources [7, 61]. A small
panel of engineering, economic, and geopolitical energy experts was selected,
including junior and senior academic faculties (with experience in energy, environ-
ment, transportation, and geopolitics) and senior professionals (with experience in
environment and water management). One of the authors was included in the panel
of experts interviewed [62]. The interviews contained a brief semi-structured part
(the results of which are reported in this chapter) and a longer structured part
(which is not reported here). During the semi-structured part, the experts were
asked to (1) rate the importance of the seven dimensions of energy security and
(2) give their opinion on the way the dimensions were defined. Input received
during this phase was used to improve the scope of the dimensions and clarify the
definitions. Although these expert ratings reflect the perspective of Greece at the
time of writing, they are interesting.

Ratings were on a scale from 1 to 10. The experts’ average ratings of the impor-
tance of each energy security dimension are shown in Figure 3. Physical availability
was deemed to be the most important dimension (in accordance with its extensive
coverage in the research literature), receiving an average rating of 8.8 (of 10).
Technology development, economic affordability, and governance were next, with
an average importance of 8. Social accessibility and unconventional threats received
an average rating of 6.8. Finally, the natural environment was considered the least
important dimension (the panel did not include experts working in the nonprofit
sector), with an average rating of 5.8.

Some further interview findings were as follows:

• Most experts tended to rate dimensions nearer their discipline as more
important, reflecting a form of cognitive bias.

• A couple of experts thought that there was a little overlap among some of the
dimensions but could not suggest ways of overcoming it.

Figure 3.
Average expert rating of the importance of the dimensions of energy security.
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• One expert (with intelligence background) argued that data quality and
intelligence should be a separate dimension.

• There was uncertainty as to whether the impact of conventional warfare
should be included in one of the existing dimensions or create an additional
war dimension; the authors decided that conflict (especially war) is accounted
indirectly through its impacts on almost all dimensions.

The experts were also asked to rate the importance of the dimensions of energy
security at historical milestones that correspond to major geopolitical events. The
more recent events were mentioned in the beginning of Section 2 of this chapter.
Based on these ratings, weighted averages for the overall importance of energy
security at each historical milestone were calculated. These are plotted in Figure 4.

In the eyes of energy experts reflecting the perspective of Greece, the impor-
tance of energy security has been increasing since the beginning of the twentieth
century. Its highest ratings have appeared since 2010. This increase in the ratings of
the importance of energy security is concurrent with the increased presence of
renewable energy in the global online discourse (Figure 1). The potential role of
renewable energy in energy security has never appeared more important than now.

3.3.1 The role of renewable energy in the dimensions of energy security

Although renewable energy has a much better greenhouse gas emission profile,
it has environmental impacts like any other technology. Wind and solar energy are
dilute fuels, requiring large expanses of land. The construction of onshore wind

Figure 4.
Weighted average expert rating of the importance of energy security (WW1: First World War; WEC:
Foundation of World Energy Council; WW2: Second World War; CW: Start of Cold War; Stanolind: first
fracturing experiment; NEA: Foundation of European Nuclear Energy Agency; OPEC: Foundation of
Organization of Petroleum Exporting Countries; YKW: Yom Kippur Arab-Israeli War; OC1: first oil crisis;
IEA: Establishment of International Energy Agency; EPCA: Institution of US Oil Export Ban; Iran revol:
Iranian revolution; OC2: second oil crisis; Carter: Carter Doctrine (on protection of Persian gulf by the United
States); GW1: First Gulf War; USSR end: End of Cold War: GW2: Second Gulf War; Katrina: Hurricane
Katrina; Ukraine: Start of Russia-Ukraine gas crises; Arab Spr.: Arab spring; Fukush.: Fukushima nuclear
accident; Sony: cyberattack on Sony; Aramco: Cyberattack on Aramco; Algeria: gas plant hostage crisis in
Algeria; EU: EU energy union; JCPOA: Institution of Iran Nuclear Deal; EPCA end: Lifting of US Oil Export
Ban; JCPOA end: US withdrawal from Iran nuclear deal; Saudi dron.: Yemen drone attack).
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farms necessitates clearing land areas with impacts on species such as tortoises,
birds, and bats. The intermittent nature of wind and sunlight means that the energy
they capture must be stored if they are to serve as the main energy source. Wind
turbines have a lifespan of around 20–26 years, after which steel, cement, and other
materials used in their construction must be recycled or properly disposed of. These
impacts mean that the participation of renewable energy in the energy mix of a
country creates negative environmental impacts. These may be partially offset by
the positive environmental impact of the reduction in fossil fuel usage.

Looking back at the dimensions of energy security proposed by Sovacool and
Rafey [46], the components of fuel diversification, disruption recovery, minimiza-
tion of dependence on foreign supplies, minimization of price volatility, and sup-
port of sustainability (although with the introduction of aforementioned
environmental impacts) are all served by the use of renewable energy for electricity
production. Renewable energy improves the outlook of at least three of the four
dimensions of energy security defined in that work.

Recalling the definition of energy security by Knox-Hayes et al. [49], it is argued
that (further to the obvious connection of renewable energy to availability) the
components of environmental quality (especially climate change) and small-scale
energy production are improved by the use of renewable energy.

Turning to Sovacool and Mukherjee’s work [2], the following components of
security of supply and production should be favorably affected by renewable
energy: dependency and diversification; price stability (regardless of the level of
prices); decentralization and affordability (achieved with distributed small-scale
installations); innovation and research (inherent in renewable energy); investment
and employment (as new jobs are created in the renewable energy industry);
environmental quality, especially climate change (with the aforementioned nega-
tive impacts of renewable energy); and trade and regional interconnectivity (e.g.,
with onshore wind farms and distributed small-scale systems). Renewable energy
probably provides the best opportunity for a country to become more independent
of the vulnerabilities of global energy markets and approach the goal of energy self-
sufficiency [50] irrespective of its endowment in fossil fuel resources or its access to
expensive nuclear energy technology.

Considering Ren and Sovacool’s detailed presentation of an energy security index
[53], renewable energy entered the dimensions of availability, as the percentage it
represents of the total consumed energy; affordability, influencing the total
energy produced by distributed and small-scale generation (a characteristic of
renewable installations); accessibility, by improving the outlook of safety and reli-
ability (as a secondary source); and acceptability, by helping with investment and
employment.

The social acceptability of renewable energy has been reviewed by Stigka et al.
[55] with empirical research carried out in a later work [56]. The socioeconomic and
environmental disadvantages of renewable energy were discussed, and the 2014
renewable energy performance was presented for the EU countries, with Norway,
Sweden, Latvia, Finland, Austria, Portugal, and Denmark having high renewable
energy usage and being near their targets [55]. The same source also points out that
social actors including local communities, local agencies, investors,
nongovernmental organizations (NGOs), and local information networks are
involved in renewable energy projects. Opposition to projects is not uncommon, per
the NIMBY (not in my back yard) phenomenon, which led the authors to review
the following barriers to renewable energy projects:

• economic and institutional factors, such as economic conditions in a region, issues
with public or private ownership, lack of financial incentives, high investment
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costs (compared to fossil fuel alternatives), inefficiencies in the existing legal
framework, complex licensing procedures, and bureaucratic problems;

• technical and planning factors, such as local geography and geomorphology,
issues with the process of selecting an appropriate site (especially related to its
previous usage) and planning problems;

• environmental and quality of life issues, such as landscape deterioration, visual
intrusion, noise pollution and vibrations (related to the distance of residents
from the renewable energy installations), disruption of nearby ecosystems, and
impacts on the quality of life in the area; and

• factors related to public perceptions, such as lack of information or knowledge
of renewable energy technologies, mistrust (which anxiety intensifying with
ignorance), lack of impartiality, and suspicion toward investors.

The latter empirical research [56] found out that income and awareness of
renewables are strong determinants of the willingness to accept renewable energy.
Although esthetics could be more of a problem near tourist destinations, where
economic, social, and cultural factors become involved [55], it was found that
considerations related to tourism were low in the list of factors affecting the will-
ingness to pay for renewable energy projects [56]. Renewable energy instigates the
fear of uncontrolled development profits at the expense of the public good. So, steps
must be taken for renewable energy to be accepted by local communities [55].
Education and the realization of positive impacts on the local economy may help in
this direction.

3.4 Other energy security indexes

The literature on energy security indexes offers an insight into how the effects of
energy security on the economy, society, and the environment are mediated
directly or indirectly by renewable energy [38, 52, 63–65]. This section helps put the
proposed energy security index in perspective.

Various studies [2, 34, 52, 66] have proposed a wide variety of energy security
indexes, either to compare performance among countries or to track changes in a
country’s performance over time. There are indicators based on the perspective of
the user [54] and others who link the concept of energy security with model-based
scenario analyses in the context of addressing policy issues related to affordable
energy and climate change [3].

The following are some well cited energy security index studies.

• Radovanović et al. [66] applied principal component analysis to assess the
impact of individual indicators on an energy security index. They found energy
intensity, GDP per capita, and carbon intensity to have the greatest impact on
energy security.

• The Vulnerability Index [67] is a composite indicator, which considers five
indicators: energy intensity; energy import dependency; ratio of energy-related
carbon emissions to the total primary energy supply (TPES); electricity supply
vulnerability; and lack of diversity in transport fuels [66].

• The six-factor Risky External Energy Supply [64] is entirely supply oriented and
considers solely the level of diversification, with an emphasis on the
assessment of transport safety of energy generating products [66].

33

Energy Security and Renewable Energy: A Geopolitical Perspective
DOI: http://dx.doi.org/10.5772/intechopen.91848



• The Aggregated Energy Security Performance Indicator (AESPI) [68] has been
developed by considering 25 individual indicators representing social,
economic, and environmental dimensions. The indicator ranges from 0 to 10
and requires time series data for its estimation. AESPI helps assess the past
energy security status of a country; it also helps evaluate the impacts of energy
policies and plans on future energy security.

• The Socioeconomic Energy Risk is a composite index that considers the following
indicators: energy source diversification, energy resource availability and
feasibility, energy intensity, energy transport, energy dependence, political
stability, market liquidity, and the GDP [66].

• The US Energy Security Risk Index [69] is a complex composite indicator
obtained based on 83 individual indicators assessing geopolitical indicators,
economic development, environmental concerns, and reliability [66].

• The concept of the “energy trilemma” is an attempt to balance the trade-offs
among three major energy goals: energy security, economic competitiveness,
and environmental sustainability [8]. The dimensions of energy trilemma are
defined by the World Energy Council (WEC) [42] as: (a) energy security, that
is, effective management of primary energy supply from domestic and external
sources, reliability of energy infrastructure, and ability of energy providers to
meet current and future demands; (b) energy equity, that is, accessibility and
affordability of energy supply across the population; and (c) environmental
sustainability, which encompasses the achievement of supply and demand-side
energy efficiency, along with development of energy supply from renewable
and other low-carbon sources. Related index efforts include the Energy
Architecture Performance Index (EAPI), which was proposed in 2010 by the
World Economic Forum (WEF) and was modified into the Energy
Sustainability Index [70], a composite index based on a set of indicators
grouped into three categories of the energy trilemma approach [66].

• Finally, the Renewable Energy Security Index (RESI) [25] is an index that
assesses the impact of renewable energy technologies for electricity
production. The index takes into consideration several factors based on the
share of renewable energy into the electricity production mix at a national
level. Decision makers are encouraged to use RESI as part of the transition from
fossil-based to renewable-based power-generation technologies, as it promotes
a sustainable model of electricity supply using domestic resources.

4. Perspectives on renewable energy and energy security

This section presents perspectives of specific countries toward renewable energy
and energy security.

The global shift to renewable energy reflects a strengthening of the world’s
response to the threat of climate change. Most European countries have adopted
policies toward a new energy transition with significant social, political, and eco-
nomic implications. This transition to low-carbon energy is expected to alter the
geopolitical landscape, shifting the dynamics between producer and consumer
countries [1] and setting new energy standards for exporting countries [31]. In the
words of Matsumoto and Andriosopoulos [22], “the lower the target of allowable
emissions, the larger the required shifts to the energy structures will have to be.”
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The energy transition is described as “a pathway toward transformation of the
global energy sector from fossil-based to zero-carbon by the second half of this
century” [1]. The renewable energy revolution will be one of the primary aspects
that characterize and underpin the low-carbon transition. Shifts from coal to natural
gas and from fossil fuels to renewable (and nuclear energy) will be critical [22].

The link between energy security and renewable energy is strengthened by the
diffusion of renewable energy [10]. Data from the 2018 BP Statistical Review [14]
show that renewable power grew by 14.5%, somewhat below the historical average,
but near the all-time high increase of 2017 in absolute energy terms. The share of
renewables in power generation increased from 8.4 to 9.3%, accounting for a third
of the net increase in global power generation.

In the following paragraphs, the renewable energy situation of Denmark, Ger-
many, China, Russia, and the United States is discussed and linked to energy
security. These countries include producer, consumer, and transit, with different
approaches to energy security and different usages of renewable energy sources.
Figure 5 presents the percent renewable energy in electricity production of these
five countries plus Latvia, a world leader in the use of renewable energy sources.

Starting from the lowest part of the graph:

• The United States has been lingering around the 10% share of renewable
energy in electricity production since 1990 and appears to have achieved a
small increase since 2015. Of this share of renewable energy, 55.5% comes from
hydro; 26.2% from wind; 11.8% from biomass; 3.7% from geothermal; and
2.8% from solar [72].

• Russia, with its large hydropower potential, has not been very keen to develop
renewable energy, focusing its attention on exploiting its natural gas resources
to maintain and strengthen its position as an energy hegemon. Almost all its
shares of renewable energy in electricity production come from hydro
(99.6%), with 0.3% coming from geothermal, 0.03% from biomass, and 0.02
from wind [72].

• China has been producing more electricity from renewable energy than both
Russia and the United States, and it has increased its corresponding share of

Figure 5.
Percent renewable energy in electricity production per country [71].
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renewables since 2011. Of this share, 86.7% comes from hydro, 12.4% from
wind, 0.6% from solar, 0.3% from biomass, and 0.02% from geothermal [72].

• While Germany started from a mere 3% of renewable energy in electricity
production (like the United States), it has been increasing this 1990 share
constantly, reaching a 10-fold level of 33% in 2017. Of this share, 32.1% comes
from wind, 28.8% from biomass, 19.6% from hydro, 19.5% from solar, and
0.02% from geothermal [72].

• Denmark is arguably one of the most environmentally friendly energy
producers in Europe, reaching a 71% share of renewable energy in electricity
production in 2017. Of this share, 70.1% came from wind, 28.7% from biomass,
1% from solar, and 0.1% from hydro [72].

These five countries may be compared to Latvia, which is the undisputed his-
torical world champion of green energy. Latvia has been producing 60–70% of its
electricity from renewable energy sources (90% hydropower, 7% biomass, 3%
wind, and 0.03% solar) since the 1990s [72]. Latvia is not examined in more detail
because it is of less geopolitical interest than the other five countries, but it provides
an interesting reference point for comparison.

Denmark, the greenest of the five countries, is indeed considered one of the
most energy secure and sustainable countries among the OECD [51] and the EU27
countries [73]. Over the past 30 years, Denmark has achieved a swift decrease in its
dependence on foreign energy sources from above 90% in the 1970s to practically
zero and has become a net exporter of fuels and electricity [74]. At the core of
Denmark’s successful approach is a commitment to energy efficiency; prolonged
taxes on energy fuels, electricity, and carbon dioxide; and incentives and subsidies
for Combined Heat and Power (CHP) and wind turbines [75]. Denmark aims to go
100% renewable by 2050 [75, 76].

Germany, one of the largest energy importers in the EU, is in the middle of an
ambitious energy transition [77]. Germany is considered the most successful coun-
try in the promotion of renewable energy [78]. In 2014, Germans had the best
energy security performance among the EU countries due to the reduction of shares
of oil and coal and the increase of diversification of energy imports [9]. The German
energy transition (Energiewende) is considered the best-known renewable-based
national energy policy [17]. The Energiewende aims to reduce the greenhouse gas
emissions by 80–95% in 2050 (compared to 1990), increase the renewable share of
final energy to at least 60%, and increase the renewable share of electricity demands
to 80% [79]. Germany also intends to complete a nuclear phase-out by 2022 [80], a
debatable move in the opinion of the authors of this chapter. Hansen et al. [79]
presented a strategy for achieving 100% renewable energy for the entire German
energy system and maintained that this scenario is possible with the introduction of
key policies.

China is the world’s largest energy consumer [14], the biggest emitter of green-
house gases [81], the fifth largest producer of oil, the seventh largest producer of
natural gas, and the largest producer of coal [82, 83]. China aims to cut the share of
coal in its power mix, but coal consumption is growing, and more coal-fired power
projects are under development. In fact, the percentage of fossil fuels in China’s
total primary energy demand is expected to exceed 90%, with coal being the main
fuel source [22]. At the same time, China possesses the biggest amount of hydro
resources globally, with a total theoretical hydropower potential of 694 GW [84].
By the end of 2015, China’s hydro power exceeded 25% of the world’s nonhydro
renewable capacity, being 63.1 and 117.0% higher than the United States and
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Germany, respectively [81]. Until the end of 2017, China’s installed generation
capacity of renewable energy was 635 million kW, which constituted 35.7% of the
total installed capacity of electric power [78]. According to the BP Statistical Review
[14], in 2018, China continued to lead the way in renewable growth, accounting for
45% of the global growth in renewable power generation, more than the entire
OECD combined. Wang et al. [83] discussed scenarios for a Chinese sustainable
energy development, with renewable energy regarded as a key emerging industry.
China is reported to plan to increase the share of nonfossil fuels in primary energy
consumption to around 20% by 2030 [83]. Liu [78] calls for improvements in
China’s renewable legal and policy framework, if the country is to achieve such
an aim. All in all, China appears to be a reluctant and ambivalent actor in the
renewable game.

Russia owns one of the largest fossil fuel resource stocks in the world and is the
world’s fourth largest emitter (after China, the United States, and India). Russia has
the second largest natural gas reserves and production in the world (after the
United States) [14], an endowment that allows it to play a major geopolitical role,
for example, as the major supplier of natural gas to most European countries. At the
same time, Russia is a country of vast geographic size and variability in terrain and
climate, giving it the potential to develop virtually any kind of renewable energy
[85]. Russia is accelerating the deployment of solar and wind through auctions to
create benefits for employment, science, technology, and energy security for iso-
lated populations [86]. Although the country was an early leader in the technology
of renewables, Russia’s strategy revolves around the development of fossil fuels and
nuclear energy [87]. In 2013, the Russian government launched a Capacity-Based
Renewable Energy Support Scheme (CRESS) [88]. Per CRESS implementation, a
maximum installed capacity of solar, wind, and small hydro projects each year
could obtain financial guarantees on Russia’s wholesale electricity market [89]. The
energy security of Russia will remain linked to its natural gas deposits, while its
ability to continue to supply it to the European and other markets will determine its
position as an energy hegemon.

In 2018, almost half of the global raise in natural gas (5.2%) came from the
United States, which (as with oil production) recorded the largest annual growth

Figure 6.
Geographical distribution of photovoltaic power potential (https://solargis.com/maps-and-gis-data/download/
world).
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seen by any country in history [14]. The United States plans to achieve 80%
renewable electricity by 2050 [81]. If this target is honored, it will be by actions of
the states rather than at a federal level; in fact, most of the US states have started
individually to enact policies that expand renewable energy capacity [90]. It seems
unlikely that a federal-level renewable energy mandate will be passed soon, given
the current (under President Trump) administration’s quest for fossil fuel energy
dominance.

Contrary to China and Russia, the EU and the United States are expected to
develop a diversified energy mix with the aid of scientific and technological devel-
opments [66]. The EU will continue to improve renewables to limit its dependence
on fossil fuel imports especially from Russia.

All in all, the introduction of more renewable energy sources into the energy mix
of countries will influence their energy security favorably. As indicated in Figure 6
for the case of solar energy, the global distribution of renewable energy sources is
more evenly spread than fossil fuels. Furthermore, renewable energy is more ame-
nable to distributed production, which is inherently more secure than the fossil fuel
paradigm. Renewable energy will help usher an era of energy democracy, where a
network of decentralized prosumer systems will play the role once dominated by
large-scale power generation.

5. Conclusions

Geopolitical events in the twenty-first century have brought energy security and
renewable energy in the forefront of political discourse and provided the motivation
for this chapter. The energy security literature was reviewed, and a novel index of
energy security was proposed. The index comprised the following dimensions:
physical availability, technology development, economic affordability, social acces-
sibility, governance, unconventional threats, and natural environment.

A small panel of academic and business experts in Greece rated physical avail-
ability as the most important and natural environment as the least important
dimension of energy security. These experts thought that the importance of energy
security has been increasing steadily since the beginning of the twentieth century.

Key geopolitical actors (the United States, Russia, China, Germany, and Den-
mark) have increased electricity production from renewable energy by a combina-
tion of different renewable sources. Despite any social acceptability issues and
negative environmental impacts, renewable energy will help countries become
more energy secure. At the same time, they will make themselves more resistant to
geopolitical strife and more independent of the vagaries of fossil fuel markets.

As renewable energy sources are incorporated in the energy mix during the rest of
the twenty-first century, the impact of geopolitical conflict on energy security will
lessen. Furthermore, the energy generation industry will become more compatible
with the original 4A energy security targets of accessibility and acceptability.
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Chapter 3

Evaluating Biogas Technology 
in South Africa: Awareness and 
Perceptions towards Adoption 
at Household Level in Limpopo 
Province
Solomon Eghosa Uhunamure, 

Nthaduleni Samuel Nethengwe and David Tinarwo

Abstract

Despite the enormous advantages associated with biogas technology, the level of 
awareness and perceptions still remain very dismay. The level of adoption is rela-
tively low compared to the potential of the technology. This chapter therefore aimed 
at unravelling the awareness and perceptions of the technology at household level 
in Limpopo Province of South Africa. In this study, 200 households were sampled; 
72 households with biogas digesters and 128 without digesters. Primary data 
collection was elicited with the use of open- and closed-ended questionnaires. A 
non-parametric test of Spearman rank correlation coefficient and chi-square were 
employed to show the association between the variables. Empirically, the results 
revealed that income earned, cost of digester, lack of awareness programmes, water 
and feedstock availability, technical availability and assistance, and private sector 
participation are among the factors limiting the dissemination, awareness and 
perception of the technology in the province. The study recommends interventions 
through more elaborate awareness and promotion programmes in disseminating the 
technology as well as provision of technical assistance, loans, credits and subsidies 
to households willing to adopt the technology.

Keywords: energy, environment, digester, households, technology

1. Introduction

One critical issue confronting developing nations such as South Africa is the 
provision of sustainable energy, to a proportion of its population that do not have 
access to modern and reliable energy supply. Access to energy is viewed as a vital 
condition that enhances the development of a country’s economic activities, in 
order for the people to have an improved quality of life [1]. This explains the notion 
why providing adequate, affordable, sustainable, clean and efficient energy remains 
the core interest of many countries. Despite the efforts in place to provide adequate, 
sustainable and modern energy, about 1.4 billion people worldwide do not have 
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access to modern energy carriers [2]. Sadly, the majority of the people without 
access to modern energy subsist in Africa, with a representation of 57% of the 
world population [3]. In South Africa, fossil fuel dominates the energy sector, with 
coal accounting for 89% and crude oil accounting for 22%, thus providing much of 
the energy consumed in the country [4]. In Limpopo Province, the energy carriers 
do not differ as the energy satisfaction in the province comes from coal and oil. 
Although the use of fossil fuel in generating energy brings an overwhelming burden 
to the environment in the form of greenhouse gas emissions, water contamination, 
air pollution and ecosystem degradation [5].

The Limpopo Department of Economic Development, Environment and 
Tourism (LEDET) identified biomass and solar as the main renewable resources 
of energy in the province [6]. The Department of Energy has developed a pro-
gramme for attracting private investment into the energy sector. The Renewable 
Energy Independent Power Procurement programme (REIPP) has been designed 
to contribute towards the national target of 3725 MW of renewable energy and 
towards socio-economic and environmentally sustainable growth [7]. To meet 
energy demands in low-to-middle income households in many developing coun-
tries, the use of biogas technology is currently being deployed. The technology does 
not only provide energy but also serves as a good waste management measure [8]. 
Limpopo Province, like many other provinces in South Africa, has seen limited 
growth in the dissemination of biogas technology due to awareness and perceptions 
of the technology. Despite the long history of biogas technology in the country, the 
technology has witnessed poor growth of installed domestic biogas digesters, hence 
the initiation of this study.

2. Household energy sources and utilisation in Limpopo Province

The energy sector is central to South Africa’s economy due to its reliance on 
energy-intensive, large-scale coal mining activities. Limited oil and natural gas 
reserves are present in the country; thus, the country relies and uses large deposits 
of its coal to meet most of the energy required, which is principally in the power 
sector. In 2013, less than 1% of the energy consumed was from renewable sources; 
3% from natural gas; 22% from oil while 74% of the total consumed energy was 
primarily from coal and more than half was consumed in the electricity sector [9]. 
In 2017, South Africa was rated among the 10 top producers of coal in the world 
[10]. Due to its dependence on coal, the country is considered one of the continent’s 
principal emitter of carbon dioxide, accounting for about 40% and thus placing 
the country as the thirteenth major emitter of carbon dioxide in the world [11]. 
Notwithstanding the renewable energy resources endowed in the country, there has 
been an energy shortage, which led to the energy crisis of 2008, which still persists 
till date [7].

A survey by the Department of Energy [4], with the aim of gathering informa-
tion related to energy behaviour in South Africa households, indicated that there 
are significant differences between non-electrified and electrified households in 
Limpopo Province. To meet the basic energy needs, households employed an array 
of energy sources. Electrified households reported that they use electricity for heat-
ing, lighting or cooking. Even so, it is clear that other sources of energy, such as par-
affin, fuelwood, gas and candle, are relied upon by at least a fifth of all the surveyed 
households with electricity. On the other hand, non-electrified households, in the 
absence of domestic connection primarily rely on fuelwood, candles, with addi-
tional households reporting using gas and coal. The use of renewable energy, such 
as solar was reported by a tenth of the electrified and non-electrified households 
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surveyed. A major factor that continues to play a significant role in domestic energy 
use is socio-economic differences. The use of paraffin, candles, and fuelwood was 
present in more than 70% of the households in the low-income bracket of less than 
R3000 monthly, while near-absence was almost recorded in the medium to high-
income households [4]. Cooking is one of the utmost energy intensive applications 
in the households of Limpopo Province. Unsurprisingly, geographic variation 
indicated that Limpopo Province households have a lower share of electricity used 
for cooking purposes, which is less below the national average [4]. Although most 
households in the country rely on fuelwood as the second main source of energy for 
cooking, somewhat atypical is the case of Limpopo Province, where 44% (repre-
senting two-fifths of the households) use fuelwood as their main source of energy 
for cooking compared to 49% of the households using electricity for cooking [4]. 
Marginal share were reported for households using coal, solar electricity, gas and 
paraffin. In non-electrified households, paraffin and fuelwood dominate as the 
source of energy for cooking purposes, at 38 and 54%, respectively [4]. However, 
a small fraction of coal, gas, solar electricity and electricity from generators were 
recorded in small percentages of households as their primary sources of energy for 
their cooking needs. With the increases in paraffin prices, the findings are not too 
surprising, as fuelwood is an all-possibility compensation for the higher paraffin 
prices. However, the decrease in paraffin use is positive, but the increase in the use 
of fuelwood remains a great concern.

Domestic space heating is another intensive energy application in the households. 
Examination by electrification as the main source for space heating in electrified 
households indicated that 45% rely primarily on electricity, with a minority report-
ing paraffin, fuelwood and other sources of energy, at 4, 7 and 5%, respectively [4]. 
In non-electrified households in the province’s households, fuelwood is primarily 
relied upon for space heating, accounting for 59%, while paraffin has a share of 11%, 
with other sources that consist mainly of coal stands at 5% [4]. In respect to water 
heating for bathing purposes, the most common electrical appliance used by electri-
fied households in the province for water heating purposes is an electric geyser at 
31%. Other appliances are the electric kettle at 23% or a combination of electric stove 
and kettle at 7% [4]. Conversely, in non-electrified households that rely on a single 
energy source for water heating, fuelwood exclusively accounts for 46%; about a 
quarter of the households also exclusively uses paraffin, which stands at 27 and 16% 
of the non-electrified households use a combination of paraffin and fuelwood [4]. 
The findings from the survey contend that there is a barrier in the province, which is 
hindering the switch to electricity as a preferred method for water heating for bath-
ing purpose [6]. In terms of energy preferences and choice for heating water, other 
than for bathing purposes, the survey indicated that 93% of the households in the 
province, on average, depend on a single source of energy, while a small share of 5% 
is characterised by multiple sources. In electrified households, the use of electrical 
appliances for water heating, other than for bathing purposes, stands at 83%, while 
in non-electrified households, fuelwood exclusively accounts for 52% for the house-
holds, followed by paraffin, which is used by a further 38% of the households [4].

3. Research methodology

3.1 Description of the study area

Limpopo Province is the northern-most province of South Africa, lying 
within the curves of the great Limpopo River. It shares international borders with 
Botswana to the west, Zimbabwe to the north and to the east, Mozambique.  
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The province falls under the greater-savannah biome which is characterised by 
grassland and forest and it is sometimes referred to as the bushveld biomes. The 
bushveld, which comprises most part of the province, is renowned for cattle rear-
ing. The vegetation types are of grave significance and need conservative repre-
sentation in order to preserve the flora diversity, as over one-third of the forest has 
been reduced due to over-exploitation and utilisation of the forest resources [12]. 
Limpopo Province is viewed as one of the poorest provinces in the country, due to 
high unemployment rate that persist mostly in the rural parts of the province [13]. 
Most of the households in the rural parts which encompass much of the population 
depend on pension grants, government grants, and remittances from family mem-
bers who migrate to other provinces to work. The household wealth is relatively 
lower, compared to other municipalities in South Africa [14].

3.2 Data collection and sampling methods

This study was centred on household survey conducted purposefully in 
Limpopo Province from 2018 to 2019. The province was specifically chosen because 
of the government promotion of pro-poor energy alternatives, transformation 
of organic waste-to-energy and other low carbon technologies in order to ensure 
energy provision and security. The primary data were elicited from respondents 
in the households using interviews and self-administered semi-structured open 
and closed-ended questionnaires. Secondary data for this study were gathered 
from unpublished and published research articles. For ease of understanding, 
the questionnaires and interviews were conducted in English language and where 
necessary, translated to XiTsonga or TshiVenda languages which are the local 
dialects of the respondents. Ethical considerations were strictly adhered to. The 
survey sample was drawn from households with and without biogas digesters. After 
an in-depth assessment of households with biogas digesters in the province, 72 
households were purposively sampled, while 128 households without digesters were 
randomly sampled. From a household installed with biogas digester, at least one 
household without a digester was sampled randomly in order to elicit their opinion 
regarding whether a household with a digester influences their perception about the 
technology. The sampling technique could not be based completely on one sampling 
technique because in the study area, the number of households with biogas digest-
ers were smaller, compared to households without digesters and thus the inference 
from the sample could not be drawn from one sampling type.

3.3 Data analysis

The generated data was analysed and simplified using Microsoft Excel spread-
sheet and statistical procedures of the Statistical Package for the Social Sciences 
(SPSS 22.0). The data were coded, defined and labelled and fed in Microsoft Excel 
then, exported to the SPSS program, to generate descriptive statistics principally to 
identify patterns and trends. The results of the data were clearly displayed in simple 
pie chart, bar graph, and contingency tables. A non-parametric test of Pearson chi-
square and Spearman rank correlation coefficient was also used to present a detailed 
analysis of the results.

4. Adoption challenges faced by biogas technology

The challenges faced by biogas technology in several developing countries 
including South Africa are numerous and has becloud the awareness and perception 
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as well as the potential of the technology. These factors have hindered the general 
dissemination of the technology. The rate of biogas technology dissemination is low, 
despite its potential, thus making the share of biogas technology in the energy mix 
very insignificant in many households, where it is supposed to play an alternative 
option in fuel substituting. For example, in South Africa, the numbers of installed 
digesters are around 700 with less than 100 in Limpopo Province [15]. The aware-
ness and perceptions challenges faced by the technology include the following.

4.1 Dissemination of biogas technology

Another important factor which acts as a constraint to the adoption and dis-
semination of biogas technology is the awareness of the technology [16]. In Ghana, 
for example, lack of awareness about biogas technology was mentioned as one of 
the barriers in adopting the technology. Some cultural viewpoints such as stig-
matising the utilisation of human excreta or even cow dung as substrate to biogas 
digesters, has the potential of discouraging its dissemination [17]. Thus, stories of 
successes and failures of previous biogas installations can also aid in promoting or 
constraining the dissemination of the technology. According to Gitonga [16], where 
an installed biogas digester performed well, word of mouth from the satisfied user 
will encourage other potential users to own the technology. In instances where the 
digester fails, it will create a negative dissemination impact on the technology; thus, 
discouraging potential adopters in the process. In Africa, success stories of biogas 
demonstration plants are relatively low. Many reasons are outlined for their failure. 
These include absence of energy focused policy, poor design, poor construction and 
material used, lack of maintenance from the owner, lack of project monitoring and 
follow-ups and poor ownership attitude and responsibility [17].

In addition, households evaluate the awareness attributes of modern energy 
carrier in their adoption decisions. Identified by Rogers [18] are five attributes 
that can accelerate or impede the adoption rate of the technology. These attributes 
are relative advantages, trialability, observability, complexity and compatibility. 
In the relative advantage of a modern energy carrier, the technology is evaluated 
in economic terms; according to its social status, satisfaction and convenience. A 
technology that is easily tried and experimented for its appropriateness with observ-
able results to others is expected to be rapidly adopted than others. Furthermore, a 
compatible technology to existing cultural norms, values and experiences of a com-
munity has a better chance of adoption compared to any technology against such 
values and norms. In addition, a technology that is easy in understating and utilising 
is likely to be adopted quicker than those that require new skills, knowledge and 
understanding. According to Taherdoost [19], in the traditional adoption technology 
model, primarily, a consumer’s adoption is determined by the ‘perceived ease of use’ 
and the ‘perceived usefulness/benefits’ of the technology. Therefore, in the process 
of making and informed decision to either reject or accept the new technology, the 
consumers weigh the option of the technology if it is easy to utilise (perceived ease 
of use) and if one’s productivity will improve (perceived usefulness/benefits).

4.2 Biogas technology awareness

The study findings as presented in Figure 1 indicated that 22% of the respon-
dents acknowledged that they have at least heard about the technology with regards 
to financial implications. This implies that 22% of the households in the Province 
are aware about the existence of the technology. This can be attributed to the few 
biogas projects within their locality. The presence of the technology’s existence in 
the study area however does not imply awareness of the technology. Awareness of 
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biogas technology involves households getting detailed information about the tech-
nology; from the functionality, financial implications and the numerous advantages 
the technology offers. The result further shows that 78% of the households have no 
relative idea about biogas technology in terms of the financial implications involved 
in respect to the technology. Further, the results (Figure 2) in terms of functional-
ity, indicated that 66% of the respondents have no clue how the technology oper-
ates, while 34% revealed that they can operate the technology.

Technology awareness and perceptions are also disseminated via informa-
tion channels. From the study as indicated in Figure 3, the identified channels of 
information that have helped in sensitising the households about the significances, 
advantages and efficiencies of biogas technology in the province include that from 
neighbours’ with installed digesters, at 52%, and NGOs at 38%, which served as the 
main sources of information pertaining the technology. Others include 7% from 
government departments/agencies and 3% from media publications. This indicates 
that the role of government agencies and the media in disseminating the technology 
is very low. This can be improved through adequate education and dissemination, 
particularly in the rural areas, so that the social, economic and environmental ben-
efits of the technology can be appreciated as against the continues use of fuelwood, 
which has detremental effects on their health and wellbeing [20].

4.3 Biogas technology perceptions

From the field survey, the data obtained as shown in Table 1 clearly indicated a 
prevalent perception of biogas technology at household level. The responses raised 
on the perceptions of the technology indicated that in households with biogas 
digesters, 91% agreed that biogas can help solve the problem of fuelwood for cook-
ing, as agreed by 87% from the non-users. Regarding using the slurry from biogas 
to improve soil fertility, 88% of the users agreed, while 86% from the non-users also 
concurred. Using biogas technology as a method to manage waste in order to improve 
environmental hygiene was at 89% from the users. The respondents believed that it 
is a good management method compared to 88% from the non-users category. In the 
province, as part of their energy mix, most households still rely on fuelwood, which 
is harvested from the forest, thereby creating room for degradation, which can even-
tually lead to deforestation. In respect to biogas technology, 90% of the households 

Figure 1. 
Biogas technology awareness (financial implications) survey in the study area (source: field survey).
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using the technology have confidence that it can help reduce the rate of degradation 
and deforestation, while 75% from the non-users concurred to the statement. From 
the users and non-users, 96% from both clusters indicated that the use of biogas 
technology can help reduce the drudgery faced by women. On fuel consumption, 
compared to other cooking devices, 95% from the households using the technology 
agreed while from the non-users, 91% have the confidence that the technology will 
consume less fuel. On the general benefits of the technology, 89% from the users 
agreed that the benefits are worthy, while 82% from the non-users have confidence in 
the benefits of the technology. Further, the outcomes of the respondents were ranked 
and tested using Spearman rank correlation coefficient, to determine the significant 
correlation between the users and non-users of the technology. The Spearman rank 
results at p < 0.05, with a calculated value of 0.68, indicated that there is a positive 
and strong correlation in the perception of biogas technology among the users and 
non-users in the province. In essence, the more and better perception households 
have over biogas technology, the higher the chance of adopting the technology.

Figure 2. 
Biogas technology awareness (functionality) survey in the study area (source: field survey).

Figure 3. 
Biogas dissemination in the study area (source: field survey).
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4.4 Availability of water and feedstock

In Sub-Saharan Africa, one site-specific resource that has limited the scope of 
biogas technology is the availability of water that should serve to ensure effective 
operation of biogas technology. Studies by [21], suggest in their findings in Ethiopia 
that sources of water should be a walking distance of between 20 and 30 min from 
the household. Even in the circumstances where households own a satisfactory 
number of livestock, the system grazing nature, free grazing, semi-nomadic to 
nomadic have created problems in many parts of Sub-Sahara Africa in gathering 
feedstock to feed the digesters [22]. Poor supply of water has been reported as 
hindrance in the operation of biogas plants. For example, where there is adequate 
water supply, there is widespread adoption of the technology; mostly if the source 
of water is a short distance from the household or the supply is not altered by 
seasonal variation. Water shortages limit biogas operations as it is required in the 
mixture of the substrate before being fed into the digester [21]. Steady access to 
sufficient water supply is only available to small a percentage of the African region 
[23]. Sub-Sahara countries such as South Africa is considered as water-scare, water-
stressed countries due to its climate aridity. Coupled with uneven distribution of 
rainfall throughout the country, most parts of the country are characterised by 
prolonged periods of drought between the rainy seasons with rainfall less than the 
world average [24]. The South African Government in 2001 approved a free basic 
water policy to deliver at least 6000 L of safe water to each household per month for 
a household of about eight persons [24]. Since the commencement of the free basic 
water policy, the household percentage with access to tap or piped water in their 
dwellings, on-site and off-site (communal taps), has improved from around 55% 
in 2002 to 70% in 2012. Nonetheless, general access to water by households is only 
improving by 4.2%, as most households still have to fetch water from dams, rivers, 
water pools, streams, springs and stagnant water [25].

Water is one of the critical requirements for the proper functioning of biogas 
technology. An equal amount of water is mixed with the required substrate before 
being fed into the digester. Findings from the survey indicated that households have 
access to water within a walking distance of 20–30 mins from the household but are 
still faced with acute, irregular supply and shortages that have marred most parts of 

Statement User (%) Non-user (%)

Biogas can help solve the problem of fuelwood for cooking. 91 87

Biogas technology can help to improve soil fertility. 88 86

Biogas technology can improve hygiene due to the use of waste. 89 88

Biogas technology can reduce the rate of forest degradation and 

deforestation.

90 75

Biogas can relieve women’s workload and save time used for fuelwood 

collection.

96 96

Biogas technology consumes less fuel than other conventional cooking 

devices.

95 91

Generally benefits of biogas technology over-weighs limitation/

weakness.

89 82

Source: field survey.

Table 1. 
Biogas technology perceptions between user and non-user in the province.
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the province. Water supply can be further improved by the government by ensur-
ing adequate and regular supply of water to the households. Also, where possible, 
government can consider boreholes, rain water harvesting and water storage tanks 
to augment water scarcity. The provision of water is considered a critical factor in 
the perception of biogas technology which can enhance its adoption. Availability 
of feedstock is another requirement that is necessary in the operation of biogas 
technology because many digesters are failing due to unavailability of dung. Cow 
dung is considered the major feedstock in the study area. The findings, as portrayed 
in Table 2, revealed that 93% of the households using the technology in the prov-
ince own livestock, as against 7% that do not own livestock but source for it either 
by buying or obtaining from neighbours who own livestock. Furthermore, 79.7% of 
households without the technology own livestock, while 20.3% do not own live-
stock. This result indicates that with proper awareness and campaign programme, 
biogas technology can have a foothold in the province as dung are abound for 
successful adoption of the technology.

4.5 Dearth of private sector participation

The private sector has key roles to play in the promotion of renewable energy, 
such as in biogas technology in order to make it market-oriented and commercially 
sustainable. Many countries have limited policies to attract renewable energy 
participation by private organisations [26]. For instance, in 2009, Nepal had more 
than 30 private organisations, which were actively involved in the biogas sec-
tor. However, only eight organisations were able to install a little over 500 biogas 
digesters, due to the unfavourable renewable energy policies [8]. In Limpopo 
Province, private sector participation in the dissemination of biogas technology is 
near absence. There is only one established biogas actor (Mpfuneko Biogas Project), 
a non-governmental organisation (NGO) that supports the development, and 
dissemination of biogas projects in the province. According to 82% of the sampled 
households with biogas digesters, the organisation (Mpfuneko Biogas Project) 
was responsible for the installation of their digester. Although private invest-
ment in renewable energy technology is being promoted by organisations such as 
the Renewable Energy Independent Producers Procurement (REIPPP) and the 
Department of Energy (DoE), the South African government should strengthen 
existing policies to support private sector energy investments and institutional 
mechanisms. The energy crisis being witnesses in the country provide a conducive 
entry point for private sector participation for an integrated biogas household level 
programme among other alternative renewable energy. More so, there are favour-
able conditions for the advancement of biogas technology in the province and the 
country at large; this includes availability of abundant biodegradable animals and 
crops waste materials.

Users Non-users Total

Livestock ownership 67 (93) 102 (79.7) 169 (84.5)

Do not own livestock 5 (7.0) 26 (20.3) 31 (15.5)

Total 72 (100) 128 (100) 200 (100)

Bolded faces represent frequency and brackets represent percentage frequency. Source: field survey.

Table 2. 
Livestock ownership by households in the study area.



Renewable Energy - Resources, Challenges and Applications

56

4.6 Lack of technical assistance and availability

In most Africa countries, lack of technical assistance in the form of skilled 
and unskilled personnel is required in the successful uptake of biogas technology. 
Technical assistance and availability is often cited as a reason for the impeding 
adoption of biogas technology. Technical knowledge ranges from the construc-
tion, maintenance and operation of the technology [27, 28]. Usually, where biogas 
digesters have been installed, the problem arises of reactors being of poor quality 
in the installed units. Poor operations and maintenance ability of users have also 
led to poor performance of the digester, sometimes leading to the abandonment of 
the technology. In some cases, due to technical availability, many demonstration 
plants have failed, which served to deter instead of enhancing the adoption of the 
technology [27, 28]. Technical availability is an integral determinant in the adoption 
of biogas technology at household level in the province. Available technical avail-
ability and assistance are deemed as a good support for the dissemination, adoption 
and utilisation of the technology. Due to inability of proper management, resulting 
from absence of technical expertise, several biogas projects have failed. The study 
reported that unreliable and unavailable technical services were common problem 
reported by households with installed digesters. In addition, households with 
interest about the technology shared the same sentiment about their perception to 
the technology. The question of technical support was directed to households with 
installed digesters and the findings show that 96% of the households complained 
about technical assistance of any sort. Technical issues faced by some households 
included blocked and leaking pipes, cracked and leaking digesters chambers, which 
has limit the use of the technology and sometimes leading to total abandonment. To 
promote the implementation and proper use of biogas technology, it is imperative 
to initiate long-term, biogas technology capacity-building programmes as well as 
training and execution of scientific work in the field through applicable research. 
There is the need for adequate technical expertise in the construction and mainte-
nance of biogas digesters. Biogas technology and its implementation techniques can 
be introduced in the curriculum of most engineering and technical courses offered 
in universities, vocational and technical colleges that can train people on how to 
build and maintain biogas digesters.

4.7 Cost associated with installing biogas digester

One frequently cited factor limiting the development of biogas technology is 
financial constraints. In Ghana, for example, according to Arthur et al. [17], the 
findings indicated that, although the technology can solve some of the environ-
mental and energy challenges faced in the urban and rural parts of the country, the 
technology requires a high initial cost of investment. In Ethiopia, one of the obsta-
cles hindering the use of the technology by the rural cattle farmers is their inability 
to cover the full cost associated with installing the technology [21]. According to 
Bensah and Brew-Hammond [29], the principal hindrance to biogas technology 
expansion in Ghana is the cost of building the digesters, which most farmers have 
complained about. In South Africa, the average cost of mounting a smallholding 
biogas digester of 6 m3 ranges from R15,000 to R40,000 [30], whereas a 10 m3 
digester costs not less than R80,000 [20]. Therefore, subsidies can enhance the 
relative advantages and speed up the adoption of biogas technology by those 
entities who would not have ordinarily adopted the technology [31]. Furthermore, 
some technologies have socially desired features; thus, adopting such technology 
is not only beneficial to the owner but to the society. In many of the Organisation 
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for Economic Cooperation and Development (OECD) countries, companies and 
individual households can seek government subsidies if they adopt technology that 
is socially desirable. Even if the investment cost surpasses private benefits but is 
lower than social benefits, government provides subsidies to enhance the adop-
tion of technologies that provides social benefits [32]. Furthermore, the size of 
the subsidies significantly influences the rates of adoption. In China, for instance, 
there was a time when interest in adopting biogas technology was fading away 
just after the government reduced subsidies to one-third of the investment cost 
from two-thirds [33]. In Nepal, it was revealed that without subsidies, most of the 
Nepalese farmers would not have been able to adopt the technology, due to their 
financial constraints [34]. Although providing subsides may also not positively 
increase the intended adoption rate of the technology. Individuals who adopt the 
technology for the sake of obtaining subsidies may be less enthusiastic to keep 
using the technology [35].

Additionally, households consider a variety of issues in their decisions 
to either to adopt or reject using modern energy technologies. Among other 
considerations, cost is of critical importance affecting the final decision by the 
consumer. Most consumers would prefer a modern technology with low initial 
costs compared to one that minimised cost of operations but ran over an extended 
period. Thus, creating a balance between initial costs alongside operation cost is 
important. In countries with low income, where individuals lack access to credit/
and or cash, widespread preference is often associated with low initial cost [36]. 
In supporting the argument, Bajgain [34] stated that in Ethiopia, high initial cost 
of investment remains a major obstacle in the prevalent dissemination of biogas 
technology. In the absence of subsidies, loans and credits, the uptake of the tech-
nology at household level can only be driven by income earned by the household. 
Consequently, the higher the income earned, the more likely it is for the house-
hold to adopt the technology compared to households earning lesser income. 
Thus, income is expected to influence the perception and thus adoption of the 
technology. This is because households consider a range of issues in their choice 
to either adopt or reject modern energy carriers. In the study area, the monthly 
income earned is low compared to other provinces in the country, due to the high 
unemployment rate that has characterised much part of the province. From the 
field survey results as shown in Table 3, only 15 households from the technol-
ogy users’ category, representing 20.8%, earn above R3501, with 18 households, 
representing 14% earning above the same amount from the non-users. Most of 
the users and non-users of the technology are in the monthly income bracket of 

Income (ZARa) Users Non-users Total

R0–500 08 (11.1) 16 (12.5) 24 (12.0)

R501–1000 12 (16.7) 31 (24.2) 43 (21.5)

R1001–1500 17 (23.6) 33 (25.5) 50 (25.0)

R1501–3500 20 (27.8) 30 (23.5) 50 (25.0)

R3501+ 15 (20.8) 18 (14.0) 33 (16.5)

Total 72 (100) 128 (100) 200 (100)

a1 USD = ZAR 14.90.
Bolded figures represent frequency and brackets represent percentage frequency. Source: field survey.

Table 3. 
Monthly income bracket of surveyed households of biogas users and non-users in the study area.
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R501 to R3500. As noted by [20, 30], the households cannot afford the average 
cost of installing a smallholding biogas digester.

As shown in Table 4 using the Pearson’s chi-square test, income earned by 
households was cross tabulated against the cost of building a digester, to deter-
mine the significant relationship between both variables. The result at p < 0.05 
indicated that there is a statistical significant relationship between the income 
earned and the cost of installing a biogas digester. This implies that income earned 
by households in the province affects the adoption of the technology. As noted, 
the low income earned by the households sampled is a factor of socio-economic 
challenge being faced in the province, hence households finding it difficult to 
save and invest in a technology such as biogas. This can however be overcome by 
provision of loans, credits or subsidies to interested households willing to adopt 
the technology in order to relieve them of other households’ burden as practised in 
other countries [36].

5. Conclusion

Drawing from the field survey, this chapter provides first-hand empirical 
evidence on the awareness and perceptions of biogas technology in the province by 
understanding the challenges in disseminating the technology. Despite the potential 
of biogas technology in forming part of the energy mix in households and providing 
environmental benefits, the level of awareness and perception of the technology 
remain low in the province. In any given technology, the awareness and perceptions 
of the users have been found to play an important role in the adoption and utilisa-
tion of the technology. Households’ awareness and perceptions of biogas technology 
were investigated in order to get a deeper insight into the barriers to its adoption and 
utilisation in the province despite the prevailing conditions such as the abundance 
of dung to support the uptake of the technology. From the sampled households, 
the awareness was measured based on the financial implication, functionality and 
dissemination of the technology. Using the Pearson chi-square, the cost of biogas 
digester and income earned established a statistical significance relationship at 
p < 0.05. The perceptions of the technology was measured based on households 
insights regarding the role of biogas in fuel crisis, soil fertility, livestock manage-
ment, burden of fuelwood collection, livestock ownership, water and feedstock 
availability as well as technical availability and assistance. In order to understand 
the in-depth perceptions of the households, the variables were further tested using 
a Spearman rank correlation coefficient at p < 0.05, with a calculated value of 0.68, 
indicating that there is a positive and strong correlation in the perception of biogas 
technology among the users and non-users households in the province. The study 
thus argued that the aforementioned variables are key in the dissemination and 
adoption of the biogas technology in Limpopo Province.

Value df Asymp. sig. (two-sided)

Pearson’s chi-square 43.251a 3 0.000

Likelihood ratio 41.598 3 0.000

Linear-by-linear association 19.917 1 0.000

No. of valid cases 200

a0 cells (0.0%) have expected count less than 5. The minimum expected count is 8.91.

Table 4. 
Pearson chi-square test results for income and costs of installing biogas digester.
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Chapter 4

Evaluating the Success of
Renewable Energy and Energy
Efficiency Policies in Ghana:
Matching the Policy Objectives
against Policy Instruments and
Outcomes
Margaret Adobea Oduro, Samuel Gyamfi,
Samuel Asumadu Sarkodie and Francis Kemausuor

Abstract

Advancement in energy policies has stimulated the adoption of instruments used
in the renewable energy sector and climate change mitigation. Renewable energy
policies play a crucial role in the abatement of greenhouse gas emissions, by pro-
viding access to modern energy and energy security by diversifying energy supply.
There have been numerous policies developed in Ghana to improve the uptake of
renewable energy for electricity production and to ensure efficient use of electrical
energy. Some of the specific government policy objectives include reducing techni-
cal and commercial losses in power supply, support the modernization and expan-
sion of the energy infrastructure to meet the growing demands, ensure reliability
and accelerate the development and utilisation of renewable energy and energy-
efficient technologies. These policies have defined targets and period to be
implemented. This chapter outlined the renewable energy and energy efficiency
policies in Ghana by matching the policy objectives against policy instruments and
outcomes to measure what has been achieved. A comparative analysis was made
with South Africa and Morocco’s renewable energy sectorial policies on the basis of
various strategies adopted to their achievements and what Ghana can learn from.

Keywords: renewable energy policies, energy efficiency, independent power
producers

1. Introduction

Environmental policies have aided the adoption of superlative policy instru-
ments profoundly used in climate change mitigation, adaptation option and renew-
able energy-related planning and implementation. Renewable energy policies play a
crucial to abate greenhouse gas emissions, provide access to modern energy, and
bring about energy security by diversifying energy supply as energy demand and its
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associated services to meet both social and economic development keep increasing
[1]. International Renewable Energy Agency (IRENA) describes four categories of
policy instruments used to promote renewable electricity generation, namely fiscal
incentives; public finance, regulations; and access policies [2].

The use of renewable energy technologies has provided electricity to regions that
lack electricity access, which will help create jobs as well as an increase in energy
efficiency up to 30% by 2050 [3]. Also, Klein et al. [4] categorised instruments
supporting renewable electricity (RES-E) generation based on whether they affect
demand or supply of renewable electricity or whether they support power genera-
tion. First, policies may regulate renewable electricity price or the quantity pro-
duced and second, policies may support investment in renewable energy generation
or direct subsidised generation [4]. On the other hand, categorised environmental
policies instruments as regulative instruments, market-based instruments, proce-
dural instruments, co-operative instruments and persuasive instruments [5].

Regulative instruments such as command-and-control aim at controlling the
actions of firms and include mandatory regulations where the government directly
intervenes in the activities of individual firms by prescribing or forbidding certain
activities [6]. Market-based instruments (MBIs) are regulations that aim at provid-
ing actors or polluters with incentives to adopt low-emission technologies and
encourage behaviour change through market signals and economic incentives [6, 7].
Procedural instruments aim at assessing the environmental impact of certain pro-
duction processes and determine alternative arrangements that are environmentally
friendly, examples are environmental impact assessment [8]. Persuasive instru-
ments such as information provision tools work best where there is information
gap-such that the missing information becomes a hindrance to behavioural change
in reducing environmental impacts [9]. Co-operative instruments such as voluntary
agreements and energy efficiency measure work best where there are existing
incentives to behavioural change integrated with prevailing laws [8, 10].

Consistent with this, Ghana has a number of renewable energy and energy
efficiency policies and initiatives to ensure the security and diversification of energy
supply. Figure 1 shows the Renewable Energy Policy Framework in Ghana that
outlines the relationship between policy objectives, policy instruments, and policy
institutions, while Figure 2 shows the general energy policies. Although there are
domestic and international financial incentives, policy and regulatory barriers limit
the possibility of utilising renewable resources in both off-grid and grid-connected
applications [13]. For instance, the percentage share of solar photovoltaic is 0.5%

Figure 1.
Conceptual framework showing the policy making process in renewable energy sector of Ghana
(source: [11, 12]).
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(22.6 MW) out of the 4674.85 MW of total installed energy [14]. Barriers to renew-
able energy application in Ghana have been classified into technical, social, envi-
ronmental, economic, and policy-related [15]. The Ghana government has set up a
goal to generate 10% of its electricity from renewable energy by the year 2020.
Later in 2018, the goal to generate 10% of renewable energy in the national energy
mix was extended to 2030. Likewise, there are numerous interventions instituted
(i.e. the policy instruments) to achieve the objectives, however, the growth of
renewable energy in Ghana is low. The percentage share of installed grid-connected
renewable energy is a mere 22.6 MW (0.5%)—notwithstanding its potential [11].
Although, several studies have shown that network and technical barriers such as
system failure and financial barriers (i.e. like the high upfront cost of renewables
compared to that generated from fossil fuels) [15] have hindered the achievement
of the 10% renewable energy penetration by 2020.

Another area that requires critical focus to ensure a successful transition into
renewable and sustainable energy is an investment in energy efficiency—this has
been given attention in Ghana in recent times. In 2007, the government of Ghana
introduced the National Implementation of Incandescent Lamps Exchange
programme where compact fluorescent lamps (CFLs) were freely given out nation-
wide. The effect of the programme resulted in cutting down the peak load demand
of about 300 MW [12]. In 2012, the government of Ghana with support from the
United Nations Development Programme (UNDP) and Global Environmental
Facility (GEF) launched the ‘rebate and turn-in’ programme which encouraged
consumers to trade in their old and inefficient refrigerators with new and more
efficient ones for a top-up fee. The government later banned the importation of old
and inefficient used refrigerators, which has led to a drop of about 63% in their
import [12].

Against the background, it is essential to evaluate the success of renewable
energy and energy efficiency policies in Ghana by matching the policy objectives
against policy instruments and outcomes. Almost all the studies in the scope
analysed the system failure and financial barriers using Ghana as a case study.
However, this chapter includes a comparative analysis of Morocco and South
Africa’s renewable energy policies. The significance of this chapter revealed and
identified the gaps in renewable energy policies as well as strategies or measures
required to achieve the 10% renewable energy penetration in the national energy
mix by 2030.

Figure 2.
2017 projected energy consumption by customers (source: [11]).
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The remainder of this chapter includes background, methodology, results and
discussion, and conclusion.

2. Background

2.1 Overview of Ghana’s energy sector

As shown in Table 1, Ghana’s installed electricity capacity currently stands at
4673.8 MW [14, 17] including large hydro, thermal and renewables of which
2334 MW is from independent power producers (IPPs).

Electricity Company of Ghana is the largest bulk purchaser and distributor, 66%
of electricity consumed in Ghana while the Northern Electricity Distribution Com-
pany (NEDCo) only purchase and distribute 8% of the total energy. The rest of the
energy is consumed by the Volta Aluminium Company (VALCo)—an aluminium
and steel company, mining companies, exports, and sectors such as agriculture,
health, and transport contributes to other energy users. Figure 3 shows the struc-
ture of Ghana energy sector.

Type of energy Installed capacity (MW)

Hydro 1580

Thermal 3071

Renewables 22.6

Total 4673.7

Source: [16].

Table 1.
Ghana’s total energy installed capacity.

Figure 3.
Structure of Ghana’s energy sector (source: [14]).
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2.2 Review of policies and strategies on renewable energy deployment in Ghana

Policies facilitate the extent to which renewable energy technologies are adopted
in a country. Ghana has instituted several policies and measures to help promote the
development of renewable energy technologies, particularly, incentives that will
attract renewable energy sector investors. Figure 4 shows the renewable energy
policies in Ghana from 2006 to 2018.

2.2.1 Strategic national energy plan, 2006–2020

The Energy Commission of Ghana has the mandate to review all investment
plans to ensure energy needs are met in a sustainable manner. The commission
developed the Strategic National Energy Plan for the period 2006–2020. The goal
was to provide a sound energy market and to ensure the provision of sufficient
energy services for Ghana. In contrast, the target of the Strategic National Energy
Plan was to boost the renewable energy market. The renewable energy objective of
this policy aimed at increasing the share of renewables up to 10% by 2020 while
ensuring energy efficiency and conservation and achieving universal access to elec-
tricity by the year 2020 [18].

The policy sought to develop renewable energy technology regulations through
the development of standards and codes. Under energy efficiency and conservation,
the government continues to encourage the use of efficient appliances such as
compact fluorescent bulbs (CFCs) and LED bulbs. Various measures have been
instituted to ensure efficient energy consumption, adopt energy demand-side man-
agement, and set-up energy efficiency revolving fund to offer a low-interest facility
for energy efficiency improvements in the country. However, the government is yet
to release funds for its implementation [19].

2.2.2 National energy policy, 2010

The vision of the National Energy Policy was to develop an energy economy to
ensure secure and reliable energy supply to all Ghanaians. The energy sub-sector
was introduced under the National Energy Policy 2010 to increase the proportion of
renewable energy in the total national energy mix and to focus on the fiscal incen-
tives, awareness creation and regulations to promote energy efficiency and conser-
vation practices. The policy also set the target to achieve 10% of renewables by the
year 2020, reduce the consumption of woodfuels from 66 to 30% by 2020 and
encourage the use of clean cooking alternatives such as LPG, and efficient cook-
stoves [19].

Figure 4.
Energy policies in Ghana (source: [11, 14]).
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2.2.3 Energy sector strategy and development, 2010

The Energy Sector Strategy and Development Plan was introduced in 2010
alongside the National Energy Policy 2010. It covered strategies, programmes, and
projects intended to support the national development agenda of Ghana in the
following areas: energy sector institutions, power sub-sector, petroleum sub-sector,
and renewable energy sub-sector. This policy sets the goal and strategies to increase
(i) the percentage of renewable in the total national energy mix and efficient use of
stoves and (ii) establish legislation to encourage the development of renewable
energy technologies [19].

2.2.4 The sustainable energy for all action plan (SE4ALL), 2012

The sustainable energy for all (SE4All) action plan targets universal access to
electricity to island and riverside communities in Ghana through both on- and off-
grid systems and providing universal access to clean cooking solutions. The UNDP
has collaborated with some partner agencies to achieve universal access to energy
by 2030. The current electricity access in Ghana is approximately 84% [17].

2.2.5 The renewable energy act, 2011

The renewable energy act (832) was passed and enacted to provide for the
development, management, utilisation, sustainability and adequate supply of
renewable energy for the generation of heat and power, and provide an enabling
environment to attract renewable energy sector investors [20]. Under this act, there
are Licencing procedures, feed-in-tariff scheme, purchase obligation and rights to
transmission and distribution systems for renewable energy (RE) plants, net
metering and renewable energy fund [21]. The feed-in-tariff scheme was
established under the renewable energy act 2011 of Ghana to guarantee the sales of
electricity generated from RE sources into the national grid. The Public Utility
Regulatory Commission (PURC) is responsible for setting feed-in tariff rates under
the 2011 act. The feed-in tariff rates are guaranteed at a fixed rate to a registered
producer for a maximum of 10 years and subject to renewal for every 2 years
thereafter. PURC publish feed-in-tariff rates for energy generated from solar, wind,
small hydro, waste-to-energy, biomass technology and takes into account the type
of technology used, and the location of the generating facility.

2.2.5.1 Feed-in-tariff (FiT)

The feed-in-tariff rates which were gazetted by the PURC in 2016 serve as a cap
for the amount at which electricity from RE sources can be purchased. An indepen-
dent power producer (IPP) looking to sell power must sign a PPA with the off-taker
(distribution utility or bulk customer) and the rate must not exceed that of the
gazetted FiT rate. According to the private institutes, the FiT serves as a form of
motivation but no one has benefitted from it, both those connected to the grid and
individual photovoltaic (PV) users in the country. The policy does not work to the
advantage of individual solar PV users but for those connected to the grid (but not
being paid). In addition, the government of Ghana is ready to sign an agreement to
pay FiT of 10 cents/kWh or below, but not above 10 cents/kWh—this is a new
recommendation to generators to sign a PPA and invest in various RE (2016 FiT rate
are more than 10 cents/kWh for RE technologies in Ghana). Investors are however
not convinced with the change of the FiT rates—which has being one of the moti-
vations of RE generators.
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2.2.5.2 Net metering scheme

The net metering scheme was piloted by the energy commission in 2015 with 33
being installed. The scheme was gazetted by the PURC with the Electricity Com-
pany of Ghana (ECG) and NEDCo being implementing agencies. However, in 2017,
the piloted project failed due to technical and financial challenges faced by the
utility but the private institutes identified the problem as financial but not technical.
The stakeholder agencies are working to find solutions to fully implement the
scheme. However, RE school of thought argued that some energy institutions see no
need to reward renewable energy generators, hence, failure to implement the
scheme.

2.2.5.3 Renewable energy funds

In the past and present, various funding options have been employed to finance
RE projects in Ghana. It includes loan financing, on-lending financing which will be
used to create market including RE and energy efficiency interventions. The gov-
ernment has established the Ghana Renewable Energy Risk Capita (GRERC) as a
financial instrument which seeks to assure project financiers and investor commu-
nity to invest in RE with focus on small and medium-sized enterprises (SMEs) and
domestic green projects. However, no RE community has benefited under the
GRERC. Similarly, the government of Ghana for the past years has encountered
failed projects such as the Ape Bank Project with support from the World Bank
which was to install solar mini-grids in rural communities but the communities
failed to pay back.

2.2.5.4 Renewable energy purchase obligations

Guidelines for the renewable energy purchase obligation (REPO) which man-
dates bulk customers to purchase its electricity from RE sources, has not yet been
finalised. Per the RE act, electricity can be sold ONLY to either distribution utilities
or bulk customers. In Ghana, there are 2 distribution utilities namely ECG (South-
ern sector) and NEDCo (Northern sector). Currently, the percentage of electricity
being generated by RE sources and fed into the grid is from the 20 MW solar PV
plant developed by BXC Company Limited, 100 kW waste-to-energy plant by Safi
Sana Ghana Ltd. and 2.5 MW solar PV plant developed by VRA. BXC and Safi Sana
have Power Purchase Agreements (PPAs) with ECG and the power generated by
the 2.5 MW solar plant are supplied to NEDCo. According to the private institu-
tions, the percentage of renewables sold are however not known to them. They
argue that since the production is in small quantity, the percentage might be small.

2.3 Barriers to renewable energy development

Barriers to renewable energy developments have been identified as, inter alia,
economic and financial, market, technical and network, policy regulatory frame-
work, over-dependency on a centralised grid, and dependency on fossil fuel
resources.

2.3.1 Cross-cutting barriers

Existing literature also identified more than one barrier to renewable energy
development [1]. These barriers have been grouped under cross-cutting barriers.
These include the interconnection of renewable energy barriers of financial,
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network, market, awareness, stakeholders’ disengagement, socio-cultural beliefs,
policy regulatory framework, over-dependency on fossil fuel resources.

Verbruggen et al. [22] in their study investigated the interconnection of factors
affecting renewable energy supplies which pointed out that cost and prices of
energy goods and services provided have effects on its development. They proposed
a potentially unified taxonomy regarding policy driven as a whole. Mezher et al.
[23] pointed out that not only climate change and fossil fuel consumption are the
main drivers to renewable energy resource exploitation but the high cost of RE
technology. Economic and political interference were also identified as barriers to
renewable power generation and suggested that there should be a mixed imple-
mentation of feed-in-tariff and quota systems for the United Arab Emirates to meet
its set target [23].

Bensah et al. [24] demonstrated that financial and market barriers could be
removed through the provision of grants, soft loans, the flexible financial scheme as
well as organising awareness and training programs. Notwithstanding the barriers
such as market, technical, regulatory, social and environmental contributions to its
development [25], consultation of various institutions on policy implementation,
tax exemption, credit facilities, and incentive-based mechanism could minimise
financial and market challenges. Although Ghana is endowed with renewable
energy sources, exploitation of these sources for electricity generation is relatively
low. Gyamfi et al. [15] further highlighted five main barriers to renewable energy
utilisation, such as (1) technical—which includes trained personnel, voltage fluctu-
ations (2) social (3) environmental (4) economics, and (5) policy. Kemausuor et al.
[26] identified extra three main barriers such as (6) inadequate access to modern
energy services, (7) inadequate information and awareness—fear on the part that
the project might fail and (8) Stakeholders’ involvement.

Bensah et al. [24] also conducted a survey that presented the various findings of
Ghana’s renewable energy policies in conjunction with China’s renewable energy
policy and the factors that constrain the development and the deployment of the
various stakeholders. Their study concluded that poor financing of renewable energy
investments, lack of affordability of renewable energy systems, cumbersome licenc-
ing processes, challenges with enabling instruments for RE investment, and unbal-
anced emphasis on on-grid RE systems. Bensah et al. [24] stated that one of the
driving forces of access to renewable energy technology is inadequate modern energy
services. Although with the high rate of electricity access, there are still a huge
number of off-grid communities in the country as well as the high dependence on
charcoal and wood fuels, renewable energy market size, high-interest rate to finance
RE projects, among others, are the main obstacles of renewable technology transfer in
Ghana. Even so, renewable energy sources do not only provide energy to the society
but help in the reduction of massive indoor pollution from biomass resources [27],
hence, a contribution to health improvement. Therefore, a solution that minimises
the barriers to renewable energy production and consumption should be a country’s
priority. In addition, barriers to industrial energy efficiency improvements in some
developing countries are more noticeable due to factors such as, inter alia, weak
energy policy framework, financial constraints, and weak information systems.

3. Methodology

This chapter utilised both primary and secondary data. Purposive sampling tech-
nique was used to select key scientific publications and experts that have key knowl-
edge in the field. Data were obtained from published articles and non-published
papers, reports that include relevant renewable energy policy documents,
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questionnaires and interviewing of stakeholders namely public institutions, renew-
able energy private companies, universities and owners of solar rooftop installations.

To analyse the information on the implementation of RE policies, the following
equation was applied and the summary of the methodology is presented in Figure 2.

n
N

∗ 100% (1)

Country Economic aspect

Morocco Has the largest solar plants in the world and made
improvement in their renewable energy sector

Inflation rates: 1.6%

Steady interest rate: 2.25%

Government taxes: 10–15%

South Africa Largest wind installed capacity (1053 MW) in
Africa (2015)

Inflation rate: 4.4%

Steady interest rate: 6.5%

Government taxes: 21–28%

Ghana Inflation rate: 15%

Interest rate: 30%

Government taxes: 25% and above

Source: [26–29].

Table 2.
Reasons for the choice of countries.

Figure 5.
Summary of research methodology.
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where n represents the number of respondents who agreed policies are not
implemented and N is the sample size, expressed as a percentage.

3.1 Renewable energy indicators

For business purposes, one needs to take into account the interest rate, inflation
rate, exchange rate, and government taxes. These indicators are useful to examine a
country’s business environment. In the case of RE generator, other indicators are
incorporated to assess the market attractiveness and these include; policy incentives:
net metering scheme, feed-in-tariff, RE funds, renewable energy purchase obliga-
tion, and economics aspects: interest rate, government taxes, and inflation rate.

Table 2 shows the reasons for the choices of countries made for the comparative
analysis between South Africa, Ghana and Morocco while Figure 5 presents a
summary of the methodology employed.

4. Results and discussion

The results of this chapter identified two major issues encountered in Ghana’s
renewable energy sector. These problems have been identified as:

1. Policy implementation affecting grid and off-grid solar PVgenerators inGhana and

2. Barriers to renewable energy development in Ghana

4.1 Summary response on policy implementation issues identified by the
stakeholders

Table 3 shows the views from stakeholders regarding RE development and
policy implementation issues in Ghana.

4.2 Policies on renewable energy incentives in Ghana

The ECG is in charge of net metering implementation in Ghana and the payment
of FiT for the Southern sector while the Volta River Authority (VRA) is in charge of
paying feed-in-tariff for the Northern Sector. The Government of Ghana (GoG) is
the main body responsible for the implementation of RE funds. There is no meter
for calculating excess power fed into the grid, since feed-in-tariffs are currently not
in operation because of the poor management of the scheme, although rates are
published by the PURC every 2 years. Figure 6 shows the policy incentives and the
bodies responsible for implementation.

Policy implementation instruments

Stakeholders Net metering Feed-in-tariff RE funding RE purchase obligation

Lecturers � � � Quantity unknown

RE private companies � � � Quantity unknown

State � ✓ � Small amount

Individual PV users � � � Not aware

�: not implemented, ✓: implemented.

Table 3.
Stakeholders response on policy instruments.
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4.3 Barriers identified by the stakeholders

The main policy implementation issue affecting renewable energy development
in Ghana is the non-implementation of the Net Metering Scheme whereas the main
barrier identified is attributed to the RE policies in Ghana. Figure 7 shows the
barriers identified by the Stakeholders whiles Table 4 shows the percentage level of
implementation issues affecting the grid and off-grid RE generators.

Figures 8 and 9 further explain Table 4.
The RE policies are not attractive to generators who generate excess power and

feed into the national grid (i.e. there is no cash reward for injecting excess power
into the grid, however, the government gets the benefit from the excess power fed
charge into the grid). The implementation of the net metering scheme has been
ineffective since it was passed in 2012. Thus, connecting to the national grid has
become problematic—since there are no incentives for onsite power generators and
the slow rate of passing legislation to back the initiative. This in effect hampers the
financial status of grid-connected system developers.

Figure 6.
Ghana’s renewable energy policy incentives and implementing bodies.

Figure 7.
Renewable energy barriers identified by the stakeholders.
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4.4 Evaluation of renewable energy and energy efficiency policies in Ghana

In recent years, the country has been battling with energy crisis (i.e. frequent
power outages) mainly attributed to the over-reliance on hydropower generation
due to variability in rainfall patterns affecting water levels [30]. Measures were put
in place to reduce energy consumption through energy management practices that
were implemented across the country. Equally, renewable energy and energy effi-
ciency policies have been in existence for a decade, purposely to help increase the
percentage share in the national energy mix and diversify power generation from
hydro sources coupled with energy efficiency measures. Table 5 shows the areas
covered by Ghana’s renewable energy policies. The country has set policy instru-
ments to match the policy objectives. In addition to the policy instrument, measures
and activities were outlined to achieve the goals of the policy to increase the
development of renewable energy technologies in the country. The various policies
include laws and regulations that govern the sector.

4.4.1 Evaluation of renewable energy policies in Ghana

Table 6 shows the achievements of the various RE targets set in Ghana.

Figure 8.
Graph representing non-implementation level of renewable energy policy incentives in Ghana.

Figure 9.
Graph representing the percentage level of renewable energy barriers in Ghana.
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4.4.2 Evaluation of energy efficiency policies in Ghana

Table 7 shows the achievements of the energy efficiency targets set in Ghana.
With RE targets, and the different activities and measures carried out, only

22.6 MW of grid-connected RE plants have been constructed in Ghana. Although
there are good wind, solar, and mini-hydro resource potentials, these resources
have not been utilised to expectation [32–34]. In addition, all efforts made to boost
the RE market in Ghana have not yielded much. The Government of Ghana, on the
other hand, has not fully funded RE projects although the government has facili-
tated other energy efficiency projects. The Government of Ghana has in 2018, laid
aside $230 million to cushion private companies for the development of off-grid and
mini-grids across the country but the funds are yet to be released [35].

4.5 Comparative analysis: renewable energy policies in South Africa, Morocco,
and Ghana

A comparative analysis was carried out to compare Ghana’s RE policies and their
targets to Morocco and South Africa’s RE policies and targets. Morocco and South
Africa have increased their renewable energy sector capacities, hence, we

Energy

policies

RE policy objectives Regulations Activities

Strategic
national energy
plan, (2006–
2020)

Increase the share of RE up to 10%
and universal access by 2020
(later changed to 10% by 2030)
Promotes energy efficiency and
conservation

Energy
efficiency
standards
and labelling
Energy
management
scheme

Standards and labelling
programmes, e.g. enforcing
standards for room air
conditioners and CFLs, ensuring
energy management practices,
building codes, energy audits,
load management programmes

National energy
policy, 2010

Increase the proportion of
renewable energy in the total
national energy mix by 10% by
2020 (later changed to 10% by
2030)
Promote energy efficiency and
conservation in the country

Activities

Encourage the use of clean cooking alternatives
such as efficient cookstoves
Use of efficient appliances such as refrigerators,
CFLs, LEDs

Energy sector
strategy and
development
plan, 2010
Sustainable
energy for all
(SE4All), 2012

Increase the percentage of
renewable in the total national
energy mix and its efficient use
Universal access to electricity to
islands and riversides
communities in Ghana

Activities

To encourage the development of renewable
energy technologies
Provision of tax incentives on the importation of
RE devices
Promote off-grid and mini-grids electrification
projects
Solar street lightings
Solar lantern project
Clean cooking solutions

Renewable
energy act,
2011

Ensure the development,
management, utilization,
sustainability and adequate supply
of renewable energy for the
generation of heat and power

Policy instruments

Net metering
Feed-in-tariff
RE funding
Purchase obligations

Source: [14, 19].

Table 5.
An overview of renewable energy and energy efficiency policy in Ghana.
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investigated what these two countries have done to increase their RE market and
what Ghana can learn from their achievement. The Government of Morocco has
instituted regulations and laws to promote the utilisation of renewable energy—
institutions have been commissioned to manage and promote renewable energy
investments [36]. In 2008, the National Renewable Energy and Energy Efficiency
Plan were launched to achieve 42% of its energy from renewable sources by 2020
and 52% by 2030 [37]. Feed-in-tariff rates in Morocco are not fixed but an agree-
ment of the rates is between the power producer and the government (Figure 10).

To promote renewable energy technologies in Morocco, the country set com-
petitive bidding in 2006 to issue certificates to renewable energy generators which
allowed them to commission a minimum of 10 MW plant from wind and other

Evaluation of renewable energy policies

Energy policies Targets Achievements Analysis

Strategic
national energy
plan (2006–
2020)

10% of power generated
from renewables by
2030 in the national
energy mix

0% renewable energy as of
2010

No incentives for RE
promotion, no projects to
accelerate the RE
development
Heavily dependence on
hydro dam 54.4% (2013)

National energy
policy 2010

10% of power generated
from renewables by
2030 in the national
energy mix

0% renewable energy as of
2010

Heavily dependence on
the source of hydro dam
and thermal

Energy sector
strategy and
development
plan 2010

Provision of tax
incentives on the
importation of RE
devices
10% of power generated
from renewables by
2030 in the national
energy mix

The tax incentive was
removed
0% renewable

Due to wrong
importation of devices

Renewable
energy act 2011,
act (832)

10% of power generated
from renewables by
2030 in the national
energy mix
Implementation of the
RE policy instrument

0% of renewables as of 2012 Non-implementation of
RE incentives
Unfavourable RE
environment to
generators

Sustainable
energy for all
action plan 2012

Off grid and mini-grids
electrification projects
10% of power generated
from renewables by
2030 in the national
energy mix

6 mini grid monitored, 3 mini
grid was constructed as of
2015
16 wind and 23 mini hydro
assessed as at 2015
2.5 MW solar accounting to a
0.11% of renewables as of
2013 and 22.6 MW (0.5%) as
of 2015

No renewables till 2012
No wind power till date
No mini hydropower
constructed
Unavailability of funding
options
Only <1% renewables
achieved after a 9-year
period of RE policies
(2006–2015)
Policies unattractive to
some energy Institutions
Unfavourable policies to
generators

Source: [13, 15, 18, 30, 31].

Table 6.
Evaluation of renewable energy achievements in Ghana.
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renewable energy sources [38]. The 10 MW bid was then increased to 50 MW in
2009, thus, investors were allowed to construct RE plants of 50 MW. This led to
financial constraints on the part of the local renewable energy companies to fund
the 50 MW projects. As of 2018, the country generated �34% of its electricity from
renewables [39]. In addition to the efforts made, the government of Morocco has
funded its RE sector with $40 billion to help achieve its goal by 2030 [40].

In South Africa, the integrated resource plan (2010) set a target to generate
17.8 GW (9%) of electricity from renewables by 2030 [41], which has 5.2 GW of
renewables as of 2016—contributing 3% of installed electricity capacity [42]. Com-
petitive bidding was issued to investors and a private body was commissioned to
oversee the bidding process for RE sector procurement, an effort attributed to the

Evaluation of energy efficiency policies in Ghana

Energy

policies

Target Achievements Analysis

Strategic
national
energy plan
(2006–2020)

Reduce wood intensity of
charcoal production from 6–5:1
to 4:1 in forest zone and 4:1 to
3:1 in savannah zone by 2015
Reduction in traditional
biomass from 60 (2006) to
50% by 2015

Charcoal
consumption
917 (2007)–1210 ktoe
(2015)
24.2% increment
within 8 years
69% of biomass
consumed as of 2016

Target not met
Increase in population
growth
Increase LPG especially 2011
(30,000,000 MMBtu) (free
distribution of gas cylinders,
subsidizing of LPG to wood
fuel)
Impacts: demand for LPG
increased; increase import
Effects: a switch to biomass

National
energy plan
2010

Use of efficient appliances such
as refrigerators, CFLs, LEDs

CFLs and LEDs 20%
in 2007, 79% in 2009
Incandescent: 68% in
2007, 3% in 2009
Some population still
uses inefficient
refrigerator although
(32,257 recycled)
[12]

Target met
Almost all households in
Ghana use these efficient
lamps
A reduction in peak power
electricity demand of 200–
220 MW (2009)
Target still in progress

Energy sector
strategy and
development
plan 2010

Ensure the efficient use of
wood fuels to reduce
deforestation

There has been an
increase in biomass
consumption

Target not met

Sustainable
energy for all
action plan
2012

Install solar street lightings,
solar lantern project

A number of the
street solar lantern
has been installed in
the cities
200 each solar
lantern distributed as
of 2013 and 2017

Target in terms of (% cannot
be determined). More of the
street lighting project needs
to be expanded to towns and
villages
Will help reduce subsidise on
kerosene
Projects ongoing

Other efficiency project
Solar rooftop programme
20,000 solar panels to
households

1,006 units of solar
panels distributed
since its
implementation

Target has not yet been met
The problem from the service
provider (energy
commission)/from the
government of Ghana

Source: [12, 27, 29, 31].

Table 7.
Evaluation of energy efficiency achievements in Ghana.
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Renewable Energy Independent Power Producer Procurement Programme
(REIPPPP) launched in 2011. Financially, an investment of $100 million in 2011, $5.7
billion in 2012, $4.5 billion in 2013 [43] with a capacity of 3922 MW were injected to
the various renewable energy technologies—making South Africa one of the coun-
tries with clean energy investments [44, 45]. To add up to the investment plan, the
country set high FiT rates of 26, 15.6, and 46 Eurocent/kWh for solar, wind and
concentrating solar power technologies. Renewable energy users are reported to have
received a drastic subsidy on RE utilisation. Net metering in South Africa works for
customers connected to Eskom medium-voltage and large power [46].

Comparing Ghana with Morocco and South Africa, the rate at which Morocco
has increased its electricity generation from renewables is higher than that of South

Figure 10.
Comparative analysis of RE in Ghana with Morocco and South Africa.

Instruments Country

South Africa Morocco Ghana

Feed-in-tariffs Present Agreement between the
generator and the
government

Present (poorly
implemented)

Net metering scheme Present (grid)
For customers connected on
Eskom medium voltage and
power

Absent
Generators allowed up to
20% annually

Absent

Renewable energy
funds

In a form of Investment
through bidding

Present
Government funds and
competitive bidding

Competitive
bidding

Renewable energy
purchase obligation
(REPO)

Present Present
Excess purchased by
ONE

Present
Purchase by the
distributor and/
transmitter

Source: [32, 37, 40, 47].

Table 8.
Summary on comparison analysis in South Africa, Morocco and Ghana.
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Africa. Although the percentage increased from 4% in 2009 to 34% in 2017, a
massive 30% increment within a period of 8 years was attained. This indicates that
Morocco will achieve its remaining 20% target by 2030—if the same pace of RE
development is followed. For the case of South Africa, though the generation of RE
has been slower than Morocco over the last 10 years, however, their performance
could be labelled as good with respect to the three countries. Referring to Ghana’s
situation, the various incentives instituted for renewable energy generators have
not been implemented, except that the feed-in-tariff is under implementation for
RE connected to the grid—creating challenges in terms of fee payment. Thus, the
policies are present, but the implementation is poor. In addition to the efforts made,
the government of Ghana has made plans for competitive bidding for renewable
energy generators. Currently, the country has held two bids and the power plants
are yet to be constructed. The lesson from Morocco and South Africa mean that
Ghana would have to fund its renewable energy sector and set a private body to
supervise the bidding process as well as increase the FiT rate to attract investors.
The summarised renewable energy comparison analysis is shown in Table 8.

5. Conclusion

Renewable energy resources such as wind, hydro, solar, and biomass abound in
Ghana—with policies developed to harness these resources. Policy interventions
and energy efficiency measures have been instituted to achieve the objectives of
increasing power generated from renewable sources by 10% in 2030. Despite the
numerous attempts, these interventions have been slow in execution, notably, the
percentage share of installed grid-connected renewable energy is �0.5%. The prin-
cipal cause is attributed to energy institutional bodies responsible for implementing
the policies, for they envisage it as unattractive and will lose revenue to the renew-
able energy generators. Likewise, the various incentives instituted for renewable
energy generator have not been executed, and the proposed feed-in-tariffs have
encountered challenges in fee payment and low tariff rates criticised by investors.
Drastic action is required to encourage more renewable energy deployment by
responsible institutions. Pushing for solar photovoltaic alone would not necessarily
increase the percentage share and diversification of supply, but the incorporation of
other energy technologies like wind and bioenergy in the energy portfolio.

Conflict of interest

Authors declare no conflict of interest.

80

Renewable Energy - Resources, Challenges and Applications



Author details

Margaret Adobea Oduro1, Samuel Gyamfi2, Samuel Asumadu Sarkodie3*
and Francis Kemausuor4

1 Pan African University Institute of Water and Energy Sciences (Including Climate
Change), Algeria

2 University of Energy and Natural Resource, Sunyani, Ghana

3 Nord University Business School (HHN), Bodø, Norway

4 Kwame Nkrumah University of Science and Technology, Ghana

*Address all correspondence to: asumadusarkodiesamuel@yahoo.com

©2020TheAuthor(s). Licensee IntechOpen.Distributed under the terms of theCreative
CommonsAttribution -NonCommercial 4.0 License (https://creativecommons.org/
licenses/by-nc/4.0/),which permits use, distribution and reproduction for
non-commercial purposes, provided the original is properly cited. –NC

81

Evaluating the Success of Renewable Energy and Energy Efficiency Policies in Ghana…
DOI: http://dx.doi.org/10.5772/intechopen.88278



References

[1]Owusu PA, Sarkodie SA. A review of
renewable energy sources, sustainability
issues and climate change mitigation.
Cogent Engineering. 2016;3(1):1167990

[2] IRENA. Evaluating Policies in
Support of the Development of
Renewable Power. 2012. Available from:
https://www.irena.org/-/media/Files/
IRENA/Agency/Publication/2012/
Evaluating_policies_in_support_of_
the_deployment_of_renewable_power.
pdf [Accessed: 20 May 2019]

[3] IRENA. Global Energy
Transformation: A Roadmap to 2050.
Abu Dhabi: International Renewable
Energy Agency. 2018. Available from:
https://www.irena.org/-/media/Files/
IRENA/Agency/Publication/2018/Apr/
IRENA_Report_GET_2018.pdf
[Accessed: 20 May 2019]

[4] Klein A et al. Evaluation of Different
Feed-in Tariff Design Options: Best
Practice Paper for the International
Feed-in Cooperation. Germany: Energy
Economics Group & Fraunhofer
Institute Systems and Innovation
Research; 2008

[5] Böcher M. Forest policy and
economics a theoretical framework for
explaining the choice of instruments in
environmental policy. Forest Policy and
Economics. 2012;16:14-22

[6] Bergek A, Berggren C. The impact
of environmental policy instruments
on innovation: A review of energy
and automotive industry studies.
Ecological Economics. 2014;106:
112-123

[7] Eurosai. Market Based Instruments in
Environmental Protection ISSAIs of
Environmental Auditing. 2016.
Available from: https://www.
eurosaiwgea.org/meetings/Documents/
14%20AM/14AM_report_0602.pdf
[Accessed: 20 May 2019]

[8] Schmitt S, Schulze K. Choosing
environmental policy instruments: An
assessment of the ‘environmental
dimension’ of EU energy policy.
European Integration Online Papers.
2011;15(1):1-27

[9]Niles MT, Lubell M. Integrative
frontiers in environmental policy theory
and research. Policy Studies Journal.
2012;40:41-64

[10] Stavins RN. Experience with
market-based environmental policy
instruments. In: Handbook of
Environmental Economics. Vol. 1.
Amsterdam: Elsevier; 2003. pp. 355-435

[11] Energy Commission of Ghana.
Energy Supply and Demand Outlook for
Ghana. 2017. Available from: http://
www.energycom.gov.gh/planning/data-
center/energy-outlook-for-ghana?
download=76:energy-outlook-for-
ghana-2018 [Accessed: 20 May 2019]

[12]UNDP. In Ghana, a Victory in
Energy Efficiency. 2012. Available from:
https://www.undp.org/content/undp/
en/home/ourwork/ourstories/in-ghana–
a-victory-for-energy-efficiency.html
[Accessed: 20 May 2019]

[13]Gboney W. Policy and regulatory
framework for renewable energy and
energy efficiency development in
Ghana. Climate Policy. 2009;9(5):
508-516

[14] Energy Commission of Ghana.
Electricity Supply Plan for Ghana. 2017.
Available from: http://energycom.gov.
gh/files/2017%20Electricity%20Supply
%20Plan%20-%20Final%20Report.pdf
[Accessed: 20 May 2019]

[15]Gyamfi S, Modjinou M, Djordjevic
S. Improving electricity supply security
in Ghana: The potential of renewable
energy. Renewable and Sustainable
Energy Reviews. 2015;43:1035-1045

82

Renewable Energy - Resources, Challenges and Applications



[16] VRA. Power Generation: Fact &
Figures. 2017. Available from: https://
www.vra.com/resources/facts.php
[Accessed: 20 May 2019]

[17] Energy Commission of Ghana.
Energy Supply and Demand Outlook for
Ghana. 2018. Available from: http://
www.energycom.gov.gh/planning/data-
center/energy-outlook-for-ghana?
download=76:energy-outlook-for-
ghana-2018 [Accessed: 20 May 2019]

[18]Ministry of Energy. Strategic
National Energy Plan, Main Report
(2006–2020). 2006. Available from:
http://www.energycom.gov.gh/files/
snep/MAIN%20REPORT%20final%
20PD.pdf [Accessed: 20 May 2019]

[19]Ministry of Energy. National Energy
Plan, 2010-Final Report. 2010. Available
from: http://www.petrocom.gov.gh/
assets/national_energy_policy.pdf
[Accessed: 20 May 2019]

[20] Appiah FK. Background to the
Renewable Energy Act. 2015. Available
from: http://wacee.net/Home/
Documents/Implementing-the-
Renewable-Energy-Act.aspx [Accessed:
20 May 2019]

[21] Energy Commission of Ghana.
National Energy Statistics 2005–2014.
2015

[22] Verbruggen A et al. Renewable
energy costs, potentials, barriers:
Conceptual issues. Energy Policy. 2010;
38:850-861

[23]Mezher T, Dawelbait G, Abbas Z.
Renewable energy policy options for
Abu Dhabi: Drivers and barriers. Energy
Policy. 2012;42:315-328

[24] Bensah E, Kemausuor F, Antwi E,
Ahiekpor J. China-Ghana South-South
Cooperation on Renewable Energy
Technology Transfer: Identification of
Barriers to Renewable Energy
Technology Transfer to Ghana. 2015.

Available from: https://info.undp.org/
docs/pdc/Documents/CHN/ProDoc%20-
%2091276.pdf [Accessed: 20 May 2019]

[25] Painuly JP. Barriers to renewable
energy penetration: A framework for
analysis. Renewable Energy. 2001;24:
73-89

[26] Kemausuor F, Obeng GY, Brew-
Hammond A, Duker A. A review of
trends, policies and plans for increasing
energy access in Ghana. Renewable and
Sustainable Energy Reviews. 2011;15(9):
5143-5154

[27] Pegels A. Renewable energy in
South Africa: Potentials, barriers and
options for support. Energy Policy.
2010;38(9):4945-4954

[28] Santander. Morocco: Tax System.
2018. Available from: https://en.portal.
santandertrade.com/establish-overseas/
morocco/tax-system [Accessed: 20 May
2019]

[29] Van Buskirk R, Ben Hagan E, Ofosu
Ahenkorah A, McNeil MA. Refrigerator
efficiency in Ghana: Tailoring an
appliance market transformation
program design for Africa. Energy
Policy. 2007;35(4):2401-2411

[30] Sarkodie SA, Owusu PA. A review
of Ghana’s energy sector national energy
statistics and policy framework. Cogent
Engineering. 2016;3(1):1155274

[31] Alberini A, Segerson K. Assessing
voluntary programs to improve
environmental quality. Environmental
and Resource Economics. 2002;22:157-184

[32] Asumadu-Sarkodie S, Owusu PA.
The potential and economic viability of
solar photovoltaic power in Ghana.
Energy Sources, Part A: Recovery,
Utilization, and Environmental Effects.
2016;38(5):709-716

[33] Sarkodie SA, Owusu PA. A review
of Ghana’s solar energy potential. AIMS
Energy. 2016;4(5):675-696

83

Evaluating the Success of Renewable Energy and Energy Efficiency Policies in Ghana…
DOI: http://dx.doi.org/10.5772/intechopen.88278



[34]Asumadu-Sarkodie S,OwusuPA.The
potential and economic viability of wind
farms in Ghana. Energy Sources, Part A:
Recovery, Utilization, and Environmental
Effects. 2016;38(5):695-701

[35] Graphic.com.gh. Govt Earmarks
$230m for Renewable Energy Project.
BusinessGhana. 2018. Available from:
https://www.businessghana.com/site/
news/general/162735/Govt-earmarks-
230m-for-renewable-energy-project
[Accessed: 20 May 2019]

[36] Leidreiter A, Boselli F. 100%
Renewable Energy: Boosting
Development in Morocco. 2015.
Available from: https://www.
worldfuturecouncil.org/wp-content/
uploads/2016/01/WFC_2015_100_
Renewable_Energy_boosting_
Development_in_Morocco.pdf
[Accessed: 20 May 2019]

[37]Moulin S. Renewable energy in
Morocco. In: Road to Rio+20 a Dev.
Green Econ. 2011. pp. 83-87

[38]Haas R, Resch G, Panzer C, Busch S,
Ragwitz M, Held A. Efficiency and
effectiveness of promotion systems for
electricity generation from renewable
energy sources—Lessons from EU
countries. Energy. 2011;36(4):2186-2193

[39]Abdelbari R. Business Opportunities
Report for Morocco’s Renewable Energy
Sector. 2018. Available from: https://
www.rijksoverheid.nl/binaries/rijksove
rheid/documenten/rapporten/2018/06/
01/business-opportunities-report-for-
morocco%E2%80%99s-renewable-
energy-sector/business-opportunities-
report-for-morocco%E2%80%99s-
renewable-energy-sector.pdf [Accessed:
20 May 2019]

[40]Morocco World News. Morocco to
Invest USD 40 Billion in Energy Sector
by 2030. 2018. Available from: https://
www.moroccoworldnews.com/2018/
02/240667/morocco-to-invest-usd-40-
billion-in-energy-sector-by-2030/
[Accessed: 20 May 2019]

[41]OxfordBusinessGroup. SouthAfrica’s
Push for Renewables. 2016. Available
from: https://oxfordbusinessgroup.com/
news/south-africa%E2%80%99s-push-
renewables [Accessed: 20May 2019]

[42] Power Africa. South Africa Power
Africa Fact Sheet. 2007. Available from:
https://www.usaid.gov/sites/default/files/
documents/1860/South_Africa_-_
November_2018_Country_Fact_Sheet.
pdf

[43] Baker L. The evolving role of finance
in South Africa’s renewable energy
sector. Geoforum. 2015;64:146-156

[44] Eberhard A, Kolker J, Leigland J.
South Africa’s Renewable Energy IPP
Procurement Program: Success Factors
and Lessons. Washington DC, USA:
PPIAF; 2014. pp. 1-56. Available from:
https://openknowledge.worldbank.org/
bitstream/handle/10986/20039/
ACS88260WP0P1482120
Box385262B00PUBLIC0.pdf [Accessed:
20 May 2019]

[45] Suryapratim R, Tsidiso D, Sheila K.
Clean Energy Investment in Developing
Countries: Domestic Barriers and
Opportunities in South Africa.
International Institute for Sustainable
Development. 2010. Available from:
https://www.iisd.org/pdf/2009/bali_2_
copenhagen_rsacase.pdf [Accessed: 20
May 2019]

[46] Eskom. Connection of Small-Scale
Renewable Generation to Eskom’s
Network Background (Customer Small-
Scale Renewable Generation). 2016.
Available from: http://www.eskom.co.
za/Whatweredoing/Documents/
CustBulletinSPU.pdf [Accessed: 20 May
2019]

[47] Energy Commission. Final Report-
CFL Exchange Programme Impact
Assessment. 2009. Available from:
http://www.energycom.gov.gh/files/
CFL%20Report%20final.pdf [Accessed:
20 May 2019]

84

Renewable Energy - Resources, Challenges and Applications



Chapter 5

Energy Policy Decision in the
Light of Energy Consumption
Forecast by 2030 in Zimbabwe
Remember Samu, Samuel Asumadu Sarkodie,
Murat Fahrioglu and Festus Victor Bekun

Abstract

Sustainable energy, environmental protection, and global warming are the most
discussed topics in today’s world. Demand forecasting is paramount for the design
of energy generation systems to meet the increasing energy demand. In this chap-
ter, an examination of the causal nexus between energy consumption, total popula-
tion, greenhouse gas emissions, and per capita GDP was carried out to forecast
Zimbabwe’s energy consumption by 2030. A time series data from 1980 to 2012
were employed alongside econometric techniques to explore the causal relationship
among the variables under review. The stationary test revealed the integration of all
the data series of interest of order one � I(1). The autoregressive integrated moving
average (ARIMA) model forecasted Zimbabwe’s 2030 energy demand around 0.183
quadrillion Btu as against the current 0.174 quadrillion Btu. The empirical finding is
indicative for policy- and decision makers who design the energy policy framework
geared towards achieving the universal access to modern energy technologies in
Zimbabwe.

Keywords: energy demand, energy policy, forecasting, greenhouse gas emissions,
ARIMA, Zimbabwe

1. Introduction

The mitigation of global warming, climate change, and environmental pollution
(especially greenhouse gas emissions) has been in the mainstream discussions
among environmental specialist and practitioners globally. Toxic greenhouse gas
emissions, especially carbon dioxide that constitutes a larger percentage of atmo-
spheric emissions, have a long-term effect on climate change. Agricultural activi-
ties, both on large and small scales; the generation, transmission, distribution, and
consumption of energy; and many other human-influenced activities have been
reported to be the major causes of high carbon dioxide emissions globally. Zimba-
bwe has suffered a rapid increase in energy demand mainly due to economic growth
and population growth. There has been an insufficient supply of electrical energy—
as of 2014, �7.25 million out of 14.6 million [1], representing 50% of Zimbabwe’s
population which lacked access to basic electrical energy and its related services.
The deficit in electrical energy demand saw Zimbabwe importing almost 35% of its
demand [2, 3]. The consumption rate has been growing rapidly, and the current
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generation technologies are unable to meet this increasing demand. Based on the
available fact, there is an urgent need to exhaust all the possible electricity genera-
tion technologies to achieve 100% connectivity.

Due to the relationship between human development and access to energy,
Zimbabwe is currently categorized among the countries with low human develop-
ment (i.e. an index of 0.49) [4]. With a very low life expectancy at birth of
33.5 years as of 2002, Zimbabwe has a low GDP per capita of US$ 2400 [4] and 0.92
metric tonnes as a value for the carbon dioxide emissions per capita [5].

It is of paramount importance that an investigation is done to ascertain the
causal nexus between population, greenhouse gas emissions, energy consumption,
and GDP per capita and forecast Zimbabwe’s energy use by 2030. The energy
demand is highly driven by energy intensity (I), gross domestic product per capita
(GDPC), and total population (P). The total population is highly related to the
development of social and cultural changes. The degree of development in
the economy is reflected by the GDPC, while the energy intensity is related to the
efficiency in the usage of energy by society [6].

In literature, a couple of noteworthy efforts on energy demand forecasting have
been made. Neural networks, regression models, Box-Jenkins models, and econo-
metric models are the most frequently applied techniques for energy forecasting
[7]. The constraints and applications of economic models were outlined by Finniza
and Baker in which they reviewed the alternative models and their applications for
strategic decisions, investment alternatives, and environment analysis [8].

An autoregressive integrated moving average (ARIMA) and spatial ARIMA
(ARIMASp) models are essential for forecasting environmental and non-
environmental-related variables. These projections include forecasts of electrical
energy demand and consumption, greenhouse gas emissions, economic growth, and
day-ahead forecast of electricity prices [9–13].

Demand forecasts can be categorized into short-, medium-, or long-term
depending mostly on the time frame of the forecast. The short-term demand fore-
casts vary depending on what variable is under investigation—from an hour-ahead,
a day-ahead, to week-ahead projections [13]. Short-term demand forecasting is
important for the economic cooperation and reliability of the power systems using
linear models [14]. A month-ahead forecasting can be categorized into medium-
term demand forecasting. Ref. [15] did a month-ahead demand forecasting for
Spain using two neural networks and concluded that the results were better than
those obtained using ARIMA models.

Demand forecasting can be in small, medium, or large location size. Ref. [16] did
a campus and a building electricity demand forecasting using different regression
models and compared the results from these models. In their conclusions, they
deduced that almost all the models performed well in the overall campus than load
forecasting of a single building.

There has been an extensive analysis of the causal nexus between energy con-
sumption and economic growth. In the seminal study of Kraft and Kraft [17], on the
relationship between energy use and gross national product using cointegration test
and Granger causality techniques, the empirical finding was inconclusive for that
prevailing study. The same study of Kraft and Kraft [17] was an invitation to
numerous studies in the energy consumption analyses as outlined in a variety of
studies [18–20]. However, the energy literature can be broadly classified into three
groups, namely, (a) the energy-led growth hypothesis [21, 22], which implies that
energy drives economic growth, (b) feedback hypothesis that infers that economic
growth stimulates energy consumption and vice versa, [23–25] and finally (c) the
neutrality hypothesis [26–28], in which there is a strong assumption that energy has
little or no impact on economic growth. However, there are very limited and
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sporadic literature documented regarding forecasting energy demand for sub-
Saharan Africa (SSA) especially Zimbabwe—which is one of the fastest-growing
economies in southern Africa.

As of recent, there are studies which include the empirical study by Sarkodie and
Owusu [29] on carbon dioxide emissions, economic growth, energy use, and popu-
lation interaction in a multivariate and causality framework, for the case of Ghana
from 1971 to 2013. In this study, their empirical result revealed a cointegration
relationship among all the series based on the vector error correction model
(VECM) and autoregressive distributive lag model (ARDL). Their study validated
the energy-induced growth hypothesis and the feedback hypothesis.

Furthermore, studies on energy forecasting in Spain precisely Asturias
conducted by [30] utilized a univariate ARIMA Box-Jenkins approach from 1980 to
1996. Their study unraveled an optimum forecast with minimal forecast error.
Similarly, for the case of Ghana, Sarkodie [31] estimated the electricity consump-
tion by 2030 via an ARIMA technique. Sarkodie’s [31] empirical study submitted
that Ghana energy consumption will increase from 8.52 billion kWh to 9.52 billion
kWh in 2030. Sarkodie’s [31] findings were indicative of policymakers, which
inform investments in energy infrastructure. The study also recommended the
increase in energy generation to match the projected demand. In addition, Sarkodie
and Owusu [32] investigated Nigeria energy use via forecast by 2030 using an
ARIMA and ETS approach from 1971 to 2030. The empirical evidence showed that a
1% increase in energy use had a direct impact on carbon dioxide emissions by 3%.
The ARIMA forecast prediction showed that energy use will increase from 975 kg in
2012 to 915 kg per oil equivalent by 2030.

In this chapter, a linear regression analysis is employed for the examination of
the causal relationship between the variables under study. A time series data from
1980 to 2012 acquired from World Data Atlas [33] were used. Statistical forecasting
models are then employed to project Zimbabwe’s energy use by 2030. Most impor-
tantly this chapter will give information on energy policies, planning, and manage-
ment of environmental pollution in order to minimize the effects of climate change
and forecast Zimbabwe’s energy demand and reduce the energy deficit the country
is currently facing.

This chapter is of paramount importance to Zimbabwe, as it will increase the
awareness of sustainable development and serve as a reference tool for integrating
climate change measures into energy policies, practices, and planning by the gov-
ernment. Based on the findings of this chapter, Zimbabwe may be able to model an
energy mix that will ensure 100% energy availability to all stakeholders. Zimbabwe
is not utilizing its renewable energy resources on a large scale [2, 3]. This chapter
will provide insights into how policymakers can incorporate the vast resources into
the energy portfolio to ensure increased connectivity by the year 2030. Section 2 of
the chapter briefly describes the methodology employed and the materials used.
Results and discussion are outlined in Section 3 of the chapter. Section 4 presents
the conclusions from the study, the energy policy implications, and possible rec-
ommendations for future studies.

2. Methodology

2.1 Data

The dataset employed in this present study consists of macroeconomic variables.
Seven macroeconomic variables recorded yearly from 1980 to 2012 were analyzed.
The data were retrieved from World Data Atlas [34]. These variables were then
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used to econometrically forecast the energy demand of Zimbabwe up to the year
2030. Time series data on total greenhouse gas emissions (kt of CO2 equivalent),
total carbon dioxide emissions (kt), total population (million), GDP per capita
(2010US$), total primary energy production (quadrillion Btu), total primary energy
consumption (Quadrillion Btu), and total electricity net generation (Billion kW
hours) were employed. The data utilized spans from 1980 to 2012. As a
preprocessing technique, missing values were imputed using MICE package in R
software. Linear regression analysis was then employed to examine the causal
relationship between these variables under investigation.

2.2 Model specification

The functional relationship among total greenhouse emission, total carbon
dioxide emission, total population, per capita GDP, total energy production,
total primary energy consumption, and total electricity net generation is based on
the works of Reference [31, 32, 35]. The functional forms can be represented as
follows:

Model A: ln TPEC = f (lnTGHC, lnTENG, lnTCO2, lnTPOP, lnPGDP, lnTPEP).
Model A will help us ascertain the impact of total energy consumption on other

explanatory variables:

lnTPECt ¼ αþ β1lnTGHCþ β2lnTENGþ β3lnTCO2 þ β4lnTPOP

þ β5lnPGDPþ β6lnTPEPþ εt

(1)

while model B seeks to verify the extent of CO2 emission on economic growth
and the impact of population growth.

Model B: lnTCO2 = f (lnPGDP, lnTPOP, lnTENG, lnTGHC, lnTPEC, lnTPEP).

lnTCO2 ¼ αþ β1lnPGDPþ β2lnTPOPþ β3lnTENGþ β4lnTGHC

þ β5lnTPECþ β6lnTPEPþ εt

(2)

where t is time trend, also α, β1,β2:…β6 are unknown coefficients of repressors,
and εt is the stochastic error term for the formulated models.

The empirical route of this study proceeds as follows: first, determination of the
order of integration of series; second, estimation of the ordinary least squares (OLS)
regression; and lastly, the forecast estimation.

2.3 Model estimation

Based on relevant studies [31, 32, 36] and our long-term forecasting using macro
variables, an autoregressive integrated moving average (ARIMA) and spatial
ARIMA (ARIMASp) models were utilized. These models are useful in forecasting
greenhouse gas emissions, economic growth and electrical energy demand, con-
sumption, and electricity prices [9, 10, 12, 32]. Some studies have utilized neural
networks for a medium-term demand forecasting and concluded that the results
were better than those obtained using ARIMA models [15]. Based on further analy-
sis of the data variables and available literature and resources, a suitable model will
be chosen for the continuation of this study. The ARIMA model [ARIMA (p. d, q)]
was conducted in this chapter given as
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φ Bð Þ∇dzt ¼ ϕ Bð ÞαtorZt ¼ ∑
p

i¼0
γZt�1 þ αt � ∑

q

k¼1
γiαt�k (3)

where

φ Bð Þ ¼ 1� φ1B� φ2B
2…� φkB

k (4)

3. Results and discussions

3.1 Descriptive statistical analysis

This section outlines the descriptive statistical analysis of the study variables.
Figure 1 displays the trend of the variables after data imputation. It is visible from
the trend that population increases rapidly, while the trend of GDP, total green-
house gas, and carbon dioxide emissions exhibits similar feature, but fluctuations
are observed in the trend of energy consumption.

Table 1 presents a summary of the descriptive statistical analysis of the study
variables. Further analysis of the parameters indicates that total population and
energy generation has long left tails (negative skewness), while CO2 emissions,
GDP, and energy consumption have long right tails (positive skewness). Total
primary energy production and total greenhouse gas emission exhibit a positive
skewness. Furthermore, energy production shows a leptokurtic distribution since
its excess kurtosis is greater than zero, while the rest of the variables have an excess
kurtosis less than zero, thus presenting a platykurtic distribution.

Grubbs’ test was then used to estimate outliers in the study variables. Evidence
from Table 2 reveals the highest values of all the variables, except total population,

Figure 1.
Plot of series in natural logarithm.
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are outliers. The Anderson-Darling test was done to test for the normality of the
data variables. Testing at a 5% significance level, the null hypothesis is rejected if
the p-value is less than or equal to 5%; hence, it can be concluded that the data do
not follow a normal distribution. However, if the p-value is greater than 5%, then
the test fails to reject the null hypothesis of normal distribution.

Table 3 presents the correlation matrix that exists between the variables.
The results of the correlation coefficient estimation show a positive significant

relationship between per capita GDP and the total population. Thus, this implies
that a higher population increases national income for the study country. Similarly,
negative association but significant relationship exists among PGDP and TENG as
well as TPEC but insignificant for TPEC and PGDP. This revelation implies that
energy intensity impedes economic growth at certain threshold validating the
environmental Kuznets curve hypothesis (EKC).

3.2 Anderson-Darling normality test

Table 4 shows that except GDP with a p-value greater than 5%, the entire
variables do not follow a normal distribution. It is therefore evident that we fail

Variable G U P-value Alternative hypothesis

GDP 2.0 0.9 0.4 Highest value 1084.21 is an outlier

Population 2.0 0.9 1 Lowest value 5.39 is an outlier

CO2 emissions 2.0 0.9 1 Highest value 17645.6 is an outlier

GHG emissions 2.0 0.9 1 Highest value 76391.8 is an outlier

Energy production 3.0 0.8 0.1 Highest value 0.2 is an outlier

Energy consumption 2.0 0.9 0.9 Highest value 0.24 is an outlier

Energy generation 2.0 0.9 1 Highest value 9.41 is an outlier

Table 2.
The Grubbs test for outliers.

LNPGDP LNPOP LNTCO2 LNTENG LNTGHC LNTPEC LNTPEP

Mean 6.457 2.413 9.414 1.936 10.599 �1.699 �1.971

Median 6.455 2.475 9.441 1.989 10.466 �1.661 �1.966

Maximum 6.989 2.679 9.778 2.242 11.244 �1.427 �1.609

Minimum 5.791 1.987 8.958 1.411 9.991 �1.966 �2.207

Std. dev. 0.289 0.195 0.238 0.234 0.436 0.162 0.151

Skewness �0.208 �0.722 �0.160 �0.980 0.075 �0.166 0.341

Kurtosis 2.524 2.407 1.696 2.913 1.450 1.946 2.921

Jarque-Bera 0.549 3.352 2.481 5.288 3.333 1.678 0.646

Probability 0.760 0.187 0.289 0.071 0.189 0.432 0.724

Sum 213.073 79.641 310.662 63.873 349.764 �56.073 �65.037

Sum sq. dev. 2.671 1.219 1.806 1.754 6.078 0.842 0.725

Observations 33 33 33 33 33 33 33

Table 1.
Summary statistics.
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to reject the null hypothesis for GDP. Further analysis of the GDP distribution from
the fitting is shown in Figure 2, while the Cullen and Frey graph in Figure 3
concludes that the data for GDP follows a normal distribution. The remaining
distributions of the variables were decided using Cullen and Frey graph.

Further evidence from the Cullen and Frey graph support the previous evidence
that these variables do not follow a normal distribution. The PDF plots presented in
Figures 4 and 5 additionally support that GDP follows a normal distribution.
Energy consumption was used in this chapter as a dependent variable for the
forecasting. The relationship between energy consumption and population shown

LNPGDP LNPOP LNTCO2 LNTENG LNTGHC LNTPEC LNTPEP

LNPGDP 1

t-stat —

P-value —

No. obs. 33

LNPOP �0.667 1

t-stat �4.987 —

P-value 0.00 —

No. obs. 33 33

LNTCO2 0.158 0.045 1

t-stat 0.893 0.250 —

P-value 0.379 0.8039 —

No. obs. 33 33 33

LNTENG �0.486 0.721 0.404 1

t-stat �3.095 5.788 2.459 —

P-value 0.004 0.000 0.020 —

No. obs. 33 33 33 33

LNTGHC �0.635 0.886 �0.177 0.550 1

t-stat �4.578 10.642 �0.999 3.665 —

P-value 0.0001 0 0.3255 0.0009 —

No. obs. 33 33 33 33 33

LNTPEC �0.217 0.336 0.823 0.697 0.163 1

t-stat �1.238 1.987 8.077 5.415 0.917 —

P-value 0.225 0.056 0.000 0.000 0.366

No. obs. 33 33 33 33 33 33

LNTPEP �0.186 0.314 0.700 0.787 0.164 0.890 1

t-stat �1.055 1.843 5.451 7.103 0.925 10.878 —

P-value 0.299 0.075 0.000 0.000 0.362 0.000

No. obs. 33 33 33 33 33 33 33

Note: Table reports the estimates of the Pearson correlation coefficient between the pairs of variables. t-stat is the
t-statistics for the significance of the correlation coefficient, and p-value is its marginal probability.

Table 3.
Correlation coefficient estimates.
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Variable A P-value

GDP 0.2 0.9000

Population 0.9 0.0300

CO2 emissions 2 0.0004

GHG emissions 3 0.0000

Energy production 1 0.0020

Energy consumption 2 0.0003

Energy generation 2 0.0001

Table 4.
Anderson-Darling normality test.

Figure 2.
Normal distribution fitting for GDP.

Figure 3.
GDP fits normal, lognormal, gamma, and beta distributions.

92

Renewable Energy - Resources, Challenges and Applications



in Figure 6 reveals that energy consumption increases with an increase in
population.

3.3 Stationarity test

It is well established that most macroeconomic variables possess trends/season-
ality; thus, the need to know the order of integration of such series is pertinent to
avoid spurious regression and misleading policy implication. This current chapter
employed augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) unit root test
to ascertain the stability traits and asymptotic properties of the variables under
consideration. These tests are conducted with the null hypothesis of a unit root

Figure 4.
PDF plots for the study variables (a).

Figure 5.
PDF plots for the study variables (b).
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against the alternative of stationarity [37, 38]. Table 5 presents the unit root test.
The general form of the unit root test is given as

ΔY t ¼ β1 þ β2tþ γY t�1 þ ∑
k

i¼1
αiΔY t�i þ ∈ t (5)

where ∈ t denotes the Gaussian white noise term which is asymptotically char-
acterized by zero mean and constant variance. The null hypothesis of the unit root
test is nonstationary against the alternative of stationarity.

The unit root test reported in Table 5 reveals that all series are integrated of
order one � I (1), that is, it has a unit root. However, all variables turn stationary at
first difference, thus integrated of order one � (1). Subsequently, this study
proceeded with the ordinary least squares (OLS) estimation.

Tables 6 and 7 present the OLS regression estimates for models A and B,
respectively. Table 6 shows a tradeoff between total population and total primary
consumption. That is, a 1% increase in the total population decreases the total

Figure 6.
A relation between energy consumption and total population.

Level First difference

Variables ADF PP ADF PP

τμ τT τμ τT τμ τT τμ τT

LNGDPC �2.01 �2.08 �2.19 �3.18 �5.21*** �5.14*** �5.09*** �5.17***

LNTCO2 �1.69 �0.67 �6.23 �6.17 �6.23*** �4.19*** �6.18*** �6.18***

LNTGHC 0.99 �3.63 �7.55 �7.47 �0.99** �8.20** 3.64** �8.14***

LNTPOP �2.50 �3.10 �2.18 �3.08 �3.68** �1.29** 1.17*** 1.11***

LNTPEP �2.45 �3.72 �3.64 �3.82 1.72*** 1.73*** �4.63*** �4.65***

LNTPEC �1.57 �1.42 �4.57 �4.67 �1.69*** �1.41** �4.57*** �4.62***

LNTENG �3.79 �3.61 �3.74 �3.81 �1.99*** 1.76*** �6.18*** �6.23***

Note: τμ represents a model with intercept, while τT denotes model with intercept and trend.
**Significant at 5% level.
***Significant at 1% level.

Table 5.
Unit root results.
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energy consumption by 0.05%. Similarly, a negative trend was seen among per
capita GDP total energy consumption with a magnitude of 0.10%. Thus, we can
infer that population does not increase CO2 emission in Zimbabwe. However, a
positive and significant relationship is observed among TPEP and TGHC with the
dependent variable at a magnitude of 0.54 and 0.05%. The fitted model has a robust
coefficient of determination (R2) of 90%, implying that 90% of the variation in total
primary energy consumption was explained by the explanatory variables, while the
rest 10% are left uncaptured in this model. The joint significance of the model by
the F-statistic was also significant at all levels (1, 5, and 10%). In the same way,
Table 7 targeted for model B. The model has a coefficient of 84%. That is, 84% of
the variation in CO2 was explained by another explanatory variable with F-statistic
significance indicating joint significance among all variables. Interestingly, the
fitted model shows that a 1% increase in PGDP increases CO2 by 0.24%. Similarly,
there is also a positive trend between CO2 and TPOP with over 0.54%.

Variable Coefficient Std. error t-statistic Prob.

C 11.7740 1.2570 9.3668 0.0000

LNPGDP 0.2396 0.0878 2.7282 0.0113

LNPOP 0.5429 0.2895 1.8754 0.0720

LNTENG �0.1941 0.2270 �0.8551 0.4003

LNTGHC �0.2367 0.0991 �2.3897 0.0244

LNTPEC 1.3901 0.2657 5.2314 0.0000

LNTPEP �0.0148 0.3846 �0.0386 0.9695

R-squared 0.8404

F-statistic 22.8174

Prob (F-statistic) 0.0000

Model B: lnTCO2 = f(lnPGDP, lnTPOP, lnTENG, lnTGHC, lnTPEC, lnTPEP).

Table 7.
Regression estimation for Model B.

Variable Coefficient Std. error t-statistic Prob.

C �3.7982 1.1311 �3.3580 0.0024

LNTGHC 0.0489 0.0555 0.8803 0.3868

LNTENG �0.0245 0.1185 �0.2071 0.8376

LNTCO2 0.3689 0.0705 5.2314 0.0000

LNPOP �0.0486 0.1586 �0.3065 0.7617

LNPGDP �0.1020 0.0473 �2.1592 0.0402

LNTPEP 0.5421 0.1672 3.2420 0.0032

R-squared 0.9091

F-statistic 43.3549

Prob (F-statistic) 0.0000

Model A: lnTPEC = f(lnTGHC, lnTENG, lnTCO2, lnPOP, lnPGDP, lnTPEP).

Table 6.
Regression estimation for Model A.
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Year TPECF (predicted) TPEC

1980 0.15

1981 0.15

1982 0.151 0.14

1983 0.151 0.14

1984 0.152 0.14

1985 0.153 0.15

1986 0.153 0.17

1987 0.154 0.2

1988 0.155 0.19

1989 0.155 0.21

1990 0.156 0.23

1991 0.157 0.24

1992 0.157 0.24

1993 0.158 0.21

1994 0.159 0.2

1995 0.159 0.2

1996 0.160 0.2

1997 0.161 0.2

1998 0.161 0.2

1999 0.162 0.23

2000 0.163 0.21

2001 0.163 0.2

2002 0.164 0.2

2003 0.165 0.2

2004 0.165 0.18

2005 0.166 0.18

2006 0.167 0.18

2007 0.167 0.18

2008 0.168 0.15

2009 0.169 0.15

2010 0.169 0.16

2011 0.170 0.16

2012 0.171 0.17

2013 0.171

2014 0.172

2015 0.173

2016 0.173

2017 0.174

2018 0.175

2019 0.175
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Table 8 reports the ARIMA (1,1,1) which is the best fit and parsimonious model
for the choice regression fit. For brevity, other simulations and OLS regression can
be made available on request as well as a forecast for other energy-related variables.
The study mainly focuses on energy demand forecast. The estimation for the fore-
cast reveals that electricity consumption for Zimbabwe as reported in Table 5 was
conducted utilizing the dataset from 1980 to 2012 after the imputation of missing
data in order to avoid spurious estimation. Empirical evidence shows that in 2030
energy consumption will reach �0.18 quadrillion Btu against the currently available
�0.17 quadrillion Btu.

The estimation affirms the goodness of fit with a coefficient of determination R2

of over 80%, with a corresponding F-statistic rejected at p < 0.01—indicating joint
significant of the selected model. Finally, the study forecast also displays high
parsimony with harmony among the root mean square error (RSME) of �0.04,
while the mean absolute error was �0.03. Similarly, the Theil inequality coefficient
was �0.11.

Figure 7 reports the diagrammatic view with relatively fair deviation from the
forecast variable. All forecast indicators resonate with Figure 7.

Figure 7.
ARIMA forecast for Zimbabwe electricity consumption.

Year TPECF (predicted) TPEC

2020 0.176

2021 0.177

2022 0.177

2023 0.178

2024 0.179

2025 0.179

2026 0.180

2027 0.181

2028 0.181

2029 0.182

2030 0.183

Table 8.
Forecast (ARIMA) for total energy consumption.

97

Energy Policy Decision in the Light of Energy Consumption Forecast by 2030 in Zimbabwe
DOI: http://dx.doi.org/10.5772/intechopen.87249



4. Conclusion and policy implications

This study employed econometric techniques to forecast Zimbabwe’s energy
consumption by 2030. Using the rule of thumb (i.e. less than 20% of the dataset), it
was possible to impute the NA values in the dataset using MICE package in R. The
unit root tests revealed that all the variables are integrated of order one—which
informed our choice of ARIMA model. Using an ARIMA (1,1,1) model with data
spanning from 1980 to 2012, the empirical analysis showed Zimbabwe’s energy
consumption by 2030 will increase to �0.18 quadrillion Btu from �0.17 quadrillion
Btu in 2017. Thus, the need to diversify and intensify into clean energy sources is
crucial among policymakers. This is in order to meet the energy demands given the
dynamic fast-growing nature of the study area. The current energy policy in Zim-
babwe is found to lack a large-scale utilization of solar and wind resources. Such
policy suggests the following measures: encourage the generation of electricity from
biomass cogeneration and mini-hydro projects and bagasse from sugar cane—
Hippo Valley and Triangle sugar estates generate for their own consumption. How-
ever, the existing energy policy suggested the following strategies which have not
been implemented: extension of Kariba south by the end of 2016 and 800 MW
Batoka hydro by 2020 and mandate the installation of solar geysers by 2013 and fix
(REFIT) renewable feed-in tariffs.

Zimbabwe’s energy policy currently lacks research on energy consumption fore-
cast; hence, this chapter is indicative for policymakers who design the energy policy
framework. The OLS regression revealed a positive relationship between carbon
dioxide emissions (CO2), population (POP), and gross domestic product (GDP).
Thus, it implies that population triggers economic growth; however, there is a
negative deteriorating effect on environmental quality. It means that policymakers
are enjoined to bring forth environmentally friendly regulations to combat the
excesses of pollution. Such regulations include renewable energy policy that
promotes large-scale utilization of renewable energy resources.

Conflict of interest

Authors declare no conflict of interest.

Appendix A

Figure 8.
Population follows a uniform distribution.
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Appendix B

Figure 10.
GHG emissions follow a beta distribution.

Figure 9.
CO2 emissions follow uniform and beta distributions.

Figure 11.
Population distribution.
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Figure 12.
Energy consumption distribution.

Figure 13.
Energy generation distribution.

Figure 14.
CO2 emission distribution.
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Chapter 6

Renewable Energy in
Ukraine-Poland Region:
Comparison, Critical Analysis,
and Opportunities
Lyubomyr Nykyruy, Valentyna Yakubiv, Grzegorz Wisz,
Iryna Hryhoruk, Zhanna Zapukhlyak and Rostyslaw Yavorskyi

Abstract

Fundamental and applied research on renewable energy is actively supported for
the development of world science and maintaining the energy independence and
security of different countries. This section analyzes the publications of scientists
from two countries—Ukraine and Poland—in the field of “thermoelectricity,”
“photoelectricity,” and “bioenergy” to find regularities in each state and to deter-
mine the prospects for joint research. Ukraine and Poland share a common border
and have similar climatic conditions and historical heritage, but Poland is a member
of the EU, and its legislation in the field of renewable energy complies with the
regulations of the European Community. Ukraine is making every effort to develop
renewable energy. Comparison of the state of research in these countries is also an
example of the analysis of the situation at the borders of EU countries and may
answer questions related to sustainable development, the mass transition to
renewable energy, and the refusal to use fossil fuels and nuclear power plants.
The analysis is based on the results of data published in the international scientific
databases Web of Science and Scopus. The most advanced areas of research in each
country are identified, analyzed, and aimed at practical application.

Keywords: renewable energy, h-index, thermoelectricity, photovoltaic, bioenergy,
Poland, Ukraine

1. Introduction

Increasing global warming, with frequent storms, melting ice, droughts, etc.,
indicates the fatal impact of fossil fuels on the planet’s ecosystem.

Unfortunately, the lack of a proper energy policy among the states, in particular
those whose economy is based on carbon fuels, often has detrimental effect on the
environment [1]. Reducing the dependence on carbon-containing fuels is an
important step in transforming a sustainable energy system, being required by
Statements on Paris climate agreement [2], which foresees the complete abandon-
ment of fossil fuels by 2050. For this reason, most states have started to support the

105



development of renewable energy sources at the legislative level and to encourage
the transition to their widespread use. For example, Directive 2009/28/EC of the
European Parliament of 23 April 2009 obliges Member States to provide a specific
share of energy from renewable sources for final gross energy consumption in 2020
[3]. On average, 20% of energy should come from renewable sources. For Poland,
this figure is about 15%.

However, the challenge of such EU policy is possible noncompliance of these
initiatives by states bordering the EU.

Thus, this section analyzes the renewable energy market in two countries—
Poland and Ukraine. These countries have a close mentality, driven by a long shared
history. The length of the common border is 535 km. The population of Poland and
Ukraine is 38 million and 42 million, respectively, with an area of 312.3 km2 and
603.6 km2. The most important factor for qualitative and quantitative analysis of
the development of renewable energy sources in these countries is their similar
geographical location (climate, common mountain system, geographical zone, etc.).

However, the situation with the development of renewable energy in these
countries is different. According to 2017 data, the total amount of renewable energy
in Poland was 383,168 TJ [4]. It comes primarily from solid biofuels (67.9%), wind
(14.0%), and liquid biofuels (10.0%). In Ukraine, according to the State Agency on
Energy Efficiency and Energy Saving of Ukraine, renewable energy sources have
produced 7566 TJ of energy in the same period [5]. Such significant differences in
the amount of energy produced are related to public policy in this area. For Poland,
this policy is unified with relevant EU acts, where support is extended from the
largest megaprojects to the smallest solar project in the community, leading to the
effective development of future renewable energy [6]. Ukraine has only recently
started to actively support green energy. The Polish experience can be very helpful
for the development of renewable energy in Ukraine because of the centuries-old
mental similarity between the populations of both countries. Therefore, the experi-
ence of the transition to renewable energy in Poland and the challenges that they
face and overcome are beneficial for Ukraine.

This paper attempts to analyze three promising areas of renewable energy
development in Ukraine and Poland, such as solar photovoltaics, thermoelectricity,
and bioenergy. These directions are chosen for the following reasons. Both countries
are in similar latitudes and have relatively close sunny days. Both countries have
similar infrastructures, including scientific ones. Academic institutes and universi-
ties in these countries have devoted considerable attention to the development of
materials science for energy (possibly energy materials science). Solar photovoltaics
is one of the areas where it is possible to test the properties of new materials quickly
and bring them into production. And, given the powerful global industry in this
direction, it is very easy to compare the results obtained with the industry and to
select new objects for research flexibly.

Thermoelectricity in these countries does not have a strong practical application
but has powerful world-class scientific results obtained by scientists from the uni-
versities of Ukraine and Poland [7, 8]. Therefore, in the future, the production and
use of thermoelectric devices in these countries may become the world’s foremost.

Bioenergy is a specific feature of these countries. Both countries have well-
developed agriculture, the waste of which is a direct source for biofuel or biogas [9].

2. Methodology

Scientific results can be analyzed if they are in the form of a publication. To
exclude few influential publications, only peer-reviewed ones were selected for
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analysis. The scientific literature was searched through academic libraries, Web of
Science and Scopus, reviewed in English, and published books related to the topic of
this section. Given that Ukraine became an independent state in the early 1990s, it is
possible to make a clear identification of publications linked specifically to
Ukrainian scientific groups since then.

Thus, the search has been performed since 1991. Thanks to advanced tools of
scientometric systems, scientific papers were selected, indicating the affiliation of
Poland or Ukraine. The procedure is described in detail in [10].

In applying to this section, there were certain features in the proposed method-
ology. In particular, the review of sources was performed on the basis of analysis of
both the most important or the most cited (sorting by number of citations) and the
most recent (sorting by date).

In the second stage, analysis of the type of publications, their financial support,
as well as the areas specific to each industry, such as “materials science,” “physics,”
“technology,” etc., has been done. At the same time, patterns and relationships
between the areas of renewable energy studied in this work and within each direc-
tion have been found.

At the last stage, a critical analysis of the most prominent publications and
regularities was performed to predict the options for the development of a particu-
lar direction and to generate the key results for supporting theoretical development
within the direction or certain practical technologies.

3. Analysis of results and discussion

For the convenience of performing analysis of research impact conducted by
scientists from Poland and Ukraine, the collected data are summarized in Table 1.

Even before the 1990s, the number of publications in particular renewable
energy areas was one or tens of publications per year. However, since the early
2000s, there has been a rapid nonlinear increase in the number of publications. Are
there certain reasons that could explain the sharp changes in the number of publi-
cations? Apparently so. One of them is the Treaty of Amsterdam signed in 1997,
which laid down the principle of sustainable development for the EU, the essence of
which was to improve the production of renewable energy. Another reason may be
the awareness of the scientific community of the instability of the existing energy
state, the exhaustion of natural resources, and the need to find alternative sources of
fuel to reduce emissions into the environment. Another condition that led to a new
step in the development of renewable energy was the “forced policy” of thermal
collectors in some states, which obliged people to put heat collectors on their homes.
Accordingly, the search for cheaper collectors and photoelectric and hybrid systems
has become a new cause for the increasing number of publications in this field.

As for Ukrainian publications, the number of papers is much smaller than the
number of publications of the world scientific community. The economic situation
in the country has a significant impact on the number of publications.

Below is a summary of information available in the international science databases
on the state of research in the three renewable energy fields. These three areas are chosen
for a number of reasons. This chapter examines studies conducted in two bordering
countries. However, Poland is amember of the EU, complieswith the relevant directives
adopted by the European Community, and anticipates developing its economy and
science in terms of forming a single European research area. Ukraine, however, is a
neighbor of the EU and the closest neighbor of Poland with related culture and climatic
conditions, but is not amember of the EU. For a long time, scientific research inUkraine
was closed to the world scientific community (until the first decade of the post-USSR),
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Ukraine Сomparison Poland

Solar photovoltaics

1370 Number of
publication

2284

38 h-index 66

• Taras Shevchenko National
University of Kyiv

• NU “Lviv Polytechnics”
• Yuriy Fedkovych Chernivtsi

National University
• Institute of Physics, National

Academy of Sciences in Ukraine
• National technical University

“Kharkiv Polytechnic Institute”

Leading
institutions (five
items)

• Politechnika Warszawska
• Wroclaw University of Science and

Technology
• AGH University of Science and Technology
• Silesian University of Technology
• Lodz University

• Engineering (21.63%)
• Physics and astronomy (20.71%)
• Materials sciences (19.11%)
• Energy (7.98%)
• Chemistry (7.64%)

Most presented
scientific areas

• Physics and astronomy (29.5%)
• Materials sciences (25.57%)
• Engineering (16.73%)
• Chemistry (6.68%)
• Energy (5.6%)

• Ministry of Education and
Science of Ukraine

• National Academy of Sciences of
Ukraine

• Science and Technology Center
in Ukraine

• State Fund for Fundamental
Research of Ukraine

• European Regional Development
Fund

Most finance
support

• Narodowe Centrum Nauki
• Narodowe Centrum Badan I Rozwoju
• European Regional Development Fund
• European Commission
• Fundacja na rzecz Nauki Polskiej

• RF
• Germany
• Poland
• United States
• France

Partner country • Germany
• France
• United States
• United Kingdom
• Ukraine

Thermoelectricity

901 Number of
publication

1145

28 h-index 40

• Institute of Thermoelectricity
NAS

• Ivan Franko LNU
• NU “Lviv Polytechnics”
• Yu. Fedjkovych ChNU
• NTU “Kharkiv Polytechnic

Institute”

Leading
institutions (five
items)

• AGH University
• Włodzimierz Trzebiatowski Institute of

Low Temperature and Structure Research
PAS

• Wrocław Branch of PAS
• Politechnika Warszawska
• Institute of Molecular Physics PAS

• Engineering (26.6%)
• Physics (26.6%)
• Materials science (24.5 %)
• Energy (4.9%)
• Computer sciences (4.5%)

Most presented
scientific areas

• Physics (29.1%)
• Materials science (27.7 %)
• Engineering (21.7%)
• Chemistry (6.1%)
• Energy (3.9%)

• NAS of Ukraine
• MES of Ukraine
• SFFR of Ukraine

Most finance
support

• NCN
• SC of Antarctic Research
• KBN

• Poland
• United States

Partner country • Germany
• Ukraine
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and later for a long time did not integrate into it due to the significant lack of funds
caused by the poor economy. However, these two countries are now implementing the
desire to develop together and are an example of how a competitive scientific environ-
ment can be started at the EU’s border.

3.1 Solar photovoltaics

Photoelectricity is one of the most popular types of renewable energy today. The
reason for this is a free source—solar radiation, which, by getting on properly
prepared semiconductor materials, is converted into direct electric current due to
the known phenomenon, photo effect. Interest in photovoltaics arose a long time
ago; however, only with the development of silicon technology, it has become
widespread in almost all countries of the world. On the other hand, industrial silicon
production is a technologically complex, expensive, and environmentally hazardous
process. Therefore, the scientific community of the world today is trying to find
new, cheaper, and environmentally friendly materials that would significantly
reduce the cost of photovoltaic energy produced. These are, first and foremost,
thin-film materials of different types of heterostructure, materials with
nanoinclusions, etc. Thus, these studies have evolved from the usual design decision
toward materials science.

Ukraine Сomparison Poland

• RF
• Germany
• Austria

• United States
• France
• Moldova

Bioenergy (energy from biomass and biofuel)

71 Number of
publication

324

13 h-index 37

• National University of Life and
Environmental Sciences of
Ukraine

• NU “Lviv Polytechnics”
• Taras Shevchenko National

University of Kyiv
• Vasyl Stefanyk Precarpathian

National University

Leading
institutions (five
items)

• Polish Academy of Sciences
• Uniwersytet Jagielloński w Krakowie
• Uniwersytet Warminsko-Mazurski w

Olsztynie
• Wrocław University of Science and

Technology
• Uniwersytet im. Adama Mickiewicza w

Poznaniu

• Energy
• Agricultural and biological

sciences
• Environmental science
• Biochemistry, genetics, and

molecular biology
• Engineering

Most presented
scientific areas

• Biochemistry, genetics, and molecular
biology

• Agricultural and biological sciences
• Environmental science
• Energy

• European Commission
• Ministry of Education and

Science of Ukraine

Most finance
support

• Narodowe Centrum Nauki
• Ministry of Higher Education

• Germany
• Italy

Partner country • United States
• Germany

Table 1.
Comparative statistic characteristics of the researches of Ukraine and Poland, carried out in the directions
“solar photovoltaics,” “thermoelectricity,” and “bioenergy.”
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Analyzing publications by the tag “solar photovoltaics” requires careful study.
For the entire period (1991–2019), there are 2292 publications of Polish researchers
in the Scopus database. However “open access” for research results has only 403 of
2292 publications, being available publicly. By citation number h = 66 is the total
number of solar photovoltaic publications in the period of 1991–2019.

However, it should be borne in mind that not all publications are concerned with
the production, storage, or conversion of solar energy and only a fraction of the
publications are relevant to the search query. The observations were made on the
first hundred of the most cited publications and the most recent publications. The
most interesting of them were selected for analysis.

The most cited is the paper [11] of h = 2122. It presents a brief overview of well-
established multilevel converters strongly oriented to their current state in indus-
trial applications and the review of new converters that have made their way into
the industry. In addition, new promising topologies and nontraditional applications
powered by multilevel converters were discussed.

One of the most cited papers is [12], discussing specific chemical and physico-
chemical requirements for organic compounds to be applied in organic or hybrid
electronic devices such as photodiodes, light-emitting diodes, photovoltaic cells, etc.

One of the most cited (184 times) and new publications (2019) is [13] which
reports a new non-fullerene n-type organic semiconductors that have attracted
significant attention as acceptors in organic photovoltaics (OPVs) due to its great
potential to realize high-power conversion efficiencies. OPVs made exhibited a high
efficiency of 15.7%.

Among other publications, papers related to “organic solar cells,” “polymer solar
cells,” “semiconductor heterojunctions solar cells,” “silicon-based solar cells,” “dye-
sensitized solar cells” (DSSCs), “perovskite photovoltaics,” and other materials, due
to their high power conversion efficiencies, can be found. These papers describe
possible physicochemical processes and phenomena that occur during the prepara-
tion of materials, testing of properties and their approbation as metastabilities of
electrical properties, photoelectrical parameters, light sensitivity and absorbance,
chemical treatment and deposition methods, bands, defects, grain boundaries,
exiton binding energies, factors affecting conversion efficiency, etc.

In particular, since 1991 dye-sensitized solar cells (DSSCs) have attracted con-
siderable interest from the scientific and commercial communities due to their
promising characteristics as solar light converters. About 8% of the first 200 publi-
cations are related to the topic of materials for solar cells.

By the tag “solar photovoltaics,” the most cited are also the studies on the
properties of TiO2 [14, 15] and ZnO [16, 17] and heterojunctions based on them.

Other highly cited publications are research papers about polymeric materials in
photovoltaic device application for polymer solar cells [18] or investigation and
modeling of metastabilities in chalcopyrite-based thin-film solar cells, for example,
Cu(In,Ga)Se2- [19] or ZnO/CdS/Cu(In,Ga)Se2-based [20] thin-film solar cell.

The newest publications are related to the issues of ecology, economics, etc., in
particular the implementation and application of hybrid energy conversion systems
in Poland [21, 22]. There have also been publications on non-silicon PV modules
[23], studies of weather and climate conditions on the efficiency of solar energy
conversion [24], etc.

The results presented in these papers became the basis for the development of
the production of renewable energy sources and the effective commercialization of
certain scientific results.

The solar photovoltaics sector is one of the fastest growing renewable energy
sectors in Poland and in the world. The photovoltaic market in Poland has enor-
mous, but so far highly unused, development potential.
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The total installed capacity in photovoltaic sources at the end of 2018 was about 500
MW, and already inMay 2019, it exceeded 700MW. The growth of new PV installa-
tions is dynamic. In 2018, Poland finally began to stand out from the other EU countries
and with an annual increase of 235 MWwas already in the ninth place. Considering
current and real investments in progress, in 2019 Polandmay be in fourth place in the
EU in terms of annual increases in new solar power sources. The authors of the report
estimate that in 2019 there will be even 1 GW of new PV installations and the cumula-
tive power of solar installations in Poland at the end of the year will be 1.5 GW.

Solar energy in Ukraine has been actively developing since the end of 2008 with
the adoption of a “green” tariff at the legislative level, which made financially
attractive investments in industrial grid solar power plants.

According to the State Agency on Energy Efficiency data (http://saee.gov.ua),
the theoretically possible potential of solar energy in Ukraine is more than 730
billion kWh per year, and technically possible is only 34.2 billion kWh per year.

The use of solar panels on rooftops by private households by 2050 can reach
40–50%. In addition, the use of solar collectors for water heating will be more
cost-effective. These technologies will provide hot water demand in private
households for 70–100% during summer and 15% in winter.

For the investigation period, there are 1370 publications in Scopus, which are
922 fewer than in the same period in Poland. Only 114 of 1370 publications are in
“open access.” By the number of citations, h = 38 is the total number of solar
photovoltaic-related publications during this period.

The most cited publication with the participation of Ukrainian researchers [25]
with h = 207 is concerned with efficient photocatalytic water splitting.

The paper [26] was one of the fundamental at the time (2000s) in which design
and photovoltaic performance of solar cells based on various semiconductor
nanorod materials, such as TiO2, ZnO, CdS, CdSe, CdTe, CuO, and Si, were
presented and compared with respective solar cells based on semiconductor
nanoparticles; specific of synthesis and application of carbon nanotubes in photo-
voltaic devices were also reviewed in these papers.

The largest number of publications in Ukraine by the tag “solar photovoltaics”
relates to photoelectric materials science, mainly, these are high-tech results aimed
at optimizing the parameters of existing materials for photovoltaics, improving
methods for their production and research, as well as creating new efficient and
low-cost materials for competing with existing ones.

The highly cited are the studies on the properties of CdTe-based heterojunction
solar cells. The first works devoted to the study of CdTe properties in Ukraine since
its independence appeared in 1997 [27]. The first mention of the concept of quan-
tum efficiency of CdS/CdTe SCs appeared in 2012 [28].

Solar modules based on the developed flexible solar cells ITO/CdS/CdTe/Cu/Au
on polyimide films were mentioned in 2009 for the first time [29].

The researches in [30, 31] were mainly focused on CdTe-based compounds. The
publications with the tag “solar photovoltaics” on CdTe-containing compounds
make up �12.5% of the first 200 publications by researchers from Ukraine, while
the percentage of publications related to silicon and its possible modifications for
use in solar power is �10%. However in recent years, there has been an increase in
the number of publications of other scientific groups in this field, which demon-
strate the modern competitive achievements [32, 33].

Publications looking at the prospects of using quantum dots (QD) in solar cells
are very popular. Their photophysical and electrophysical properties can be
varied by different particle size and shape, and QD can provide absorption of
solar energy in a much wider spectral range compared to conjugated organic
compounds [34].
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At the forefront of science are promising techniques for the development of
technologies of second-generation PV systems, the efficiency of which is now
comparable to that of silicon and the cost and consumption of material are signifi-
cantly lower [35].

Analyzing recent publications as a whole, we can observe a tendency to the
interest in modeling of weather condition influences on properties of photovoltaic
installations, methods of its identification [36], modeling of building energy supply
based on PV modules [33, 37], microgrid with hybrid renewable energy system, and
the concept of energy accumulation from photovoltaic and wind power plants [38].

However, the structure of most publications has the character of fundamental
research in semiconductor physics. Semiempirical approaches that combine materials
science research, the development of low-dimensional structure fabrication technol-
ogy, the testing of the obtained parameters to work as a photocell, and point to the
prospect of further practical application are the main features of Ukrainian scientists.

3.2 Thermoelectricity

Thermoelectric energy conversion, like photovoltaics, is based on known effects
discovered more than a hundred years ago. The principle of thermoelectric power
generation devices is very simple: the thermoelectric device (usually a thermoelec-
tric generator or module) is placed so that one side is at higher and the other at
lower temperatures. Accordingly, due to the temperature difference, thermoelectric
driving force arises, or, in other words, it is possible to record the potential differ-
ence or the presence of direct current. Despite such ease of use, thermoelectricity
has long been considered inefficient due to its low efficiency. However, when
semiconductors were proposed to be used as thermoelectric materials in the mid-
twentieth century, it was an important step to start the rapid development of this
field. Industrial thermoelectric devices have relatively low efficiency. This is about
4–8%, which is significantly inferior to the efficiency of photovoltaics (up to 28%).
However, such small values make it possible to create a whole series of different
autonomous energy sources, which are used in medicine, space applications, auto-
motive technology, etc. The undeniable advantage of thermoelectricity is the reli-
ability of the devices, their quietness, and the extremely long service life.

The thermoelectric module is based on a sequence of n- and p-type conductivity
materials. It is the quality of these materials that determines the effectiveness of the
device. That’s why researchers are trying to create new, low-cost, high-efficiency
materials. These are nanomaterials, multicomponent compounds, and materials
with the inclusion of different phases, etc.

Studies in thermoelectricity are closely related to semiconductor materials sci-
ence. The most cited papers, with the participation of Polish authors, relate to
fundamental studies of the electronic properties of a wide range of semiconductors.
These are, in particular, the study of the first principles of resonance states or
transport phenomena of carriers [39, 40]; the study of fundamental processes in
modern materials, in particular, nanostructures and materials with nanoinclusions
[41]; and the engineering of new ones, including multicomponent structures that
are promising for practical use in thermoelectric because of their unique properties,
environmental friendliness and relatively low cost [42, 43]. However, attention is
paid to the study of classical thermoelectric materials, and the obtained results
correspond to a high world level. This is, in particular, a study taking into account
current approaches, both experimental and theoretical, of compounds of types IV–
VI [44] and II–VI [45].

However, the most recent publications refer to the same directions [46, 47]. It is
important to note here that the most cited papers by Polish scholars refer to those
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published mainly in the last 5–10 years. That is, at this time there is a peak of
qualitative research, recognized by the scientific community of the world. For the
same reason, the latest publications have the authorship of the same scientific
teams. These are representatives of well-known scientific centers, such as AGH
University (Krakow), two institutions in Wrocław, and Institute of Molecular
Physics PAS in Poznan (see Table 1). The geography of the research institutions is
quite broad and not concentrated in a particular region, which indicates the sys-
tematic support of such high-tech research in Poland by the state. In terms of
quality, it is worth noting the list of the most popular publications in which scien-
tists from Poland are published. Among the most quoted, the unambiguous leader is
Physical Review, which testifies to the development of fundamental research. The
Journal of Alloys and Compounds, the Journal of Electronic Materials, and the Solid
State Ionics are also very popular. Regarding publications that are newest at the time
of analysis, they have been published in the Journal of Alloys and Compounds, the
Journal of Electronic Materials, and the Journal of Applied Physics (Table 1). The
impact factors (IF) of each of these journals range from three to seven. That is, the
average journals in which Polish scholars are published also belong to the flagship
publications.

The most cited papers by researchers from Ukraine concerned with new classes
of materials that are in line with global trends—the search for new, environmentally
friendly and inexpensive materials. It includes theoretical work concerning the
modeling of new classes of multicomponent compounds [48] and modeling of
performance with respect to new classes of thermoelectric materials—skutterudite
[49], half-Heusler alloys [50], or graphene [51]—as elements of end devices.

However, the study of classical materials is also carried out at a high level.
Moreover, in some cases the effects investigated in certain materials for the first
time are demonstrated. The publications are devoted to the type II–VI materials
(Bi-Sb crystals, Bi2Te3) [52] and IV–VI compounds and studies of thermoelectric
parameters oscillations for PbSe [53], new compounds of LATT-PbAgSbTe type
[54], or multilayer heterostructures based on them [55].

Moreover, a number of papers published by Ukrainian scientists contribute
significantly to the development of the theory of thermoelectric phenomena [56].

A feature of research in thermoelectricity is the inexpensive opportunity to test
ready devices. The largest thermoelectricity center in Eastern Europe located in
Chernivtsi (Ukraine), namely, the Institute of Thermoelectricity of NAS and MES
of Ukraine with ALTEK production company, based of which thermoelectric gen-
erators are developed and tested [57], or in Odesa (Thermion Co.) [58]. There are
also a large number of citations concerning the cooling systems or the use of
thermoelectric measuring devices [59].

Ukrainian researchers usually publish their results in such leading editions as
Applied Physics Letters, Acta Materialia, and Journal of Alloys and Compounds. These
are journals with an impact factor of 3–7. However, unlike the journals in which
Polish scholars usually publish their most cited papers, there is a certain balance
between applied results and purely material studies.

An analysis of scientific papers published recently shows that the trend remains
to investigate multicomponent bulk and low-dimensional compounds and
nanomaterials [54, 60, 61].

But, at the same time, there is a large number and very clearly directed applied
research concerning the development of specific thermoelectric devices, in particu-
lar for medicine [62] or hybrid power systems that combine different types of
renewable energy generation in a single device [63].

Also, the International Thermoelectric Academy has been established on the
base of the Institute of Thermoelectricity in Chernivtsi, which unites the efforts of
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not only Ukrainian scientists but also representatives of practically all known sci-
entific centers of the world engaged in thermoelectricity. The Journal of Thermo-
electricity, published by them, is one of the most popular journals for Ukrainian
scientists in the field of thermoelectricity.

3.3 Biofuel energy

Unlike the two previous areas covered in this section, the development of
bioenergy is more specific and needs the presence of certain sectors of the economy
in the country. Ukraine and Poland, among other countries, are favorably distin-
guished by the presence of developed agriculture. Accordingly, the rational disposal
of biomass waste from crop and livestock products is very important. At the same
time, along with the environmental issue, the issue of renewable electricity genera-
tion is partially addressed. In the agricultural regions of both countries, various
biogas stations have been actively introduced. Thus, there is a different approach to
this area of renewable energy: the realities of the economy require its development
to a new, more effective scientific level. And the presence of a common border and
similar geographical conditions is a factor that creates the same technological con-
ditions for the development of bioenergy for both countries.

Among all renewable energy resources, one of the most promising and strategi-
cally important is the bioenergy resource. The role and importance of bioenergy for
the development of the economy have been repeatedly emphasized in the reports of
scientists, experts, practitioners, and all those who are in one way or another
involved in energy problems.

Bioenergy is closely connectedwith notions “biomass” and “biofuel.”Biomassmeans
organicmatter of plant origin andwastematerials obtained through natural or artificial
transformation that can be used for energypurpose. Biofuel is a renewable energy source
derived fromplant or animal biomass. Although inmany studies the terms biomass” and
“biofuel” are used interchangeably, we consider it appropriate to differentiate them.
Biomass is a rawmaterial, whereas biofuel is a product of biomass processing.

The analysis of publications shows that bioenergy research is highly relevant in
terms of environmental improvement, namely, the study of biocomposites (or bio-
polymers) as a replacement for plastics [64] and biodiesel production [65]. The
most interesting renewable energy sources for the Polish region are agricultural
biomass wastes, which are also useful for improving the environment and for
medical purpose [66]. However, the most interesting is the production of biogas
[67–71], which requires cheap agricultural raw materials. The review [67] is the
most important in terms of process technology development for biogas (i) produc-
tion, (ii) conditioning, (iii) utilization, and (iv) industrial symbiosis. And given the
high capacity of biogas plants in Poland, attention has been paid to researching the
quality of compost for the production of quality biogas [71–73].

As far as biomass is available as by-product of many industrial and agricultural
processes almost everywhere, easy to be obtained, and is a carbon-neutral energy
source, biomass represents a growing renewable energy source with high growth
potential in the economic analysis of bioenergy in Europe [74–77].

Nowadays, bioenergy is a field of great interest to the scientific community. We
can observe growth in the amount of publications, starting from the mid-2000s.
The most important reason for that was oil peaking at over $136 a barrel in 2008.

The most cited papers related to biomass and biofuel have been published in the
following journals: Renewable and Sustainable Energy Reviews (h-index is 193),
Biomass & Bioenergy (h-Index is 143), Bioresource Technology (h-Index is 229),
Renewable Energy (h-index is 143), and Energy (h-index is 146).
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Also according to the Scopus database, the most prominent and influential
scientists in the sphere of bioenergy have been determined. They are Omer, A.M.
from the United Kingdom (122 publications on biomass as renewable energy
source); Pari, L. from Italy (103 publications); and Kaltschmitt, M. from Germany
(102 publications).

Using the Scopus database, it was determined that h-index of publications
related to biomass and biofuel for Poland is 37, and for Ukraine it is 13 (Table 1).

A couple of years ago, Poland and Ukraine had the same problems with energy
efficiency, being dependent on the old gas transmission infrastructure. The energy
systems of two countries are based on large-scale installations for electricity pro-
duction and distribution. Research in this field, developing renewables, in particular
bioenergy resources, are crucial for both countries.

Most of the papers from Polish authors are focused on general prospects of
biomass development. Thus, in [78] the largest establishments producing
bioethanol and biodiesel have been analyzed. The comparative analysis of different
renewable energy resources for rural areas has been done [79].

The influence of energy efficiency in biofuel production on the potential fulfill-
ment of agricultural energy demand has been investigated in [80]. The mathemat-
ical model shows the results of exclusion of crops from food production aimed at
satisfaction of the energy purposes. Ref. [81] presents a range of products which can
be obtained from agricultural production and used for energy purposes. The paper
[82] analyzes the potential volume of raw materials that can be obtained from
agriculture in Poland for biogas production.

A lot of publications are aimed at technical characteristics of biomass produc-
tion. Ref. [83] presents results of the study on biomass processing technologies for
willow and black locust biomass.

Moreover, according to the forecast in 2020, approximately 80% of the final
energy from renewable sources will come from biomass, and almost all of it will be
generated from agriculture [84]. The changes in the structure of biomass use are
shown. Thus the use of biomass for heating is decreasing, while the share of biomass
for electricity and biofuel is getting larger. At the same time, there is a tendency in
the publications about the environmental friendliness of bioenergy, in particular, its
contribution to reducing the greenhouse effect [85, 86].

A number of papers of Ukrainian scientists are also devoted to general trends in
bioenergy production. The analysis of biological resources for biofuel production in
Ukraine has been done in [87]. Aspects of transition to agrobioenergy in Ukraine, as
well as strategies and recommendations to a variety of stakeholders to facilitate this
transition, are suggested in [88, 89].

The positive trends in bioenergy are emphasized in a number of studies. The
estimated energy potential of existing biomass waste is about 25 million tons, and
the energy potential of biomass which can be grown on unused agricultural lands is
about 13 million tons [90]. The paper [91] analyzes the Ukrainian and European
Union rapeseed markets being horizontally integrated.

The authors [92] calculated the profit from the biogas installation for poultry
farm, and in [93] the main practical steps of establishing a Ukrainian biogas market
have been given.

A joint publication [94] summarizes the studies on bioaerosols which were
carried out in the years 1972–2009 in the following branches of agricultural industry
in the Ukraine and Poland: animal farms, feed facilities, production of biofuel from
rape, etc. Another joint publication [95] assesses the potential of biomass, obtained
from by-products of crop production and animal breeding, which can be used for
energy purposes.
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4. Results and discussion

Considering the three selected areas of renewable energy analysis in Ukraine and
Poland, it is possible to distinguish certain common features. First of all, the coop-
eration of Polish and Ukrainian scientists, expressed through a large number of joint
publications, is a priority of both countries. Also, scientists from both countries
successfully cooperate with their colleagues from Germany and the United States in
all the areas of research (Table 1). That is, it is not only for photovoltaics and
thermoelectricity where it is necessary to synthesize new materials and study their
fundamental properties but also for bioenergy, the practical development of which
is determined solely by the economic situation in the agricultural sector. It is logical
to explain that there are joint studies of both neighboring states and high tech,
which possess the most advanced equipment.

Regarding the publications of Polish scientists in recent years, their applied
orientation should be noted. In particular, for thermoelectricity these are the prob-
lems of creating cooling systems [96, 97], creating different types of thermoelectric
elements for sensors [98], and developing classical thermoelectric generators [99].
However, there are several publications concerning hybrid systems, such as the
combination of thermoelectricity and photoelectricity [100].

The number of publications on thermoelectricity is comparable in both coun-
tries: 1145 submitted by Polish scientists and 901 by Ukrainian. But the h-indexes
are different here. It is almost 50% higher for Polish publications (Figure 1, blue
line). It means that publications of Ukrainian scientists, which are often of a very
high scientific level, are still published in less well-known world scientific commu-
nity journals and, thus, less cited. There is an even greater difference in this regard
for the photoelectricity direction. The number of publications of Polish scientists is
2284, while for Ukrainian scientists is 1370. h-indexes for Polish and Ukrainian
scientists are 66 and 38, respectively (Figure 1, blue line).

There is a difference in the number (324 and 71, for Poland and Ukraine,
respectively) and the “impact index” (37 and 13, respectively) of publications in the
bioenergy direction.

Figure 1.
h-index (blue line) and normalized h-index (red line) for publications of investigation directions for
Ukrainian and Poland cases.
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Apparently, in all these areas, the number of publications is very different, as
well as h-indexes. For more efficient analysis, their normalized dependencies are
constructed (Figure 2):

hnorm ¼ hi=Ni, (1)

where hi is the h-index of publications in the relevant direction and N is the total
number of publications in this direction.

As can be clearly seen from Figure 1 (red line), the normalized values of the h-
index of publications of Ukrainian and Polish scientists are practically the same in
magnitude for the directions of “photoelectricity” and “thermoelectricity.” That is,
we can conclude that the quality of scientific publications in high-tech fundamental
directions is almost the same for scientists of both countries.

For “bioenergy,” the h-index of Polish scientists is significantly higher. This
indicates a stimulation of such research at the state level in Poland and too little
support from Ukraine at this stage. However, given that publications by Ukrainian
scientists have begun to be published in this field in the last few years and through
partnerships between scientific institutions of both countries, it is possible to pre-
dict an increase in both the quantity and quality of such materials within the next 5
years.

Comparison of highly cited publications of Polish and Ukrainian scientists in the
field of thermoelectricity indicates that the emphasis of Polish scientists is on the
study of the properties of materials; however, the development of devices has
actively begun to develop only in recent years. For Ukraine, a feature is the parallel
existence of whole series of works, devoted to thermoelectric materials science and

Figure 2.
h-indexes of publications by research areas in solar photovoltaics (a and b) and thermoelectricity (c and d) used
(1). Left column for Poland research papers and right column for Ukrainian research papers.
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thermoelectric application systems. One of the conclusions following from this
analysis is that there has always been a good basis in Ukraine for the industrial
production of thermoelectric systems or elements. In Poland, it is only in the initial
stages of creation. However, taking into account the quality of research carried out
by Polish scientists, the emerging industrial base will be focused on the new,
environmentally friendly thermoelectric materials. Today, they are cheaper but
have significantly lower values of thermoelectric efficiency. The progress that has
been made in recent years gives hope for a breakthrough in this promising
direction.

The main scientific directions on the keywords “photoelectricity” and “thermo-
electricity,” which are technologically similar, are shown in Figure 2. For ease of
analysis, each direction is indicated by the same color in each figure. It is important
to note that under the direction of photoelectricity, Polish scientists’ research is
mainly focused on fundamental research (physics and materials science), while for
Ukraine there is a certain shift of priority to applied research (engineering and
physics). With regard to “thermoelectricity,” here such a shift is less noticeable, but
still it is. In other words, significant and recognized technical solutions are more
specific for Ukraine, while more fundamental results are observed in Polish
scientists.

For photovoltaics, the situation is similar. In Ukraine it used to be related to
photoelectric research for military or space purposes. They often had an applied
aspect and were not aimed at publishing scientific achievements. Following the
reorientation of the state to peaceful tasks, often representatives of the most famous
institutions (Kharkiv, Kyiv) demonstrated a considerable number of publications
on technical aspects of the operation of photoelectric systems or design of the lines
for their production. But so far collaborative work has emerged, and as a result
high-level collaborative publications appear.

Therefore, since 2016 the number of joint Ukrainian-Polish publications has
been increasing annually. If we consider separately the number of published papers
in Poland and Ukraine by the tag “solar photovoltaics” for 2019, it can be noted that
in Poland 158 papers were published, while in Ukraine there are only 64.

5. Conclusions

For the effective development and implementation of renewable energy, differ-
ent factors must be considered simultaneously. In the short term, the introduction
of renewable energy sources is determined by the economic factor and the avail-
ability of certain investments in green energy. However, the long-term perspective
requires the development of new, environmentally friendly and effective research
and the creation of opportunities for their implementation.

Globally, no state can address the issue of renewable green energy on its own. In
order to develop international cooperation, a critical analysis of two neighboring
countries, Poland and Ukraine, has been made, but, apart from their close geo-
graphical location, there are significant differences in economic and legislative
systems. Such an analysis is a typical example of the development of cooperation
between states at the EU border.

The quality of research can be proved on the basis of quality scientific publica-
tions in peer-reviewed journals. The number and impact of such scientific publica-
tions indicate the potential of scientific teams, their relevance, and the possibility of
implementation.

The normalized h-index indicates that, in the spheres of basic materials science
research for energy, this value is practically at the same level, whether or not it is an
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EU Member State. The corresponding value of hnorm is 35 and 36, respectively, for
studies in Poland and Ukraine in the direction of “photoelectricity” and 28 and 32 in
the direction of “thermoelectricity.” However, the difference of almost two times
(9 and 5, respectively) for the direction of “bioenergy” indicates a much greater
progress of Polish scientists in this direction. Such values can be transferred with
some accuracy to the other countries at EU borders. That is to say, fundamental
research has a high priority almost everywhere, whereas applied research that
require sophisticated installations for testing them or expensive simulation software
are more effectively implemented in EU countries.
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Abstract

This chapter focuses on the feasibility analysis and different challenges toward 
deployment of renewable energy to achieve global sustainability. The analysis 
emphasizes that the technological advancement, cost, and efficiency are the basic 
elements for mass adaptation of renewable energy. At the same time, huge available 
resources, favorable economies, and large social-economic benefits attract major 
parts of the globe toward the transition from conventional to renewable energy. The 
proposed chapter also indicates the major options and barriers toward the deploy-
ment of different renewable energies in India, which will act as a catalyst to achieve 
the India’s dream renewable energy target of 175 GW by 2022. In the current era of 
modern technologies, highly CO2 releasing countries like India and China demand 
a wide range of renewable energy integration into their power generation portfolios 
to meet the requirements of global sustainability. Therefore, the proposed chapter 
will also provide a strong base of energy security for upcoming generations.

Keywords: solar energy, wind energy, hydro power, challenges, deployment

1. Introduction

Energy is the one of the most important building blocks of human development 
and as such acts as the key factor in determining the economic development of all 
the countries. It also acts as one of the most critical components of infrastructure 
development, which becomes crucial for the economic growth and welfare of any 
nation. The existence and development of adequate infrastructure are indispensable 
for sustained development and growth of the economy of a country. To meet the 
energy demands of developing nations, the energy sector has observed rapid exten-
sion. It is important to note that the nonrenewable sources are notably consumed by 
human use, whereas renewable resources are produced by continuous process that 
can sustain indefinite human exploitation.

In the COP21 agreement, India agreed to transform its entire energy system to 
a zero emission-based energy system. To work on the same, the government has 
done a radical transformation in its green energy sector to achieve the target. In 
this regard, government has more focused on the exploitation of solar energy. The 
government of India has also launched a solar international alliance, which will help 
to transfer the various solar technologies with each member country [1].

Most of the renewable energy (RE) is derived directly or indirectly from the sun. 
Sunlight can directly be captured using solar photovoltaic cells to produce electrical 
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energy. The Sun’s heat is also driving the wind, which in turn runs the turbine to 
produce the energy [2]. Necessarily not all REs depend on the sun. The geo-thermal 
energy relies on the earth’s internal heat to produce heat, while tidal energy occurs 
due to the moon’s gravitational pull.

The nonconventional energy systems are the hot and emerging wing for world’s 
future energy requirement and global climate change for the following two reasons:

i. RE system produces less greenhouse effect than produced by the fossil fuels.

ii. RE system provides the energy source that will not ever deplete.

The nonconventional energy is in booming phase due to the recent innova-
tions, which has brought down the cost to a significantly low level and started to 
deliver on the promise of clean energy future. The environmental advantage of 
RE including lower carbon emission and reduced air pollution has been widely 
known for decades. Its numerous socioeconomic benefits, however, have only 
been apparent in recent decades as the development of RE technology has been 
more widespread.

However, RE systems are better for the environment and produce less emis-
sion than conventional energy sources [3]. But, many of these resources still face 
difficulties in being deployed over at large scale due to technological barriers, high 
initial investment, and intermittency challenges [4]. Moreover, other different 
obstacles have also been broadly discussed in upcoming sections.

It is important to clarify that terms “RE,” “green energy,” and “clean energy” are 
not interchangeable in all cases, for example, a “clean coal plant” is simply a coal 
plant with emission reduction technology. The coal plant itself is still not a “RE 
source.” “Green energy” is a subset of RE, which boasts low or zero emissions and 
low environmental impacts to system as land and water [5].

RE systems are increasingly displacing dirty fossil fuels in the power sector, 
offering the benefits of low carbon emission and diminishing the other adverse 
environmental impacts. But not all sources of energy marketed as RE are beneficial 
to the environment. Biomass and large hydroelectric dams create difficult tradeoffs 
when considering the impact on wildlife, climate change, and other issues [6].

2. Types of RE sources

RE referred to as clean energy, which comes from natural sources or processes 
that are constantly replenished. RE is often thought of as new technology, harness-
ing nature’s power that has long been used for heating, transportation, lighting, and 
so on.

2.1 Solar energy

Humans have been harnessing solar energy for thousands of years to grow crops, 
to stay warm, or to dry foods. According to national RE laboratory report, “More 
energy from the sun falls on the earth in an hour than is used by everyone in a year.” 
Modern advance technologies offer utilization of solar energy in many ways: (a) to 
heat buildings, (b) to warm water, and (c) to generate power using solar photovol-
taic cells made of Silicon.

Solar energy contributes roughly 3% of total electrical generation of India. But, 
nearly fourth of all new generating capacities came from solar in the fiscal year 
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2018–2019. A total figure of 39,2668 GWh of solar energy has been produced in the 
last year using solar energy technology [7].

Solar energy systems do not produce air pollutants or greenhouse gases, and 
as long as they are responsibly sited, most solar panels have few environmental 
impacts beyond the manufacturing process.

2.2 Wind energy

Wind, which accounts for a little more than 4% of country’s total electrical genera-
tion, has become the cheapest energy source in parts of the country. Top wind power 
states in India including Gujarat, Andhra, and Tamilnadu exploit the wind energy 
through various technologies like off- and on-shore technologies. The wind turbines 
can be placed anywhere with high wind speeds such as hilltops, open plains, or 
offshore in open water [7]. India has significantly increased his installed wind energy 
capacity and has claimed to be the fourth largest wind power producer of the world 
[8]. Table 1 shows current installed capacity of wind energy in India.

2.3 Hydropower

Hydropower is the largest renewable energy source for electricity in India, which 
accounts for the around 11% of country’s total electricity generation. Typically, 
hydropower relies on fast moving water in a large river or rapidly descending water 
from a high point and converts the force of that water into electricity by spinning a 
generator’s turbine blades.

Large hydroelectric plants or mega dams are considered often to be a part of 
the RE source. Mega dams divert and reduce natural flows, restricting access for 
animals and human populations that rely on rivers. Small hydroelectric plants of 
rating less than 40 MW are less harmful for the environmental damage because it 
diverts only fraction of flow [9].

2.4 Biomass energy

Biomass is organic material that comes from plants and animals, which includes 
crops, waste wood, trees, manure, and so on for its energy resources. When biomass 
is burned, the chemical energy is released as heat. The produced heat can be used to 
generate electricity with a steam turbine. Biomass is often mistakenly described as 
a clean renewable fuel and a green alternative to coal and other fossil fuels because 
recent science shows that many forms of biomass especially from forests produce 
higher carbon emissions than fossil fuels [10].

Resources Total installed capacity (MW) 2022 target (MW)

Wind 36,368 60,000

Solar 29,549 1,00,000

Biomass 9806 10,000 (biomass and waste to power)

Waste to power 138

Small hydro 4604 5000

Total 80,467 1,75,000

Table 1. 
Current installed grid interactive renewable capacity of India [13].
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2.5 Geothermal energy

The earth’s core is considered to be as hot as the sun’s surface, due to the slow 
decay of radioactive particles in rocks at the center of the planet. Drilling deep wells 
brings very hot underground water to the surface as a hydrothermal resource, which 
is then pumped through a turbine to create electricity. Geothermal plants have low 
emissions. There are ways to create geothermal plants where there are not under-
ground reservoirs. But, the major barrier is the risk of earthquake in concerned 
areas. Somewhere, geological hot spots have been already observed [11].

2.6 Ocean energy

The ocean energy is usually deployed by four technologies: current energy tech-
nology, wave energy technology, tidal energy technology, and ocean thermal energy 
technology (OTET). Marine current technology is used to move the blades of the 
rotor of the machine to produce electricity. Wave energy technologies are generally 
used to convert the wave energy into electricity [12].

Tidal cycle can be observed due to the moon’s gravitational force. These tech-
nologies are in their early stage of development. The drawback of the tidal energy 
plants appears in its initial investment because it needs to construct high civil infra-
structure. Western part of India has huge potential of tidal energy in which Gulf of 
Kutch and Gulf of Cambay are the prime locations. Some tidal energy approaches 
may harm wildlife, such as tidal barrages, which work like dams and are located in 
an ocean bay or lagoon. Like tidal power, wave power relies on dam-like structures 
or ocean floor–anchored devices on or just below the water’s surface. OTET utilizes 
ocean temperature difference to mine energy. The minimum temperature difference 
required for this purpose is 20°C [12].

3. RE resources with the Indian prospective

The association of mankind with energy is as historical as discovery of fire or 
the steam. Different battles have been fought for the energy security ever since the 
industrial revolution or the discovery of the scientific evolution. The nineteenth 
and twentieth centuries’ entanglement with the oil and coal is slowly tapping feet 
with solar and wind or any other renewable resources for the energy. Global climate 
change is also one cause for the switchover from conventional energy resources 
to nonconventional energy resources such as solar and wind. However, the trans-
formation or switchover would not happen disruptively as expected due to tech-
nological lack in conventional generation methods and fuels. It will require huge 
investments and technology transfer, and the equation is unbalanced specially when 
in reference with the developing nations such as India.

The rapid increase of the Indian population demands the rapid expansion of 
energy sector. The advancement of human life has directly affected the rate of con-
sumption of energy. The application of advance luxury equipment in the field of 
transportation, agriculture, domestic application, and industries has significantly 
increases the demand of electricity. In order to meet the energy demand, the devel-
oping country like India is mainly dependent on fossils fuels. In recent years, India 
has faced many terrible conditions in terms of weather change. In such conditions, 
RE has been playing an important role in India’s energy planning. The importance 
of RE sources in the transition to a sustainable energy base was recognized in the 
early 1970s. In the current era, RE is being used increasingly in four distinct areas: 
(a) power generation, (b) heating and cooling, (c) transport, and (d) rural/off-grid 
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energy services. The ministry of new and renewable energy (MNRE) in India has 
been facilitating the renewable energy implementation of many programs includ-
ing harnessing renewable power, RE for village areas for lighting, cooking and 
motive power, use of RE in cities for lightening, industrial and commercial applica-
tions, and so on.

RE resources account for 13.5% of the world’s total energy supply and 22.5% of 
the world’s electricity [3]. However, the power generation from renewable sources is 
on the rise in India, with the share of RE in the country’s total installed capacity ris-
ing from 7.8% in 2008 to around 13% in 2014 [13]. Table 1 shows the total installed 
capacity of RE in India till March 31, 2019. It shows that India has an installed 
capacity of 80.474 GW energy. Among these, wind is the largest contributor and 
stands at around 36.625 GW of installed capacity making India the world’s fourth 
largest wind energy producer. Moreover, small hydropower, bioenergy, and solar 
energy constitute the remaining capacity of 29.55 GW.

The geographical location of India is very much favorable for generation of 
wind energy. Wind power capacity is mainly spread across the south, west, north, 
and eastern region of India. The development of wind energy system in India has 
started a many decade ago, when Maneklal Sankalchand Thacker, a distinguished 
power engineer, initiated a project with the Indian council of scientific and 
industrial research (CSIR) to explore the possibilities of harnessing wind power 
in the country. The heart of wind energy generation in India exists in the state of 
Tamilnadu, Gujarat, Maharashtra, Karnataka, Rajasthan, Madhya Pradesh, and 
Andhra Pradesh [14].

Solar energy is being realized as a one of the fastest growing clean energy sectors 
in India. A rapid growth of 0.522 GW of installed capacity has been observed in last 
4 months. At the same time, India has the lowest per MW capital cost for the instal-
lation of the solar power plants. Looking at the geographical scenario, most part of 
India covers 300 clear sunny days in a year. The calculated solar energy incidence on 
India’s land area is about 5000 trillion kilowatt-hours (kWh) per year. The available 
solar energy in a single year exceeds the possible energy output of all of the fossil 
fuel reserves in India. The daily average solar power generation capacity in India 
is 0.20 kWh/m2 of used land area, which is equivalent to 1400–1800 peak rated 
capacity operating hours in a year with available commercially proven technology. 
Therefore, India has a huge opportunity for the deployment of solar energy [15].

India is the seventh largest producer of hydroelectric power in the world. As of 
April 30, 2017, India’s installed utility-scale hydroelectric capacity was 44,594 MW, 
which was 13.5% of its total utility power generation capacity. This shows that 
hydroelectric sector has a big contribution in the total installed power generation 
capacity. Additionally, smaller hydroelectric power units with a total installed 
capacity of 4380 MW, which were 1.3% of its total utility power generation capac-
ity, have been added in its capacity. The National Hydroelectric Power Corporation 
(NHPC), Northeast Electric Power Company (NEEPCO), Satluj Jal Vidyut Nigam 
Ltd. (SJVNL), THDC, and NTPC-Hydro are some of major public sector companies 
producing hydroelectric power in India. Bhakra Beas Management Board (BBMB), a 
state-owned enterprise in north India, has a vast potential to generate hydropower, 
but rivers such as Godavari, Mahanadi, Nagavali, Vamsadhara, and Narmada river 
basins have not been developed on a major scale due to protest from the tribal popu-
lation. This shows that hydroelectric sector is highly underutilized in India [16].

The RE sector has emerged as a significant role in the country affecting the 
power generation capacity and in good view. This RE sector supports the govern-
ment’s agenda of sustainable development while becoming an integral part in 
meeting nation’s energy demand. For recent years in past, the Government of India 
(GoI) has taken several initiatives such as introduction of solar parks, organizing 
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global investor’s meet, launching a massive grid connected roof top solar program 
for green energy corridor, and program to train 50,000 people for solar installa-
tion as Solar Mitra Scheme (SMS). Also, steps have been taken toward renewable 
generation obligations on new thermal and lignite plants and so on.

Apart from many obstacles of the deployment of RE resources in India, the 
country has the following advantages:

a. Robust demand: With the growing India economy, the electricity consumption 
is projected to reach 15,280 TWh by 2040.

b. Increasing investments: With GoI’s ambitious targets, the sector has become 
attractive to various investors from foreign as well as Indian.

c. Competitive advantage: India is blessed with plenty of sunlight throughout the 
year, huge hydropower potential, various wind power generation sites, and so on.

4. Dream energy project of India

One of the reasons of increase in the demand for power in India is the grow-
ing population. Consequently, it has become necessary to explore all the possible 
nonconventional sources of energy to meet the issue of global climate change and to 
overcome the problem of energy security in the country. Energy systems around the 
world are witnessing toward transformations at an unprecedented rate. There has 
been a very rapid increase in RE technologies in last few decades. The rapid increase 
of energy demand forces every country to make efforts to move away from a fossil 
fuel-based energy generation portfolio. In this regard, India has made a remarkable 
dream energy project of 175 GW power generation from RE by 2022.

As depicted in Table 1, India has targeted an installed capacity of 175 GW by 
2022. In this project, large hydropower project has not been included. If we will 
add the large hydropower project, the figure will rise to 225 GW, which will be 
a praiseworthy achievement for the country. Due to the huge feasibility of solar 
energy, more emphasis has been given to solar energy, which includes 100 GW 
of total installed capacity. It will comprise 60 GW from ground-mounted, grid-
connected projects, and 40 GW from solar rooftop projects. Wind power projects 
will contribute 60 GW of total installed capacity. The ministry is implementing a 
wide range of schemes with financial support and conducive policies to achieve this 
target. The largest ever wind power capacity addition of 3423 MW and solar power 
capacity addition of 3019 MW were made in the fiscal year 2015–2016. For the first 
time in the year 2015–2016, the largest solar power project capacity of 20,904 MW 
was tendered, and 31,472 solar pumps were installed, which are higher than the 
total number of pumps installed during the last 24 years [17]. The installed pumps 
have a feature of powering through solar energy. It runs on the electricity produced 
through solar panel [18]. The ministry has been facilitating the implementation 
of broad spectrum programs for the accelerated deployment of RE. It includes the 
use of RE to rural and urban areas for lighting, cooking, motive power, industrial 
and commercial applications, and so on. To maximize the use of solar power, the 
ministry is making all efforts in rural and urban areas to create awareness of the 
benefits of solar power.

In India, the increasing addition of RE sources to its energy mix and the immi-
nent advent of electric mobility have driven the market to look at grid-scale energy 
storage solutions. The grid-scale energy storage would support the sustainable 
growth of renewable integration and aid grid balancing efforts by increasing energy 
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security and reliability of the nation. Most global efforts toward climate change 
adaptation have happened in the form of RE additions to the energy sector.

The Indian government’s vision of greening the power sector will require large-
scale adoption of energy storage technologies. Unfortunately, it is being met by a 
host of hurdles relatively high cost of technology and a lack of sector experience. 
The development of the energy storage sector was imminent, and unsurprisingly, 
the global market in 2018 was estimated at 12 GWh. This sector is very important 
if India is to meet its 2022 target of 175 GW. The first tender was released in 2015, 
and since then, the frequency of tenders with battery energy storage systems 
(ESS) has steadily increased, highlighting India’s motivations. Several tenders 
for solar plants with ESS were released by the Solar Energy Corporation of India 
(SECI). For a grid-scale storage, cost incurred per unit energy stored is highly 
dependent on ramping time, efficiency, and life of storage. Technologies such 
as pumped-hydro, compressed air, and gravity storage are sound alternatives to 
battery storage [19].

Thus, it is not easy to achieve the targeted dream energy project of the country. 
India has to face a number of technical and nontechnical barriers for the completion 
of its project in the estimated time limit.

5. Challenges in the deployment of RE

The barriers or challenges can be broadly classified into two categories:  
(a) nontechnical challenges and (b) technical challenges. Apart from this, there also 
exists some other challenges toward the advancement of RE in India.

5.1 Nontechnical challenges

5.1.1 Initial investment

The investment requirement for wind and solar power-based plants is signifi-
cantly higher than that of the coal-based plant. The development of a coal-based 
power plant requires around INR 4 crore per MW. A wind power plant with a 
capacity utilization of 25% requires an investment of INR 6 crore per MW. The 
actual investment, at more efficient capacity utilization of 80%, works out to 
be INR 18 crore per MW. Similarly, the investment in a solar-based plant, with a 
capacity utilization of 15%, is INR 18 crore. The actual investment, at 80% capac-
ity utilization, is around INR 98 crore. Apart from this, it also requires to invest 
in research and development field to get new and efficient technologies for better 
performance.

5.1.2 Land acquisition

It is a very major issue faced by the companies or government prior to the instal-
lation of new power plant and transmission line. The factor had slowed down many 
RE projects in India. For example, the solar power developer company like Mercom 
in India faced the same problem during the expansion of its large utility scale 
solar initiatives. Many of the south Indian states such as Karnataka and Tamilnadu 
take approximately 1 year for the clearance under the act of Land (Ceiling and 
Regulation). Moreover, the time for the completion of such projects remains only 
1.5–2 years. Similar problems arise, if any developer wants to commission a RE 
project near proximity to airport area. The airport authorities have divided the 
proximity zones in three levels: red, yellow, and green. For the yellow and green 
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zones, companies have to certify their documents from the survey of India as well as 
from MNRE, which take more than 1.5 years [20].

The RE sector developer Mercom has also given in his statement in April 
2019 that 1.2 GW wind project of SECI was decreased by 50% due to this reason 
only [20].

5.1.3 Social acceptance

Social acceptance of renewable-based energy system is still not very encouraging 
in urban India. Despite heavy subsidy being provided by the government for instal-
lation of solar water heaters and lighting systems, its installation is still very low. At 
the same time, rural part of India is facing the lack of adequate knowledge, which 
leads to the decrease in social acceptance of clean energy sources [21, 22].

There are six major elements of social acceptance of a RE system. These are 
knowledge of technology, cost, risk, perk, local situation, and decision making. 
Based on these factors, RE technologies are accepted and rejected in societies. For 
example, human manure-based biogas is highly unacceptable in the current modern 
Indian era. People of India treat it as dirty fuel. At the same time, social acceptance 
of solar energy is on the rise in all parts of India. In this regard, government has 
projected a target of 50,000 solar photovoltaic-based lighting system and 20,000 
solar irrigation pumps for rural India. Government is also supplying 2 lakh advance 
solar cook stoves for rural India [23].

5.1.4 Lack of skilled manpower

The trained skilled manpower is another area, where developing countries like 
India need to work. Currently, the Indian RE power sector is facing severe shortage 
of trained personnel [21]. Due to the lack of skilled personnel, time of completion 
of project increases, which in turn causes cost overrun.

As per the joint report of the Council of Energy, Environment and Water 
(CEEW), and Natural Resource Defense Council (NRDC) of India, skilled man-
power is the biggest problem for the hiring in recruits. The report also said that 
approximately 624,000 personnel will be either semiskilled or unskilled, which will 
work in industry for the completion of India’s Dream RE by 2022 [24].

5.2 Technical challenges

5.2.1 Intermittent nature of renewable

The energy generation of traditional fossil-fuel plants is majorly fuel dependent 
in nature. Hence, consistency and predictability of amount of electricity make 
it more reliable than nonconventional energy-based plants. Energy provided by 
conventional energy plants is easily controlled by the control units. For example, 
energy output from a solar panels can drop without warning due to clouds. 
Similarly, wind speeds cannot be reliably forecasted. To prepare for this fluctuation 
in advance, research and investment into energy storage systems are on the rise. 
Moreover, wind power ramp events are also a major challenge. Therefore, develop-
ing energy storage mechanisms is essential for the efficient deployment of RE 
sources [22]. The grid may not always be able to absorb surplus wind power gener-
ated by the uncertain wind speed hike.

The intermittency occurs not only in energy generation but also in equipment’s 
cost. Table 2 shows a range of solar panel prices of different leading solar compa-
nies in India. It widely effects on the initial investment of companies [25].  
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We can easily analyze that minimum and maximum prices of solar panels are highly 
intermittent in nature.

5.2.2 Integration of distributed energy systems

For controlling and monitoring purpose of a renewable-based energy park, 
system requires intelligent tools/software for its efficient operation. But, due to 
the occurrence of different types of distributed energy resources in the system, 
it becomes very complex to monitor it during its operation. It results in the dif-
ficulty during its integration. Many RE generation sites, such as solar PV and wind 
farms, are distributed across a wide geographical scope. Therefore, it becomes very 
difficult to control and monitor without a sophisticated tools in the system. For 
example, the new project for offshore wind farm in India is currently under con-
struction, which is away from coastline. For a precise and accurate energy manage-
ment of the aforesaid generation sites, the data from each asset need to be combined 
into a singular entity [21–26]. The tool should be efficient enough to combine many 
items of distributed equipment into one system to provide a complete visualization 
of the grid.

There are many technical concerns that arise during the integration of DG into 
the system. The first one is the stability. When integration is done, it effects on the 
rotor angle of the generator. At the same time, it also effects frequency and voltage 
stability of the system. Hence, DGs either increase or decrease the stability of the 
system based on the generator rating. However, local voltage perturbation of the 
grid voltage can be observed due to the intermittency in the injected power from 
the wind and solar units [27].

The second challenge is the optimal number of placement of the DG units in the 
system, so that the demand reactive power will be equal to the supply reactive power, 
which is very important to maintain a healthy voltage level of the system [27].

The another drawback in this regard is the need of protecting devices for DG 
units, which increases the overall capital cost of the system [27].

5.2.3 Location dependency

Most of the RE power generations are location specific. The feasibility of wind 
energy system can be seen to the locations having more than the cut-off wind 
speed. Sometimes, generation sites and load center are far away from each other 
[26]. Also, transmission of power from generating station to load center produces 
huge cost overrun. The transmission costs become very high especially in case of 
offshore wind resources. Hence, these types of technology are not much feasible in 
land-based transmission lines.

Companies in India Price range in INR/W

Adani Solar 18–35

Luminous 24–58

Vikram Solar 19–30

Microtek Solar 25–60

Waaree Solar 19–28

Tata Power Solar 20–62

Table 2. 
Range of solar panel prices of different leading manufacturers in India [25].
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For example, the major load center of the northern part of India lies in Delhi. 
But the onshore wind power plants are far away from this region. Also, the trans-
mission of hydropower to this location causes cost overrun.

5.2.4 Lack of transmission line infrastructure

Transmission line infrastructure is also a major problem behind the expansion 
of RE resources in India. Although government has decided to made green energy 
corridor for this purpose, the biggest challenge is to guarantee that transmission 
systems must be ready for operation before the completion of RE projects. As the 
complete execution of transmission projects may take up to 5 years or even more. At 
the same time, the solar energy-based projects require less time. Therefore, avail-
ability of transmission infrastructure is a big problem for the rapid deployment of 
green energy sources.

As per the CEA, GoI report 2015, Lakshadweep island in India has its 100% energy 
production through RE sources. This shows a huge possibility of RE from this region, 
which can be utilized to the other parts of the nation. But the lack of transmission 
line infrastructure causes its underutilization. Similar example occurs in the states 
of Himachal Pradesh, Jammu Kashmir, Sikkim, Arunachal Pradesh, and Meghalaya, 
which have the renewable energy production of 94, 73.41, 71.08, 78.49, and 75.93%, 
respectively. At the same time, the states such as West Bengal, Jharkhand, and Delhi 
have their installed capacity of 14.43, 8.42, and 10.26%, respectively [28].

5.2.5 Mismatch in load demand centers and available corridors

There is some unsuitability in the number of load demand centers and the 
available corridors for RE due to the lack of an effective plan to design a dedi-
cated infrastructure for RE transmission. For example, the 1 GW substation 
project at Kayathar in Tamil Nadu, India, was scheduled to be start in early 2018. 
Unfortunately, it could not be commissioned on time because of the independent 
power producers who are more inclined to transmit the power to Gujarat and 
Maharashtra, which have adequate load demand centers as compared to the north-
eastern states.

5.2.6 Necessity of energy storage system (ESS) and associated challenges

Due to the intermittency of various REs, it is very important to integrate a ESS 
to get an uninterrupted power supply to the consumers. The key criteria for the 
choice of ESS are size, application, initial cost, and durability. The major drawback 
of ESS is maintenance cost, which increases the net maintenance cost of the system 
and increases the payback period for the system. The operation of ESS is primarily 
based on its charging and discharging time [27].

There are many challenges associated with the integration of ESS to a renew-
able integrated power supply system. Among them, most important is drawback 
of power electronic converter over the power quality of the system. To integrate a 
ESS in the system, power electronic interface unit becomes necessary. It not only 
increases the initial investment of the system but also decreases the power quality of 
the system by injecting harmonics to the system [27].

5.2.7 Other challenges

The lack of proper financial system is also a major obstacle for the expansion 
of RE in India. Though government provides remarkable subsidies for the solar 
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PV systems, consumers are still lacking for an appreciable financial platform at 
the domestic level. The mega RE projects need appreciable amount of time for its 
completion. At the same time, the investors and stakeholders face problem due to 
the abrupt annulment of the RE policies by the government. Moreover, participa-
tion of private organization increases the project completion time because huge 
liability is not a full-recourse finance in this situation [14].

In case of development of biomass energy, obstacles occur in the process of 
transportation of biomass, which increases its cost of production. Also, efficiency is 
very low compare to conventional fossil fuel-based energy system.

The hindrance in the adaptation of new technologies based on RE sources can 
also be due to the lack of proper policies and regulations favoring the development 
of these technologies. Clear policies and legal procedures are required for the RE 
market to increase the interests of the investors. Additionally, standards and codes 
are some of the regulatory measures that enhance the adaptation of renewable 
energy technologies by diminishing the risk factor that comes along with invest-
ments in these projects.

Countries like India have been lacking with complete policy declaration on 
RE as most of the technologies are on its early advancement stage. Policies have 
been issues as and when necessary to facilitate the growth of specific RE tech-
nology. As per Table 3, targeted capacity of JNNSM is inadequate to meet the 
target for RE generation mandated by National Action Plan on Climate Change 
(NAPCC) [29].

6. Recommendations to eliminate the proposed challenges

In the previous part, different challenges have been identified and discussed, 
which act as a barrier toward the accomplishment of the India’s dream energy 
project of RE. The challenges must be eradicated to stimulate global sustainable 
development prospective in the field of RE. Following are some recommendations 
to eliminate the proposed challenges:

Year 2009–2010 2010–2011 2011–2012 2016–2017

Energy requirement (in MU)a 820,920 891,203 968,659 1,392,066

Share of RE as mandated under 

NAPCC (in %)b

5% 6% 7% 12%

Quantum of RE required (in MU) 41,046 53,472 67,806 167,048

RE capacity addition targeted by 

MNRE (in MW)c

15542c 20,376 25,211 57,000

Solar capacity targeted under 

JNNSM (in MW)

1000 10,000

Quantum of RE available (in MU)d 29,952 39,269 50,514 129,122

Additional RE required to meet 

RE share mandated under NAPCC 

(in MU)

11,094 14,203 17,292 37,926

aAs per 17th EPS.
b5% in 2009–2010 and 1% increase each year.
cAs on 31.10.2009.
dAssuming a capacity utilization factor of 22%.

Table 3. 
Mismatch between RE capacity envisaged under different policies and capacities addition targeted 2009–2010.
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a. Zonal grid of each state should give plots prepared by the state electricity board 
that hold the transmission necessities and its implementation as per load cent-
ers and available corridors, for the execution of RE-based power generation 
system in grid connected mode.

b. RE sector should be given priority in the rolling plan of the government, so that 
financial problem can be eliminated.

c. Government must frame extra budget for the research and development 
purpose of RE technologies, so that the nation can compete with the advance 
technologies.

d. There must be an attractive subsidy structure for the RE technologies at the 
domestic use level, so that social acceptance can be increased.

e. The necessary social awareness programs should be conducted at different 
parts of the country to increase the market size of the consumer for RE.

f. The problem of high initial investment can only be compensated through the 
advanced technologies. It is recommended to upgrade the existing technologies 
and adopt the superior one.

g. The use of efficient and durable energy storage system can overcome the issue 
of intermittent nature of RE because it will reduce the cost of maintenance, 
which will further decrease the operational cost of the system. At the same 
time, hybrid utilization along with the energy storage technology can also 
eliminate the problem of intermittent nature of RE.

h. The government has to promote the small-scale off-grid energy system for the 
rapid deployment of RE sources.

i. GoI must formulate a comprehensive policy or action plan for all-round devel-
opment of the sector, encompassing all the key aspects. The action plan should 
be prepared in consultation with the state governments. It is understood that 
the energy coordination committee of GoI has approved the preparation of an 
umbrella RE law to provide a comprehensive legislative framework for all types 
of RETs, their usage, and promotion. However, GoI has fixed no timeframe for 
the formulation and enactment of such a law. The GoI must speed-up this task 
and ensure that the desired law be enacted expeditiously.

j. There is a need for stronger initiatives at local body levels for the promotion of 
RE. For example, local bodies must be discouraged from granting municipal 
approvals for commercial building in urban areas unless it houses a solar 
application. Solar installations should be a precondition for a power connection 
from the utility.

k. The commercial success of RETs depends significantly on adoption and 
enforcement of appropriate standards and codes. GoI must prescribe minimum 
performance standards in terms of durability, reliability, and performance for 
different RETs to ensure greater market penetration.

l. There is an urgent need for clarity on the Renewable Purchase Obligation 
(RPO) framework. It may be better to specify the overall RPO percentage 
rather than technology-specific percentages. This in turn would encourage 
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investments in RE on the basis of technoeconomic analysis. Further, there 
should be no cap on RPO.

m. To meet the objective of RPO, it is imperative that an enforcement mechanism 
be introduced in all states.

n. RE should be declared as a priority sector. At present, the priority sector 
broadly comprises agriculture, small-scale industries, and other activities/bor-
rowers (such as small business, retail trade, small transport operators, profes-
sional and self-employed persons, housing, education loans, and microcredit). 
The inclusion of RE in priority sectors will increase the availability of credit to 
this sector and lead to larger participation by commercial banks in this sector.

o. GoI should ask banks to allow an interest rebate on home loans if the owner of 
the house is installing a RE application such as solar water heater, solar lights, 
or PV panel. This would incentivize people to integrate RE technologies into 
their home, thereby encouraging the use of RE. The rebate could vary depend-
ing on the number of applications installed or the type of technology installed.

p. To achieve low capital costs and to capitalize on its inherent advantages in the 
solar sector, India needs to consider revamping and upgrading its solar R&D 
and manufacturing capabilities. In this regard, GoI may consider promoting a 
core company to produce wafer and silicon. This will enable substantial reduc-
tion in the costs of solar technologies.

q. There is an urgent need for technical assistance programs designed to increase 
the planning skills and understanding of RETs by utilities, regulators, local and 
municipal administrations, and other institutions involved.

r. Information specific to viable RETs needs to be made easily accessible. It will 
increase general awareness and acceptability as well as aid potential investors 
and sponsors of such projects.

s. Capacity building initiatives should be undertaken to train people/workers to 
operate and maintain RE facilities.

t. There is a need to improve the maintenance support mechanism for RE prod-
ucts/plants for redressing the post-installation problem faced by the users.

It can be easily suggested that the government has to mainly work in the field 
of financial mechanism, policy and regulation system, transmission system, social 
awareness programs, and technology sector to accomplish the India’s dream energy 
project by 2022.

7. Conclusion

The chapter has been focused on to study the feasibility of different RE sectors 
in the Indian prospective. A analysis has been done about the government dream 
energy project of 175 GW by 2022. The potential of RE in India shows enormous 
opportunity toward its deployment, but the aforesaid technical, nontechnical, and 
other barriers need to be abated for the accomplishment of the project by 2022. 
Based on the identified obstacles, a brief recommendation has been proposed to 
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overcome the problems. The completion of project will not only give a boost to its 
economy but also set a remarkable benchmark step for other nations around the 
globe to conquer the issue of global climate change.
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Abstract

This chapter presents a broad overview of the current advancements in bio-
plastics and bioinspired nanocomposites with nanoscale reinforcements that are 
being applied for a broad range of applications, that is, biomedical, electronics, 
durable goods and packaging materials. The production of nanocomposites by 
completely and/or partially renewable and biodegradable materials has helped in a 
range of different applications. Several drawbacks of conventional materials such 
as hydrophilicity, low-heat deflection, poor conductivity, and barrier properties 
can be efficiently overcome using biohybrid nanomaterials. Nano-reinforcements 
in composite materials deliver remarkably improved properties such as decrease 
in hydrophilicity and increase in mechanical properties as compared with neat 
biopolymer, which fails to exhibit these properties on its own. This approach can 
be used for other natural polymers to induce desired functionalities. This chapter 
covers the recent trends in nano-functional materials, renewable materials that 
are being applied for the production of nanobiocomposites and their applications 
especially in biomedical and healthcare sectors, which are discussed in detail. This 
emerging concept will definitely enhance the scope of nanohybrid materials for sus-
tainable products development with improved properties than previously applied 
synthetic polymer-based or natural polymer-based materials.

Keywords: bioplastics, nanobiocomposites, multifunctional materials,  
biomedical applications

1. Introduction

Synthetic polymers are widely being used in everyday life for various applica-
tions. They can meet industrial and commercial market requirements, for example, 
durability, convenience, good performance, low cost, and high variability in regard 
to mechanical and barrier properties [1]. A significant amount of plastics is being 
used for packaging applications, which has grown rapidly from previous two 
decades [2]. These synthetic polymers/plastics of petrochemical origin are highly 
resistant to biodegradation, causing serious threat to the environmental sustainabil-
ity because of the accumulation of nonbiodegradable wastes, which is increasing 
every year. Overdependence of fossil resources can be reduced by the development 
of bio-based materials using renewable resources. Currently, bioplastic market 
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is progressing with an annual growth rate of 30% of synthetic plastic market [3]. 
Many scientists are working on the production of new compounds of biological 
origin either by chemical modifications or by industrial biotechnological process-
ing. Efforts are being made for the production of biopolymers or polymer building 
blocks using microorganisms and/or plants such as exopolysaccharides and other 
polyesters [4]. For the betterment of material characteristics, different types of 
polymers are blended together, which is known as composite material, and the 
materials with nanoscale reinforcement (i.e., at least one nanoscale dimension) are 
called nanocomposite materials.

Polyhydroxyalkanoates (PHA) production has significantly progressed; recently 
it has been demonstrated that the lignocellulosic components of residual of sug-
arcane bagasse are effective fermentation biomaterials for PHA production. The 
concept of utilization of waste-based biomass is promoting sustainable, bio-based 
economy [5]. Bio-based and/or biodegradable plastics may include some bio-
polymers derived from and/or returned to the nature. The terms “biodegradable” 
and “bio-based” are used interchangeably, but it is not correct. Bioplastics can be 
manufactured from biodegradable petro-based polymers, renewable materials, or 
some combination of these. The various types of plastics available in the market are 
presented in Figure 1.

The development of novel nanohybrid materials for the induction of desired 
characteristics among polymer matrix is an emerging area among life sciences, 
material sciences, and nanotechnology. During the previous decade, “nanobiotech-
nology” became a familiar term, used to indicate nanohybrid materials involving 
natural-based or a biopolymer conjugated with inorganic moieties [6]. Since the 
development of nanocomposite materials, huge efforts were made by the scientists 
because of outstanding characteristics of these nanohybrid materials for both func-
tional or structural materials, comprising amazing applications as electrochemical 
devices, and heterogeneous catalysts [7].

Figure 1. 
Various types of plastics available in the market from origin and degradability point of view.
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Researchers in nanotechnology are now focusing on the development of 
biopolymer-based nanocomposites that present outstanding characteristics similar 
to synthetic polymer-based materials (i.e., better thermal stability with improved 
mechanical and barrier properties) [8, 9]. In addition to these properties, nanobio-
composites also present remarkable advantage of biodegradability, biocompatibil-
ity, and, sometimes, functional characteristics provided by inorganic or biological 
moieties. The increasing interest in nanobiocomposites can also be imagined by the 
number of publications in previous two decades as per Web of Science, ISI database 
(Figure 2).

Several research groups are making efforts to replace petroleum-based polymers 
by natural, biodegradable, and abundant products synthesized from renewable 
biomass [10, 11]. Various biomacromolecules are present in nature, which could be 
utilized as renewable biomass for the production of nanohybrid materials such as 
starch, cellulose, lignin, polylactic acid (PLA), and other polyesters for the develop-
ment of “greener” materials [12, 13]. Their blends with natural inorganic materials, 
for example, nanocellulosic-clay and carboxymethylcellulose, provide enhanced 
biodegradability and biocompatibility among matrix molecules.

Microbes are able to decompose biologically originated molecules, giving CO2, 
which is utilized by the plants during the process of photosynthesis. The applica-
tions of these bio-based nanohybrid materials in the agricultural, biomedical, 
and/or in other areas will definitely help in the maintenance of environmental 
sustainability. Biomacromolecules or biopolymers bearing functional moieties 
representing highly specific catalytic properties, for example enzymes, present 
significant role in the production of nanobiocomposites aiming to produce nanohy-
brid materials with required characteristics. In nanobiocomposites that are based 
on enzymes, the inorganic portion is considered as the protective matrix for the 
immobilization of macromolecules and imparts multifunctionality to the nanohy-
brid matrix [14, 15]. The production of inorganic hybrid enzymes is an alternative 
way toward enzyme immobilization, which is a useful method for the development 
of enzymatic reactors and biosensors.

Figure 2. 
Graphical representation of year-wise number of scientific publications related to synthetic polymer composites 
and bio-based nanocomposites (Web of Science, ISI statistics).
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2. Nanocomposites from renewable resources

Currently, a growing concern among industrialists and researchers is to use 
environmentally friendly substances, aiming to replace nondegradable sub-
stances, thereby reducing the long-term accumulation of plastic waste in the 
environment. Biocompatible and biodegradable materials having applications in 
agricultural, food, or healthcare sectors are the major goals of several scientific 
studies. Petroleum-based materials are being replaced by natural/biological and/
or biodegradable materials, which are also renewable in natural environment; for 
example, cellulose, starch, polycaprolactone, and PLA are being used to synthesize 
biodegradable packaging materials [16, 17]. These renewable materials consist 
of nontoxic compounds that are capable of biological degradation by several soil 
microorganisms. This emerging concept will definitely help in the reduction in 
environmental damage due to petrochemical dependence.

Because of huge benefits of renewable materials with environmentally sustain-
able nature and a broad spectrum of various industrial and healthcare applications, 
several scientific studies are focusing on the development of bio-based materials 
with improved characteristics [18, 19]. This has led toward the production of 
biodegradable nanocomposites that can exhibit more improved properties than 
nonreinforced bioplastics. Biomacromolecules, for example cellulose, starch, and 
their derivatives, are natural polymers used for the production of nanobiocompos-
ites [20, 21]. These materials include synthetic or natural clay minerals or modified 
clay minerals such as nanofiller, providing exfoliation or intercalation compounds. 
Cloisite and montmorillonite are commonly applied silicates in these researches, 
having function of nanocharges that can act as reinforcement in the biopolymer 
material, resulting in improved mechanical strength of biopolymeric films.

Plasticizers are the substances added to synthetic resins to increase flexibility 
and plasticity to make the resulting plastic less brittle. Typically, glycerol, vegetable 
oil, or tryethylcitrate are added as plasticizers to bioplastic films with melting tem-
perature near decomposition to prevent them from degradation, resulting in good-
quality thermoplastic polymers. Plasticizers also contribute to better nanofiller 
dispersion in the matrix, giving amazing mechanical properties. Thermoplastic 
PLA, produced by cornstarch fermentation, is a most frequently used biopolymer 
for the production of bioplastic blended with organically altered silicates [22, 23]. 
The addition of titanate as a nanofiller to PLA bioplastics results in improvement in 
biodegradation, comparable to TiO2 [24].

Although various researches comprising recent available data on nanobiocom-
posites have been explained above, the production of nanobased biocomposites 
is still in the developing phase. Further progress lies in the development of new 
materials by using novel biopolymers, to increase their compatibility with inorganic 
moieties. Polysaccharides and other natural macromolecules, and their integration 
with several nanofillers other than silicates and silica, for example, LDHs, would 
help in the improvement of mechanical and barrier properties of nanobiocom-
posites. Besides the improvement in mechanical properties, clay films also exhibit 
improved gas barrier and thermal stability that can be used for food packaging 
applications [25, 26].

Nanocomposites that comprise synthetic polymers and inorganic reinforce-
ments, the distribution of silicates in biopolymer matrix initiates the “tortuous” 
pathway, leading to reduction in gas diffusion property of nanohybrid materials. In 
addition to silicates, several different inorganic solids have been added as reinforce-
ments to biopolymer materials; for example, the distribution of sepiolite in natural 
rubber causes improvement in mechanical properties [27]. Tensile strength and 
elastic modulus of natural rubber are increased by the addition of single walled 
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carbon nanotubes (SWCNTs) and SiC nanoparticles-based reinforcements, have 
become improved that those with just SWCNTs-based materials [28]. Multiwalled 
carbon nanotubes (MWCNTs) dispersion in natural rubber materials also repre-
sented a similar effect, for example, improved physical, mechanical, and chemical 
properties of biopolymer [29, 30] as presented in Figure 3.

Figure 3. 
Different types of nanostructured reinforcements among biopolymer matrix to induce desired functionality.

Figure 4. 
Crosslinking between inorganic nanofiller and polymer matrix to form intercalated plates with improved 
tensile strength and modulus.
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Organic reinforcement of starch and cellulose whiskers has become a sustainable 
replacement to other inorganic fillers; for example, nanocrystals of maize starch 
have been utilized as nano-reinforcement in glycerol plasticized maize starch [31, 32] 
leading toward improvement in mechanical properties of nanocomposites (Figure 3). 
Improvement in mechanical characteristics was also observed by the use of sodium 
carboxymethyl cellulose whiskers synthesized from cotton linter pulp when 
employed as reinforcement [33]. Enhancement in both Young’s modulus and the 
tensile strength was observed, caused by the nanofiller and polymer matrix crosslink-
ing resulting from intermolecular hydrogen bonding as shown in Figure 4.

The interest in using environmentally friendly, that is, biodegradable, products 
is increasing among companies; for example, NEC and Fujitsu have started to com-
mercialize environmentally friendly mobile phones and notebook computers based 
on PLA-chips, reinforced with kenaf fibers or petrochemically derived polymers. 
The electronic applications will require more researches on enhancement of charac-
teristics regarding distribution of biodegradable whiskers in polymeric materials.

3. Development of nanocomposite materials

Development of nanohybrid materials is a stepwise approach such as breakdown 
of intermolecular bonds comprising less energy, shaping new orientation and 
arrangement, and the production of new 3D network of polymeric substance by 
new interaction and bonds. Formation of new intermolecular forces relies upon 
polymer shape (length/diameter, ratio) and also the conditions provided. The 
material formed is stabilized by electrostatic, hydrophobic, covalent, and hydrogen 
bonds. Dry and wet processing of polymers is frequently reported useful for the 
synthesis of biopolymer-based nanocomposites [34]. Dry processing depends upon 
the thermoplastic characteristics of polymer, in which mechanical and thermal 
treatments cause induction of disulfide/sulfhydryl exchange reactions, while wet 
process depends on solubilization, type of solvent used, and pH, which can alter the 
polymer conformation [35].

3.1 Wet processing

Wet processing, also referred to as continuous spreading or casting method, is com-
monly used for the manufacture of bio and nanocomposites from natural resources, 
such as carbohydrates, proteins, and lipids (Figure 5A). Wet processing is based on 
polymer solubilization in a suitable solvent for the production of film forming solu-
tion. Desired additives (filler, plasticizers, antioxidant, antimicrobial compounds, 
nano-/microparticles, cross-linking agents) are added in the resultant solution. The 
method is followed by film spreading and solvent evaporation. Plasticizer addition is 
useful as it decreases intermolecular attractions and stiffness by giving flexibility and 
smoothing handling. This method is useful for packaging material development and it 
improves the mechanical properties of the resulting material [36].

3.2 Dry processing

As described above, this process is based upon thermoplastic properties of 
polymers that have an outstanding role in the synthesis of composite material. It can 
be correlated with glass transition theory, in which a glassy material is changed into 
a viscous state at a specific temperature. Transition state basically induces disorder, 
mobility, and free volume by changing physicochemical as well as mechanical prop-
erties of a substance [37]. In general, polymers can be shaped into desired material 
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by addition of plasticizer at high temperature and providing shearing force. 
Proteins denature at high temperature and the bonds in their molecules break, and 
new bonds and links establish in their molecules causing change in material proper-
ties [38]. Materials based on polymeric dry processing can be manufactured by 
several ways, for example, thermal processing or extrusion technique (Figure 5B). 
These processes can be used independently or both at the same time, in which 
extrusion is used for mixing and limited modification and thermal processing for 
the synthesis of final product.

4. Nanobiocomposites in healthcare sector

Nanobiocomposites present various applications especially in biomedical 
sciences like tissue engineering. The development of nanocomposites for regen-
erative medicine with bone implants and tissue engineering is still considered an 
emerging field [39, 40]. PLA and collagen are the most widely studied biopoly-
mers for tissue regeneration as they provide artificial support for growth of the 
cells. This bioresorbable scaffold requires suitable mechanical properties and 
sufficient macroporosity with interconnected pores to avoid collapse of implanta-
tion and to allow the transportation of metabolic substances and the nutrients, 
and to control biodegradability [41]. Most of the articles published are related to 
bone repair. Thyroid hormones have important role in proper metabolism and 
functioning of the body such as cardiovascular homeostasis [42] and normal 
kidney function [43, 44]. Abnormalities in thyroid hormone production can cause 
serious health issues. Recent progress in the development of nanoscale biocompos-
ites has led toward the development of catalase immobilized nanotubes graft-poly 
(L-lysine) for the diagnosis of iodate and H2O2 [45].

Figure 5. 
Developmental strategies of bio/nanocomposites for functional applications: (A) wet processing; (B) dry 
processing.
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Nanobiocomposites tested and implanted for tissue regeneration include 
hydroxyapatite (HAp/collagen) to reproduce biocompatibility, composition, and 
mechanical properties of bones [46]. Other biopolymers, for example, chitosan 
[47], PLA [48], silk fibroin [49], and alginate [50] have also been studied in com-
bination with HAp for the development of suitable bone regeneration scaffold. 
These implants mimic the surface roughness, porosity, and nanostructure of natural 
bones, as this facilitates the propagation of osteoblasts and helps in the regeneration 
of bones. Various synthetic techniques, for example, phase separation, gas foaming, 
fiber bonding, and freeze-drying/emulsification have been used to synthesize foam-
like biocomposites with interconnected pores and suitable porosity [51, 52].

Future improvements in this area could be the replacement of HAp in natural 
polymers with some inorganic or the combination of organic/inorganic reinforce-
ments. Sepiolite comprising microfibrous morphology has been blended with 
polymers, for example, collagen, giving rise to high-quality multifunctional hybrid 
materials [53]. High affinity between sepiolite and collagen biopolymer leads toward 
alignment with sepiolite fibers. Degradation rate can be reduced by the treatment 
of this biomaterial with a crosslinker, for example, glutaraldehyde, that increases 
mechanical properties, enhancing persistence after tissue implantation [54].

Nanobiocomposites also have a range of different applications, for example, drug 
delivery system [55] due to reduced dimensions and biocompatibility (Figure 6). 
Various studies have been reported in past few years about nanobiocomposites in tar-
geted drug delivery system [55, 56]. The use of layered double hydroxide nanostruc-
ture (LDH) transporter as a non-viral vector for gene therapy has also been studied 
[57]. DNA intercalation in environment of Mg-Al/LDH by ion-exchange chromatog-
raphy has also been confirmed. Analysis by XRD showed the increase of interlayer 
distance, revealing LDH parallel conformation to DNA double helical structure. The 
DNA transfer mechanism relies upon the shielding effect induced by the negative 
charge of DNA structure. This conformation facilitates the transportation of hybrid 

Figure 6. 
Applications of nanobiocomposites in healthcare sector.
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structure through the cell membrane, leading to LDH dissolution at acidic pH in 
lysosomes, the movement of DNA to the nucleus [58]. Nanosized hybrid materials, 
suitable for drug delivery purposes, have also been extensively studied for the treat-
ment of leukemia and diabetes using gene therapy [59, 60].

5. Summary and future perspectives

There has been an explosion of scientific interest among nanotechnologists and 
material scientists to use biomass as a source of renewable materials and energy. 
For this purpose, the utilization of neat biopolymers comprises several limita-
tions, that is, poor mechanical and barrier characteristics, which can be efficiently 
overcome using nanomaterials as reinforcing agents. The term “nanomaterials” 
covers a range of different materials with at least one dimension in nanoscale, that 
is, nanocrystals, nanoparticles, nanotubes, dendrimers, and several other inorganic 
nanoparticles. The use of “green chemistry” approach for the development of nano/
biocomposite materials comprises several advantages over conventional materials 
processing strategies, that is, their environmentally friendly, biocompatible, and 
biodegradable nature. Biocompatibility is an important property for the application 
of these nanohybrid materials in healthcare sector including regenerative medicine, 
tissue engineering, or food industry.

Efforts are being made for the development of HAP-based nanocomposites for 
bone-engineering purposes. Another most important use of nanohybrid materi-
als is targeted drug delivery, and the development of non-viral DNA vectors for 
gene therapy. Several functional nanohybrid materials working as optical and 
electronic gadgets are also being developed. Another promising application is the 
production of bio-based nanohybrid products, integrating natural-based polymers 
like chitosan, that have strong ion-exchange ability and effective electrochemical 
sensors. Enzyme entrapment by using several inorganic materials has led toward 
the production of active nanobiocomposites that can be efficiently used in bioreac-
tor and biosensor devices. The development of novel nanobiocomposites with 
multifunctionality and improved characteristics can be considered as a developing 
area for scientific research.

© 2020 The Author(s). Licensee IntechOpen. Distributed under the terms of the Creative 
Commons Attribution - NonCommercial 4.0 License (https://creativecommons.org/
licenses/by-nc/4.0/), which permits use, distribution and reproduction for  
non-commercial purposes, provided the original is properly cited. 
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Abstract

On a worldwide scale, vehicles, which constitute the transportation sector, play a 
major role in supporting the other productive sectors. In addition, the automobiles help 
promoting the living standards of human beings by satisfying the needs of most people 
in their daily activities. Nowadays, for the traction or repulsion of vehicles, the over-
whelming majority of these automobiles are equipped with internal combustion engines 
(ICE); however, the automotive industry is moving steadily toward the adoption of new 
technologies because of the rapid depletion of fossil fuels and climate challenges caused 
by the transport sector, which accounts for the 27% of global energy consumption and 
for 33.7% of pollutant emissions and green house gas (GHG). For road transportation 
sector, the fuel-cell electric vehicle is one of the promising solutions advocated by car 
manufacturers and research entities to replace gradually conventional vehicles.

Keywords: energy and transportation, electric vehicles, fuel cell vehicles, battery

1. Introduction

The internal combustion engine is considered to be one of the greatest inven-
tions in the human era. It is exploited in most road and rail transport solutions. 
This engine operates by burning products originating from fossil fuels. But due to 
the limited reserve of fossil fuels and because of the harming effects of burning 
these resources on the environment, the stakeholders of the automotive industries 
have opted for the development of efficient and high performance substitutions 
to this type of engines. Furthermore, the economic development and popula-
tion growth experienced by the world during the last 15 years have led to a sharp 
increase in demand for energy in this sector, which will increase the rate of 
depletion of fossil fuels and lead to major air pollution and global warming. To 
address these concerns, transportation-related research and development focus on 
developing viable renewable and clean solutions.

2. Road transportation: energy and environmental challenges

The global transport sector will face a number of unprecedented challenges over the 
next four decades (2010–2050). It is expected that the world population will increase 
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from 2.2 to 9.2 billion, with over two thirds of the population living in cities, compared 
to about half of today’s population. In addition, it is expected that the number of mega-
cities increased from 22 to between 60 and 100 megacities today in 2050. Many of these 
megacities, emerging mainly in Asia, Africa, and Latin America, will face high levels 
of traffic congestion, pollution, and noise. Furthermore, this effect will be amplified 
by the 2 or 3 billion cars and trucks that could be outstanding. During the same period, 
travel and road freight will at least double because of the increased demand for trans-
port, as well as economic development and improvement of living standards [1].

2.1 World population, vehicle fleet, and mobility

To understand the evolution of the vehicle market, it is necessary to compare the 
increase in the world population. We start with the investigation on the growth of the 
world population. During most of human existence, population growth was so slow 
that it was imperceptible within a single generation. To achieve a world population of 
1 billion people, it took until 1804 for those modern humans to appear on the world 
stage. To add the second billion, it was not until 1927, a little over a century. Thirty-three 
years later, in 1960, the world population reached 3 billion. Then the pace accelerated, 
since we added a billion every 13 years or more. In 2000, the worldwide population has 
reached 6 billion with 700 million vehicles; by the year of 2050, it has been estimated 
that the population will reach 10 billion with 2.5 billion vehicles (Figure 1) [2, 3].

Between 1950 and 1990, the number of road vehicles has increased ninefold in the 
world from 75 to 675,000,000. The vehicles predominantly for personal transport 
(cars and motorcycles) accounted for nearly 80% of all of them during these four 
decades. During the same period, the world population doubled from approximately 
2.5 to nearly 5 billion. During the period 1990–2030, the number of registered vehicles 
increased from 675,000,000 to 1,624,000,000 and mileage driven 10.7 billion kilome-
ters to 26.6 billion kilometers, most of this increase occurring in countries that do not 
currently belong to the Organization for Economic Co-operation and Development 
(OECD) (Table 1). This table shows that despite the already high levels of use of 
motor vehicle in the OECD countries, the number of vehicles and the amount of 
displacement is called to increase significantly over the coming decades [5, 6].

The study [5] summarized in Table 1, predicts that all indicators related to 
transportation via lightweight vehicles in OECD countries—at the exception of fuel 
consumption—will increase significantly between 1990 and 2030 [5].

Figure 1. 
Vehicle world fleet growth [4].
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In order to avoid dramatic climate change, climatologists advised for aiming to 
reduce the emissions of greenhouse gases by 60% from current levels by 2050 [7]. 
These two predicted scenarios are completely contradictory: a significant increase 
in the number of vehicles creates a huge demand for fossil energy day after day, 
fossil energy, mostly originating from oil, which goes against environmental the 
objectives of mitigating the greenhouse gases emissions. So the dilemma to solve 
is how to reduce pollution through toxic emissions combined with a significant 
increase in the number of vehicles? [3].

2.2 Energy resources

2.2.1 Nonrenewable energy reserves

It has been stated that the rate of depletion of nonrenewable energies, namely 
oil, gas, and carbon, is faster than the time of regeneration [8]. Crude oil is a result 
of the transformation of organic (animal and vegetal) debris from marine popula-
tions, under great pressure and in the absence of oxygen. This waste, mixed with 
sediments and gradually buried by new layers which are deposited, undergoes 
molecular changes under the combined effect of an increase in temperature and 
pressure. It thus becomes a liquid or a paste made up essentially of hydrocarbons, 
molecules made of hydrogen, and carbon assembled in chains which vary in their 
degree of complexity; as well as hydrocarbons, variable proportions of sulfur, 
nitrogen, oxygen, and traces of various metals are present [9].

According to data reported in 2013 by British Petroleum Company, Figures 2–4, 
respectively, illustrate the reserves estimation of oil, gas, and coal at the end of 
1992, 2002, and 2012. On aggregate, the reserves can be estimated to 1075 billion 
tons of oil equivalent (Gtoe).

Although new deposits of oil and natural gas are discovered regularly, with the 
ever increasing rate of consumption, it is predicted that the aforementioned reserves 

Light vehicles Heavy vehicles

Totals ∆% Totals ∆%

1990 2030 1990 2030

OECD countries

Number of vehicles (millions) 468 811 73 16 31 94

Mileage traveled (billion) 7.057 12.448 76 687 1.377 100

Weight of fuel consumed 

(megatons)

563 520 8 182 359 97

Other countries

Number of vehicles (millions) 179 725 305 14 56 300

Mileage traveled (billion) 2.380 9.953 318 647 2.512 288

Weight of fuel consumed 

(megatons)

167 394 136 142 552 289

All countries

Number of vehicles (millions) 648 1.537 137 30 87 190

Mileage traveled (billion) 9.437 22.400 137 1.334 3.889 192

Weight of fuel consumed 

(megatons)

730 914 25 324 911 181

Table 1. 
Evolution of global fleet and the distance covered, 1990–2030 [5].
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will be exhausted in the twenty-first century. Coal provides more distant prospects. 
In addition, it is an abundant and inexpensive resource compared to other fossil fuels. 
However, coal is also the most energy-emitting source of CO2 gas, recognized for its 
harming effects on global warming, and this is the main issue related to its use [8–11].

Table 2 shows the ratio of energy reserves on consumption. It is calculated by 
dividing the remaining reserves at the end of a given year by the consumption of that 
year. The result represents exploitation duration at the current consumption rates.

Figure 3. 
Distribution of proven reserves for gas [10].

Figure 4. 
Distribution of proven reserves for coal [10].

Figure 2. 
Distribution of proven reserves for oil [10].

Fossil energy Petrol Gas Carbon

Operating life 52.9 55.7 109

Table 2. 
Operating life of fossil resources [10].
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Regarding nuclear energy, according to the IAEA and the World Nuclear 
Association, the current uranium reserves can be exploited for 30 years provided 
that the price remains less than 40 $ per kg of uranium and over 60 years, if the 
production cost rises to $ 80 per kg. However, by adding all the proven reserves (not 
extracted today), the duration of exploitation is forecasted to have a slightly more 
than 200 years of consumption (depending on the price of uranium) [12].

Oil is the main source of energy, providing 33% of global demand, followed by 
coal (27%) and gas (21%). Renewables energies account for 13% of demand where 
10% is supplied by hydraulic energy. The nuclear power contribution fluctuates 
around 6% [13].

The exploitation of the first three nonrenewable energies is due to the fact that 
these sources have a high specific energy density (around 40 MJ/kg for oil, 20 MJ/
kg for coal, and 60 MJ/kg for methane). On the other hand, the oil has the advan-
tage of being a liquid fuel, which makes it easy to transport, store, and use once 
refined; this explains its widespread use in many applications [14].

Given that oil resources are limited (Figure 5), leading to an increase in the 
cost of oil. A study showed that if the rate of discovery of fossil resources should 
continue at current levels and consumption were to increase, then the oil resources 
would be exhausted by 2038 [9].

2.2.2 Evolution of consumption

Historically, global energy demand has grown steadily over the last 40 years, 
starting from 5000 Mtoe in 1970 to 14414.4 Mtoe in 2015. It has tripled in size 
in 45 years, which corresponds to an average annual growth rate of about 2.22% 
[13–16]. This growth is slightly lower than the 2.22% observed between 2010 and 
2015. However, given the difference in economic growth between the two periods, 
the energy intensity is expected to improve at a constant rate of 1.5% per year 
[16]. Figure 6 shows that the primary energy consumption is expected to grow on 
average 1.7% per year by 2040 to 2050 to reach 20 billion tons of oil equivalent of 
which the share of developing countries (China, India, Brazil, etc.) will be over 70% 
[5]. More than 85% of the increase in global demand for energy from 2010 to 2040 
occurs in developing countries outside the OECD [16].

Figure 5. 
World oil discovery, remaining reserves, and cumulative consumption [9–15].
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Among the factors explaining the growth of developing countries, there are 
of course the macroeconomic fundamentals: strong economic growth, driven by 
sustained industrial development and population growth, coupled with a broader 
access to energy sources, and in addition to this, in many developing countries, a 
policy of low energy prices and the frequent existence of subsidies.

2.2.3 Energy consumption in the transportation sector

Energy consumption in the transportation sector includes energy used for the 
movement of people and goods by road, rail, air, and water. The latter has experi-
enced a real explosion during this century and is increasing on average by 1.1% per 
year (Figure 7). Most of the growth in the use of energy transport is in non-OECD 

Figure 6. 
World energy consumption [16].

Figure 7. 
Transportation sector energy consumption.
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countries that experienced strong economic growth at the same time, leading to 
improved living standards and a corresponding increase in personal and commer-
cial travel request. Demand in these countries is almost doubled, from 43.1 quadril-
lion Btu in 2010 to 83.9 quadrillion Btu in 2040. That is to say, it increased by an 
average of 2.2% per year. On the other hand, the energy consumption of the OECD 
countries decreased on average by 0.1% per year, that is to say, 58 quadrillion Btu 
in 2010 to 56 quadrillion Btu in 2040 due to the relatively slow economic growth, 
improving energy efficiency, and stable population growth levels.

Compared to other economic sectors, transportation is ranked second after the 
industrial sector with a rate of 25.68% of final world consumption in 2015 [16, 17]. 
Under this scenario, the consumption will be reduced and will represent 24.16% of 
world consumption in 2040 [16] (Figure 8).

2.2.4 Transportation dependence on oil

Since its origins, the transport sector remains totally dependent on oil produc-
tion. This results in an increased demand for the latter [9–18].

In 2015 the global transport sector consumes about 2,676,240,000 tons of oil 
equivalents of energy annually. Of this quantity, over 96% originates from oil, rep-
resenting more than 60% of the total oil production in the world (Figure 9). Road 
transport accounts for the majority of this energy consumption. Light vehicles (LV) 
(including light trucks, light commercial vehicles, and minibusses) represent about 
52% of the total means of road transportation, while busses and trucks represent a 
share of 4% and 17%, respectively. While the air and marine transportation account 
for about 10% of world consumption of transport energy, aviation is by far the most 
dynamic sector, with an increase in revenues-ton-kilometers of around 5.1% by year 
2030. The railway sector represents only about 3% of the total energy consumption 
related to transportation [19].

However, the consumption patterns of industrialized and developing countries 
are very different (Figure 10). Oil consumption is almost three times higher in 
industrialized countries than in developing countries. Global demand will reach 
106.5 million barrels per day in 2020 compared to 96 million barrels a day today. 

Figure 8. 
World consumption by sector [16, 17].
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Figure 9. 
Distribution of fuel consumption by source and mode [19].

Figure 10. 
Increase in world oil demand, 1997–2020 [9].

In other sectors, oil consumption should stabilize or even decline in industrial-
ized countries. Oil consumption will increase relatively slowly in all sectors for 
developing countries as compared to transportation sector. In developing countries, 



167

Road Transportation Industry Facing the Energy and Climate Challenges
DOI: http://dx.doi.org/10.5772/intechopen.92299

the transport sector also shows the highest expected growth in oil consumption. 
Currently, over 55% of the oil in the world (about 53 million barrels per day) will be 
consumed in the transport sector [9].

2.2.5 Consumption standards

Currently, only the United States and Japan have laws establishing fuel con-
sumption standards. Across the Atlantic, the index of average consumption 
models is produced by the entity [Corporate Average Fuel Economy (CAFE)] and 
California standards for greenhouse gases. In Japan, the Top Runner program is 
adopted [20].

2.2.5.1 US standards

CAFE standards date back to the first oil crisis. They regulate the average con-
sumption of constructors fleets on a combined city/highway use. Their initial goal was 
to double the energy efficiency of vehicles between 1975 and 1985. The first objective 
set for 1978 was to achieve a consumption of 18 miles per gallon (mpg)  for cars or 13.1 
l/100 km. In 1985, these latter were to reach a level of consumption of 27.5 mpg in 1985 
(8.6 l/100 km). Subsequently, these standards have been facilitated. From 1990 and 
till the present time, the standard of 27.5 mpg has been re-applied [20].

In 2007, the US Congress set a new objective in the matter: 35 mpg (6.7 l/100 km) 
by 2020. In addition, the Department of Transportation (DOT) and the 
Environmental Protection Agency (EPA) have jointly proposed to apply this new 
standard on the period 2012—2016, which would allow, at national level, to meet 
the standards of all states. This program would save 5% of fuel per year, 1.8 million 
barrels of oil, and reduce CO2 emissions to 950 million m3 (1.8 million tons of the 
nearly 6000 produced) or 21% in 2030 compared to the situation that would prevail 
without the new standards [20].

2.2.5.2 Japanese standards

Japan is the country where the GHG emission standards are the most strict ones. 
According to the Top Runner program, introduced in 1999, emissions from gasoline 
light vehicles should be less than 22.8% of their 1995 level. For diesel vehicles, the 
goal was set at 2005 and the reduction achieved was 8.8% (the required improve-
ment was, originally, 14.9%) [20].

2.2.5.3 European Union

In Europe, the European Automobile Manufacturers Association (ACEA) com-
mitted in 1998 to reduce CO2 emissions from new cars to 140 g/km in 2008. Since 
1998, the average reduction was 2.5% per year. Subsequently, in 2007, the European 
Commission proposed to limit to 130 g/km by 2012, and non-compliance of any car 
manufacturer would expose it to financial penaltiess. The goal is to eventually reach 
120 g/km through complementary measures. However, reaching the threshold of 
130 g/km has been delayed for 3 years, in 2014 [20].

3. Impact of transport on the environment

During the last decades, and with the industrialization of many countries, the 
world has experienced an increase in the number of individual vehicles in which 



Renewable Energy - Resources, Challenges and Applications

168

their use is considered a good indicator of economic growth. But oil consumption 
used currently in a vehicle results in various impacts on the environment: emissions 
pollute the air and cause to climate change, noise causes harm and leads to health 
issues, and infrastructure affect landscapes and ecosystems. The further social 
impacts are as follows: hundreds of thousands of people are killed or injured each 
year in accidents, and congestion levels achieved in many densely populated areas 
are sources of wasted time. These problems today are important issues for govern-
ments and international organizations.

Pollutants are formed during the combustion of fuel in vehicles equipped with 
internal combustion vehicles. The products emitted by combustion vehicles are still 
the same; only the relative amounts vary with the type of combustion, the geometry 
of the engine, and the operating conditions of the vehicle [6–21].

The combustion of hydrocarbon liquids rejects pollutants called “primary” 
directly from the exhaust pipe and pollutants “secondary” formed by the chemi-
cal conversion of the first in the atmosphere. In addition to gas emissions, road 
transport is the source of emissions of pollutants in the form of fine particles, heavy 
metals, noise, etc. These pollutants have a direct impact on the public health and are 
responsible for climate change due to the greenhouse effect.

Pollutants from automobile exhaust are as follows [22]:

• Carbon compounds: CO, CO2

• Nitrogen compounds: NO, NO2 commonly referred to under the generic name 
of nitrogen

• Oxides NOx, N2O, and more rarely NH3, HCN, nitrosamines, etc.

• Organic compounds, volatile, irritating, or odor, such as hydrocarbons (HC), 
benzene, polycyclic aromatic hydrocarbons (PAHs), carbonyl compounds 
(aldehydes, etc.), carboxyl (organic acids)

• The sulfur compounds, particularly SO2 and SO3 and rarely H2S

• Halogenated compounds, mostly in leaded fuels disappearing over

• Metal compounds, especially the fuel lead and zinc lubricants associated with 
its impurity cadmium

• Volatile organic compounds (VOC) and soot appointed as particulate matter 
(PM10, PM2.5), derived almost exclusively diesel engines

3.1 Climate change and air pollution

The potential harms of climate change is well established. Average temperatures 
on the surface of the earth and the oceans have risen, causing climatic disturbances 
that are already present in almost all regions of the world. At the global level, it is 
estimated that average temperatures have risen by 0.7°C over the twentieth century. 
The last decade (2001–2011) was also the warmest ever recorded by meteorological 
services, and the current warming is accelerating [23, 24].

Climate change is already resulting in a multitude of visible and measurable 
phenomena: the gradual disappearance of Arctic ice cover in summer accelerated 
melting of glaciers, ocean acidification, etc. Climate models predict a substantial 
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increase in sea levels, which then lead to disastrous consequences for low-lying 
coastal areas and island states, and in the near horizon for the youngest among us 
are living the consequences. Greater frequency of extreme weather events such as 
floods and droughts is also anticipated. Climate change will directly affect ecosys-
tems, infrastructure, economy, and well-being of people worldwide. Emissions of 
GHG in the past, present, and future will destabilize the climate system for a long 
time. This means that even if global emissions were reduced and stabilized now, 
climate change will continue to affect us for several more decades. Beyond the 
gradual effects approached due to the increase in average global temperatures, the 
Intergovernmental Panel on Climate Change (IPCC) estimates that a global warming 
of more than 2°C above the temperature of the preindustrial exposes us to the risk 
of abrupt and irreversible changes (tipping points) in the functioning of the climate 
system. To limit global warming to a maximum increase of 2°C, the IPCC estimates 
that global GHG emissions must be stabilized by 2015 and be reduced by half by 
2050. In summary, there is still time to act but the time window in which we can do it 
quickly narrows [24, 25].

3.1.1 Greenhouse effect and global warming

The greenhouse effect is a natural phenomenon of partial retention of solar 
radiation and the earth’s heat in the atmosphere, described in 1827 by the physicist 
Jean Baptiste Fourier. This phenomenon essential to our existence gives an average 
temperature of 15°C on earth. If it did not exist, the average surface temperature of 
the earth would be −18°C. The water is in ice and life would probably never appear 
on earth. What is dangerous is not the phenomenon itself, but its rapid increase due 
to human activities is worrying [18–26, 27].

The Intergovernmental Panel on Climate Change predicts an average warming of 
1–3.5°C by 2100. This would raise the sea level by 15–95 cm. This threatens to flood 
completely some islands in the Pacific and Indian oceans and it will amplify the 
frequency and severity of weather events such as floods and droughts [28–31].

3.1.1.1 Greenhouse effect mechanism

The climate is governed by the heat balance of the earth. The essential energy 
source for the planet is the incident solar flux (short wavelength) whose absorption 
or not by the earth system depends primarily on the constituents of the atmosphere 
that absorb and reflect about 50% of the flow incident (H2O, CO2 and O3, aerosols 
and clouds) (Figure 11). The other half of the incident flux is absorbed by the 
land surface and is re-emitted to the atmosphere as infrared wavelengths (IR, 
wavelengths). The greenhouse gases absorb IR and retransmit them to the surface 
of the earth and into space. So, greenhouse gases act like the glass in a greenhouse; 
increasing the concentration of these gases in the atmosphere causes an increase of 
the temperature of the greenhouse.

3.1.1.2 Gas contributing to the greenhouse effect

Gases contributing to the greenhouse effect are mainly water vapor, carbon 
dioxide, methane, and nitrous oxide. Industrial greenhouse gas includes fluorinated 
compounds, namely, hydrofluorocarbons or CFCs, perfluorocarbons or PFCs, and 
sulfur hexafluoride or SF6; these gases are also responsible for the degradation on 
the ozone layer. These are the six gases covered by the Kyoto Protocol (Table 3). 
The gases do not all cause to the same intensity to the green house effect. Indeed, 
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some have a greater warming potential than others and/or length of stay (residence) 
longer.

It is noted that the duration of stay in the atmosphere of the different green 
house gases varies widely: 12 for CH4, approximately 200 years for CO2 and more 
than 50,000 for CF4. This means that the carbon dioxide produced today will still 
affect in a century.

The contribution to the green house gas effect of each gas is measured by the 
Global Warming Potential (GWP). The global warming potential of a gas quan-
tify the radiative forcing (i.e., the power that radiative greenhouse gas returns to 
the ground) accumulated over a period of 100 years (that is how we increase the 
greenhouse when it emits one kilogram of the gas). This value is measured in rela-
tion to CO2. If 1 kg of methane is emitted into the atmosphere, it has the same effect 
on a century if we had issued 25 kg of carbon dioxide. If 1 kg of sulfur hexafluoride 
is emitted in the atmosphere, it has the same effect on a century if we had issued 
22,800 kg of carbon dioxide. That is why greenhouse gases are measured in carbon 
equivalent. By definition, 1 kg CO2 contains 0.2727 kg carbon equivalent, i.e., the 
weight of carbon only in the carbon dioxide compound. For other gases, the carbon 
equivalent is given by the equation:

Figure 11. 
Greenhouse effect mechanism.

Greenhouse gas Chemical 

formula

GWP Atmospheric 

lifetime 

(years)

Carbon dioxide CO2 1 200 (variable)

Methane CH4 25 12

Nitrous oxide N2O 298 114

Fluorochemicals Dichlorodifluoromethane 

(CFC-12)

CCl2F2 10,900 102

Chlorodifluoromethane 

(HCFC-22)

CHClF2 1810 12,1

Perfluoromethane CF4 7390 50,000

Sulfur hexafluoride SF6 22,800 3200

Table 3. 
Length of stay and global warming potential of greenhouse gases [32, 33].
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  Carbon Equivalent = 0.2727 .  GWP relative  (1)

Greenhouse gases are not very abundant naturally. But because of the human 
activity since the Industrial Revolution, the concentration of these gases in the 
atmosphere has changed significantly. According to the IPCC, if no measures are 
taken, the CO2 content in the atmosphere rose from 260 to 400 ppm today to 1000 
ppm at the end of the century, leading to a rise in temperature between 2 and 
6°C [34].

The following figure shows the concentration of CO2. First observed seasonal 
net CO2 concentration. It varies in the range of 2% per year, with a maximum in 
month of May (at the beginning of the growing season) and a minimum in October 
(end of season) [34].

Global emissions of greenhouse gases are increasing steadily, despite various 
policy initiatives such as the Kyoto Protocol. The situation varies considerably from 
one sector to another.

In the reference scenario IEO 2013 [16], global emissions of carbon dioxide 
produced from burning fossil fuels increased by 31.2 billion tons in 2010 to 36.4 
billion tons in 2020 and 45.5 billion tons in 2040 (Figure 12).

The increase in CO2 emissions was 40% from 1990 to 2010, reaching 31.7 billion 
tons of carbon dioxide in 2012. The increase of 1.3% in CO2 emissions worldwide 
is largely caused by 300 million tons of emissions in China and 70 million tons in 
Japan (since the Fukushima disaster in 2011, Japan uses more fossil energy). The 
United States and some European countries reduced their emissions. Much of the 
increase in emissions is attributable to developing countries that are non-OECD 
members who continue to rely heavily on fossil fuels to meet the fast pace of growth 
in energy demand. Regarding emissions from non-OECD countries, it is predicted 
to reach 31.6 billion tons in 2040, or 69% of the world total, in comparison to emis-
sions from OECD countries which would be around 13.9 billion tons in 2040 or 31% 
of the world total (Figure 13).

CO2 emissions from transportation modes, should, if no action is taken, continue to 
rise at current rates. The graph in Figure 14 shows the evolution observed and projected 

Figure 12. 
Global CO2 concentration [34, 35].
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of emissions from different transport modes between 1970 and 2050. CO2 emissions 
from transport are expected to double between 2000 and 2050, the largest part of the 
increase being related to road and air transport. Freight transport has grown faster than 
passenger transport, and progression seems set to continue in the future [36].

Globally, the transport sector is the second largest emitting sector with 7 Gt of 
CO2 emitted in 2011, behind the energy sector, comprising the production of elec-
tricity and heat. According to projections by the International Energy Agency, these 
emissions will continue to rise, reaching 18 Gt in 2050 in the baseline scenario [37].

Beyond this overall finding, disparities are hiding across geographical areas. 
According to the reference scenario of the International Energy Agency, while the 
CO2 emissions of the transport sector in developed countries will grow steadily in 
2050, the same emissions in developing countries will, in turn, grow exponentially. 
At the head of these, China and India contributions reach, respectively, 4 and 1.5 Gt 
in 2050 (against 0.332 Gt and 0.1 Gt in 2005, respectively) [38].

Figure 14. 
Evolution observed and projected global CO2 emissions in different modes of transport [36].

Figure 13. 
Global CO2 emissions.
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3.2 Local pollution

Unlike greenhouse gases, local pollution has a direct impact on the health and 
comfort of the car users and others. The impact is most noticeable in areas of heavy 
traffic, especially in cities. Pollutants are due to fuel combustion or simply the run-
ning of the vehicle, such as the following:

• Fine particles: Rated PM for particulate matter, they are inorganic or organic 
particles or a mixture thereof [39]. They are classified according to their size; 
finer less than 2.5 μm named PM2.5 and coarser that have a diameter between 
2.5 μm and 10.mu.m called PM10 [40, 41]. In 2007 in France, road transport 
occupied the fourth place of emission sources of these two types of particles, 
with 12% and 11%, respectively [40]. Tests on a vehicle “light” diesel, produced 
according to the European procedure (cycle Motor Vehicle Emissions Group 
(MVEG)), measured emissions of 1010 particles/km much higher than the 
limit (6106 particles/km) specified in the standard EuroV 2009 [42].

• Heavy metals: Other fine particles of heavy metals such as copper (Cu) and 
lead (Pb) are also issued by the transport sector. Copper is linked to the wear 
of brake pads for road vehicles, but it mainly comes from the wear of overhead 
lines in rail transport. Copper emissions are continuously increasing with the 
growth in traffic. As for lead, it is due to the use of leaded petrol and consump-
tion of part of the “engine” oils containing traces of lead. Lead emissions are 
related to its content in the fuel [43]. Upon the arrival of unleaded gasoline, 
emissions have dropped drastically. Since 2000, road transport contributes 4% 
against 91% in 1990 of total Pb emissions in France [42–44].

• Noise: Noise pollution from transport, contrary to releases of gases and parti-
cles, has little adverse impact on public health. However, they represent a source 
of annoyance for 40% of French and 25% of the European population. 17% 
of these noises are caused by cars [45]. In fact, emissions of conventional cars 
are measured at an average intensity of 70dBA9. The electric vehicle emits the 
same intensity noise than conventional vehicles beyond 30 km/h. Nevertheless 
electric vehicles fell by 10dBA and 6.5dBA for speed 5 and 10 km/h, respectively 
[46]. Knowing that the noise is characterized by its intensity and duration [41], 
people in urban areas are the most affected, and the noise reduction can be one 
more argument for the electrification of transport [47–49].

The traffic noise has multiple negative effects on health. The World Health 
Organization recognized the ambient noise, especially the noise originating from car 
traffic, as a serious public health issue. The traffic noise has various kinds of harm. 
The most common effect is a mere annoyance, but it seems also proven that traffic 
noise causes serious health problems, including sleep cycle disturbances affecting 
cognitive function (especially in children), and helps in the emergence of certain car-
diovascular diseases. It also seems increasingly obvious that it raises blood pressure. 
It has been estimated that over 245,000 people in the European Union acquired every 
year cardiovascular disease attributable to traffic noise. Some 20% of these patients 
(nearly 50,000 people) are victims of a heart attack, leading to their premature death. 
There are no comparable estimates for other parts of the world, but there is no reason 
not to think that much of the population suffers from traffic noise elsewhere [36].

Pollutant emissions are a source of health costs, damage to buildings and 
materials, crop losses, and other damage to ecosystems (biosphere, soil, water). 
Each impact is driven by one or more types of pollutants [36]:
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• Impact on health: this impact comes from inhaling fine particles (PM2.5/PM10 
and other air pollutants). The particles contained in the exhaust gas may be con-
sidered the most important of these pollutants. Ozone (O3) also affects health. 
The impact essentially translates into a worsening health problems for people 
with respiratory diseases and an increased risk of contracting these diseases.

• Degradation of buildings and materials such as damage mainly consists in two 
aspects: the first in the form of dirt and other surfaces of the facades of the build-
ings due to particles and dust and the second largest in the form of degradation 
due the corrosive action of acidic air pollutants such as NOx and SO2.

• Losses of crops and impacts on the biosphere: acid rain, ozone, and SO2 dam-
age crops, forests and other ecosystems.

4. Regulatory and technological aspects

Since the 1970s, the issue of preserving the environment has become a concern. 
International authorities have begun to take concrete steps to reduce the discharge 
of pollutants. The Kyoto Protocol adopted in 1997 is one of these measures. It had 
set a target average 5.2% reduction in greenhouse gas emissions of industrialized 
countries. And, although all sectors are concerned, the emissions from transport 
and automotive in particular have been the target of regulatory mechanisms put 
in place by governments. Thus, automakers are constantly forced to improve their 
technologies while maintaining low costs.

4.1 Regulatory aspects

The regulatory framework for emissions is different from one country to the 
other. However, all standards adopted by industrialized countries such as the 
European Union and its member states, the United States and Japan, are aimed at 
limiting emissions of CO, NOx, HC, and PM (Figure 15). Each standard is based on 
specific test procedures. For information, the Tier-2 standard adopted in 1999 in the 
United States does not distinguish between fuels, while the Japanese standard takes 
into account the state (hot or cold) of the vehicle. Figure 15 shows a comparison 
of these standards. It may be noted that Japanese standards are the strictest. They 
are followed by the European standard Euro V applied from 2009 and finally in US 
standards. European standards are, like all standards, whenever revisited and emis-
sion thresholds are revised continually declining.

CO2 emissions have been subject to a voluntary agreement between the 
European Community and the European Automobile Manufacturers Association. 
This agreement aimed to reduce emissions from passenger cars to 120 g/km by 2012 
and 95 g/km by 2020. To achieve this, France and other countries have imposed, 
since May 2006, car manufacturers labeling their classes 10 new vehicles to encour-
age the purchase of less polluting models. Financial incentives to buy cleaner 
vehicles were also implemented through environmental taxes such as the Bonus/
Malus ecological established in France since January 2008.

4.2 Technological aspects: alternative to the internal combustion engine

The scarcity of oil coupled with increasing demand (primarily bound to the 
development of emerging countries) causes an inevitable increase in the price of 
oil. This increase in oil prices gives researchers and industry the opportunity to 
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explore new technological avenues that were not possible before. In this context, 
the return of investment on these technology is almost guaranteed. The era of the 
post-oil is actually launched. The urgent need to reduce CO2 emissions worldwide, 
combined with the rise in oil prices, requires decision-making advocated by new 
political commitments. New commitments lay the foundations for a new global 
orientation in terms of energy management. The goal is to enable research and 
commercialization of new solutions, which involve the following:

• The optimization of combustion engines (improved technologies used  
currently in vehicles):

• Improving the efficiency of engines (downsizing, supercharging, injection, 
post processing, aerodynamics, etc.)

• Hybridization (electrical and thermal) and electrification of the drive train

• The use of new energies (diversification of energy sources used for traction 
vehicles)

• Biofuels

• Liquefied Petroleum Gas (LPG)

• Natural gas vehicles (NGV)

• Hydrogen (a few decades)

4.2.1 Biofuels

They were encouraged by the government following the two oil shocks in the 
1970s. Today, after over 20 years of industrial development, these plant-derived 
fuels have their place in the energy mix. The European Union has set a particular 

Figure 15. 
Comparison of car emission limits in the European Union, Japan, and the United States.
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incorporation target of 10% of renewable fuels in road transport by 2020 [50]. The 
two large biofuel production chains are the petrol sector and the diesel industry.

• The biofuel sector includes fuel ethanol and ethyl tertiary butyl ether (ETBE).
The ethanol to be supplied to cars with gasoline engine is derived mostly from 
sugar plants (beet, sugar cane), wheat, or corn. It is mostly used in Brazil and the 
United States. It can be mixed with gasoline at concentrations ranging from 5 to 
10% for the conventional vehicles and added at higher rates for adapted vehicles.

• The diesel biofuel sector corresponds to fatty acid methyl esters (FAME), which 
are made from vegetable oils from rapeseed or sunflower (Europe), animal fats, 
or recycled used oil and soy (United States). Biodiesel can be incorporated into 
the diesel fuel in amounts up to 7%. This rate can rise to 30% for certain fleets.

To increase the availability of biofuels, new biofuel production chains are 
being studied. They are used as feedstock lignocellulosic biomass, agricultural 
residues (corn stalks, cereal straw), and forestry, including dedicated poplar crops 
and organic waste such as sewage sludge. Ethanol processing by the biochemical 
pathway is studied. Similarly, for diesel, the transformation of this synthetic liquid 
fuels from biomass by the Fischer-Tropsch process is the subject of ongoing R&D 
around the world. These channels have many advantages: potentially lower costs, no 
competition with the food chain, and no limits to production volumes, no co-prod-
ucts to sell. But research is still needed for their development. LPG is a mixture of 
80% butane (C4H10) and 20% of propane (C3H8) and heavier than air. It can directly 
come from stripping operations (oil extraction) during production on fields or 
crude oil refining. Its use has advantages compared to diesel fuel to reduce [51, 52]:

• 50% of nitrogen oxide emissions

• 50% those of carbon monoxide

• 90% of those hydrocarbons and particles

LPG is mainly distributed in gas cylinders for domestic heating, cooking food, and 
chemical industry, transport representing only a minority share of its consumption. 
Currently, It is consumed in significant quantities for the automobile only in few 
European countries and Australia, but China is a growing market, and the United 
States is considered to be a potential consumers in the years to come. If  it is in the gas-
eous state at ambient conditions, LPG is usually stored in liquid format a pressure of 
10 bars [52]. Currently, vehicles using this fuel are mostly equipped with a “dual-fuel” 
system (operation on petrol or LPG), which allows to adapt to the refueling station 
density available. This approach involves the LPG as an added feature to the existing 
petrol vehicles and makes operation in fuel optimal [50].

4.2.2 GNV/GNL

The largest deposits of natural gas (methane), whose reserves are larger than 
those of oil, are in the following countries: the Unites States, Russia, Canada, Iran and 
Qatar, Algeria, Nigeria, South Africa, Argentina, Australia, etc. It is fed by a major 
pipeline network or, alternatively, at high cost to the liquid, chilled to −162°C between 
very specific terminals special water (LNG); it gives the appellation liquefied natural 
gas (LNG). For automotive applications, called NGV. Methane is stored on board with 
a pressure of 200 bars in the tanks, the volume of which corresponds to 5 times that 
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of a fuel tank of equivalent energy content. A distribution network already exists in 
some cities, but a compression facility is necessary for refueling stations because the 
pressure of the network generally does not exceed 30 bar. The acceptability of the 
presence of reservoirs and the specific filling operation are also issues to consider [52].

NGV can be easily fitted to a motor provided to run on gasoline. It reduces by 
nearly 25% the emissions of greenhouse gases. The engines used offer good energy 
efficiency (greater than 10 to 15% that of a gasoline engine) combined with a 
very low potential for regulated toxic emissions. Its exhaust will emit no sulfur 
oxides, lead, or particles [50–52]. 11.3 million CNG vehicles are circulating in the 
world. These are mostly light and commercial vehicles; trucks and busses do in fact 
represent only 5–6% of the park. The park is primarily developed in the following 
areas: Pakistan (20% of global NGV fleet), Argentina (16%), Iran (15%), and Brazil 
(14.5%). These four countries alone account for 2/3 of global NGV fleet. In Europe, 
CNG has developed mainly in Italy (6% of global NGV fleet) [50].

4.2.3 Synthetic fuels

Synthetic fuels are liquid fuels made from natural gas, coal, or biomass. They 
are called gas to liquids (GTL), coal to liquids (CTL), and biomass to liquids (BTL). 
Their production takes place in two steps:

• Conversion of the synthesis gas energy source formed by a mixture of carbon 
monoxide and hydrogen

• Chemical conversion of synthesis gas (process “Fischer-Tropsch”) into liquid 
hydrocarbons

4.2.3.1 Fuels from natural gas (GTL)

They can be integrated into “fuel pool” current and distributed through exist-
ing channels. The fuels produced are of excellent quality. They contain no sulfur or 
aromatics and result in net reductions in particulate emissions, unburned hydro-
carbons, and CO (carbon monoxide). The cost of production has been reduced 
in recent years, and a new generation of catalysts is used to maximize yields. This 
sector accounts for natural gas, an outlet which in the future could become major.

4.2.3.2 The path from coal (CTL)

More expensive, it is interesting for countries with large coal resources (China 
and India). Research efforts are still needed and the problem of CO2 emitted must 
be paid by his capture and geological storage.

4.2.3.3 The solution biomass (BTL)

Liquid fuels made from it, in this case, lignocellulosic biomass: agricultural resi-
due (stalks, straw) and forestry, including dedicated poplar crops and organic waste 
such as sewage sludge. This solution has two advantages: reduced energy dependence 
and reduced CO2 emissions. But the costs are still high because the sector is still at 
the stage of research and development. New technologies are expected in 2015.

4.2.4 Hydrogen (H2)

Hydrogen is the most abundant element in the universe. On our planet, it is 
mainly found in water and in hydrocarbons which are the sources of industrial 
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hydrogen. It is widely used in the chemical industry and oil refining, among others. 
Due to its clean combustion, it is also considered as one of the energy vectors of the 
future [53]. The H2 gas is about 8 times lighter than methane and must be com-
pressed at very high pressure or liquefied for storage in significant amounts: under 
700 bars, 1 kg of H2 still occupies a volume of 23 l. Its liquefaction for cryogenic stor-
age at −253°C consumes at least 30% of the initial energy content of the hydrogen, 
but it allows to concentrate 1 kg in a volume of 14 l [52]. A kilogram of hydrogen 
releases about three times more energy than a kg of gasoline and fuel oil (Table 4).

Indeed since hydrogen does not exist on earth, it took and it will in the future 
develop less expensive methods and more profitable products. Here are the different 
ways to produce hydrogen; now some have already reached technological maturity, 
and others are still in development and study.

• We can create it from fossil fuels (several methods): steam reforming and 
partial oxidation.

• But also from the electrolysis of water (commonly called crack water), electricity 
would come from renewable energy.

• From biomass.

4.2.4.1 Production of hydrogen from fossil fuels

It is the most prevalent currently. But this technique is not a viable solution 
because hydrocarbons have a limited lifespan. There are two different methods for 
this style of manufacture:

4.2.4.2 Steam reforming

Steam reforming or steam reforming is to convert hydrocarbons by reaction 
of synthesis gas with water vapor and in the presence of a nickel catalyst, at high 
temperature (840–950°C) and moderate pressure (20–30 bar). The fillers conven-
tionally used are light hydrocarbons which include natural gas, LPG, and naphtha 
to boiling points of 200–220°C. Alcohols such as methanol or ethanol may also be 
used. Natural gas, however, is the reference load [55–56]. The steam reforming of 
the general reaction is:

   C  n    H  m   +  2nH  2   O →  (m / 2 + 2n)   H  2   +  nCO  2    (2)

4.2.4.3 Partial oxidation

The partial oxidation is to transform the hydrocarbon by oxidation synthesis 
gas formed in the presence of oxygen. This reaction takes place at high temperature 

Hydrogen Natural gas LPG Coal

34 kWh/kg 17 kWh/kg

11 at 12 kWh/m3

13 kWh/kg 7.2 kWh/kg

Fuel Gasoline Wood Natural uranium

11,6 kWh/kg 12 kWh/kg 2 at 4 kWh/kg 120.103 kWh/kg

Table 4. 
The average energy values of PCI main fuels [54].
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(1200–1500°C) and high pressure (20–90 bars) and does not require the presence of 
a catalyzer [53]. The chemical reactions may be summarized in the case of hydro-
carbons by the following formulas:

   C  n    H  m   +  (n / 2)   O  2   → nCO +  (m / 2)   H  2    (3)

  nCO +  nH  2   O →  nCO  2   +  nH  2    (4)

The reaction is exothermic, for example, the enthalpy of the reaction with 
methane is −35.7 kJ.mol−1. The advantage of the partial oxidation reaction is its 
exothermic (unlike the steam reforming reaction) for assisting catalysis (tempera-
ture rise). The main drawback lies in the fact that the H2 percentages are lower than 
those obtained by steam reforming, due to the majority presence of the nitrogen 
from the air. In addition, it is possible to obtain NOx.

4.2.4.4 The water electrolysis

Electrolysis of water, if it covers only a few percent of all hydrogen produced 
[57–59] is nevertheless of great interest because it represents a fashion own produc-
tion (especially if the electricity is nuclear, hydro, solar, and wind) which provides 
high purity hydrogen [53]. This technology works by passing an electric current 
through water to obtain the dissociation of water molecules into oxygen and 
hydrogen gas. The electrolysis of water involves two chemical reactions taking place 
separately on two electrodes. At the cathode, the electrolysis of water occurs accord-
ing to Eq. (1), and at anode, the oxidation of hydroxide ions occurs according to:

   2H  2   O +  2e   −  ↔  H  2   +  2OH   
−
   (5)

   2OH   
−
  ↔ 1 /  2O  2   +  H  2   O +  2e   −   (6)

The global reaction is written as:

   H  2   O →  H  2   + 1 /  2O  2    (7)

There are other means of hydrogen production, some of which are still under 
study. There are particular biological processes set works by algae or microorgan-
isms (digestion, photosynthesis).

The hydrogen can be used either as:

• Heat engine

• Fuel cell

4.2.5 The hydrogen combustion engine

Internal combustion means combustion of engine motors (commonly called 
“explosion”) which, according to Beau de Rochas’ Otto cycle or Diesel cycle, oper-
ates from the combustion of petrol, diesel or gas coal, natural gas, or distillates 
derived from fermentation of organic matter. All internal combustion engines can 
be converted to operate on hydrogen. Precautions are to be taken to avoid a flashback 
to the intake manifold. The loss on the power level is 20–25% compared to a gasoline 
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engine of the same capacity, but the energy efficiency is equivalent. There is more 
need to select suitable materials for hydrogen (corrosion, lubrication). Such engines 
do not emit CO2 but only few nitrogen oxides; they are well suited to hybrid gasoline-
hydrogen as are biofuel prototypes developed since 1979 by the German manufac-
turer BMW. The BMW manufacturer who has subsequently improved its engines by 
the adopting the technique of direct injection of hydrogen at high pressure [60] has 
now abandoned this type of hydrogen thermal engine. Other manufacturers such 
as MAN, Ford, Mazda, and Quantum have also conducted research on these types 
of hydrogen thermal engines and have built prototype cars (cars, vans, and busses) 
[61], but eventually, these manufacturers has stopped at the prototyping phase. For 
its part, Mercedes has designed an engine operating with a mixture of hydrogen and 
natural gas [62].

4.2.6 Fuel cell

Car manufacturers seem to focus more on the torque hydrogen/fuel cell for the 
long term. The couple hydrogen/fuel cell appears, indeed, in principle, as a strong 
candidate to succeed the torque petroleum fuel/combustion engine. Hydrogen is 
then used to power a fuel cell which generates electricity to enable operation of 
an electric motor which will move the vehicle. Hydrogen is by definition the best 
energy carrier for the cell: no CO2 emissions and better performance for the bat-
tery, including a performance about twice a petrol engine urban cycle. Fueled by 
a mixture of air and hydrogen, the cell converts the chemical energy of hydrogen 
into electrical energy according to the reverse principle of electrolysis. By reacting 
hydrogen with oxygen on the electrodes, fuel cells can produce electricity without 
programming other than water vapor. The idea dates back to 1839! It has long been 
used to generate electricity onboard rockets. The proton exchange membrane fuel 
cells (PEMFC) are best suited as a carrier. It is this type of battery that automakers 
concentrate most of their research.

4.2.7 Hybrid vehicles

It is a vehicle equipped with a system of thermal/electric motorization mixed 
and two energy storage systems: a fuel tank and a battery. The main advantage of 
the hybrid car is to get to optimize the integration of the two types of engines to 
make the most of each of them. Any kind of combinations is theoretically possible, 
the combustion engine can be used both for charging the batteries for the vehicle 
drive and the electric motor can be used both to move the vehicle to retrieve his 
braking energy. The dual petrol (or diesel)/electricity allows the optimization of 
energy use in the vehicle, reducing emissions of pollutants, including CO2, and a 
consumer economy (10–50% depending the degree of hybridization).

4.2.8 Electric vehicles

The electric car will appear environmentally as “zero emission” solution. The 
electric vehicle has a reduced autonomy and a time of significant recharge, which 
could limit its use (on relatively short trips or for captive fleets) and its commercial 
development. The current batteries offer only a hundred kilometers of autonomy 
against nearly 1000 km for diesel vehicles. Though, a good progress is made in 
this research area. Advanced lithium ion or lithium polymer batteries, offered by 
Dassault and Bolloré groups, will enable a range of approximately 250–300 km 
(always with several hours cooldown). However, some manufacturers now posi-
tioning their electric vehicles as urban perished vehicles with a modest autonomy 
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(between 80 and 160 km), which is no longer a handicap for commuting home/
work. There is, in addition, a quick battery charging solutions for use in an emer-
gency; these refills would restore in minutes between 50 and 80% of autonomy to 
allow the vehicle to return to its final destination.

5. Conclusion

The all-electric vehicles have again become a topical issue that seems to be the 
modern answer to deal with the explosion in the price of oil and environmental 
constraints, including increased green house gas emission effect linked to road 
transport especially automotive. Moreover, these means which are independent of 
fossil fuels and friend to the environment itself have many other benefits; they are 
silent, featured with relatively constant consumption and have good overall energy 
efficiency.

© 2020 The Author(s). Licensee IntechOpen. Distributed under the terms of the Creative 
Commons Attribution - NonCommercial 4.0 License (https://creativecommons.org/
licenses/by-nc/4.0/), which permits use, distribution and reproduction for  
non-commercial purposes, provided the original is properly cited. 
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Abstract

Coal fly ash (CFA) is generated during the combustion of coal for energy
production. Many studies are based on its utilization as the most abundant, cheap
aluminosilicate industrial residue, which is recognized as a risk for the environment
and human health. The present review is focused on CFA origin, chemical proper-
ties, and its catalytic application for biodiesel production. The aluminosilicate
nature and the presence of rare earth elements make CFA suitable for different
adsorption, catalytic, and extraction processes for obtaining valuable products
including alternative fuels and pure elements. However, the presence of toxic
elements is a potential environmental problem, which should be solved in order to
avoid soil, water, and air pollution. The most used modification methods are alkali
activation, hydrothermal, and thermal treatment that improve the structural, mor-
phological, and textural properties. The active catalytic form could be obtained by
impregnation or ion exchange method. It was found that such synthesized materials
have significant catalytic potential in the biofuel chemistry. In the case of biodiesel
production, the high values of conversion or yield can be achieved under mild
low-energy reaction conditions in the presence of low-cost waste-based catalysts.

Keywords: coal fly ash, waste materials, zeolites, catalyst, transesterification,
biodiesel

1. Introduction

In recent decades, we have witnessed more and more stories about energy,
energy efficiency, fossil fuels reserves, and alternative energy sources. The depen-
dence of the world on the fossil fuels is a topic of discussion by many scientists,
researchers, and environmental activists worldwide. Biodiesel, as a biofuel, with
numerous advantages (biodegradability, lower content of CO2, SO2, and hydrocar-
bons during combustion, high flash point, high lubricant properties, and high
octane number) is a serious competitor to fossil diesel [1, 2]. Also, very important is
the fact that biodiesel obtained in accordance to standard does not require modifi-
cation of existing diesel engine [3]. Modern science and chemical technology know
the following concepts of biodiesel production: base-catalyzed transesterification
(homogeneous or heterogeneous), acid-catalyzed esterification and transesteri-
fication [4–7], biodiesel synthesis catalyzed by bifunctional heterogeneous solid
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catalysts [8–10], enzyme-catalyzed transesterification [11–13], deoxygenation
[14, 15], and supercritical methanolysis [16, 17]. In order to intensify biodiesel
production, existing processes are modified in terms of treatment of reaction mix-
ture by ultrasound [18–20] and microwave [21–23]. However, the modern concept
of biodiesel production is focused on synthesis of the new catalytic systems, use of
different triacylglycerol (TAG) feedstock, and improved batch and continuous
reactor systems. Also, it is very important that nowadays investigations are based
on the concept of low-cost production, i.e. that waste materials from various
production processes are basis for catalysts, and waste feedstock as the main
source of TAG.

The numerous disadvantages of homogenous base and acid catalysts, such as
soap formation, catalyst recovery, high corrosion, and inhibition by water [1, 24]
can be replaced using heterogeneous catalysts such as alkaline [25] and alkaline
earth metal oxides [2, 26, 27], mixed oxides [28–30], modified layered double
hydroxides [31–34], zeolites [35–37], sulfonated solids [38], ion exchange resins
[39–41], supported heteropolyacids [42, 43], etc. In order to design new catalysts
based on the modern concept of environmental protection, greatest attention of
many scientists is directed at investigation of different waste materials (fly ash from
coal-fired power stations (CFPSs), biomass fly ash, agricultural and animal waste,
industrial waste reach in calcium such as mud and slug, and natural sources) for
potential catalyst synthesis, which can often be very dangerous and leave a lasting
impact on the environment. Using such materials has double benefit. The environ-
mental and financial problems of disposal of hazardous materials can be solved,
while such material can be used as a catalyst for biofuel production.

A particular challenge in the production of biofuels, primarily biodiesel, is the
adaptation of the aforementioned catalytic systems in biodiesel production from
waste TAG feedstock (non-edible oil, waste frying oil, and oil with high free fatty
acid content), and also from TAG from sources (microalgae) related with the
modern generation of biodiesel.

This review will be focused on the valorization of coal fly ash as a waste material
in order to synthesize catalyst support or catalyst for biodiesel production using
various modification techniques such as alkali activation, hydrothermal and thermal
treatment, impregnation, and ion exchange.

2. Coal and coal fly ash: types, resources and utilization

2.1 Coal

Coal is a solid fossil fuel derived from fossilized plant matter by the process of
coalification. As a geological process, over millions of years under suitable condi-
tions (high pressure and temperature), coalification starts with dead plant matter
firstly decaying into peat, and then converted into lignite, sub-bituminous, bitumi-
nous, and finally anthracite coals.

The classification into four main ranks, or types, namely lignite (lowest rank of
coal), sub-bituminous, bituminous, and anthracite (highest rank of coal), is based
on the content of carbon as primary coal constituent. Coal is a complex organic–
inorganic system composed of mostly organic matter (non-crystalline carbon com-
pounds) associated with petrographic maceral components, and, to a lesser extent,
of inorganic matter. The inorganic constituents in coal include mineral (crystalline)
matter, glassy (amorphous) matter and gas–liquid inclusions (fluid) matter [44].
The elements present in the coal are classified into three groups depending on their
concentration: (1) major elements (>0.1%): C, H, O, N, S; (2) minor elements
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(0.01-0.1%): Si, Al, Ca, Mg, K, Na, Fe, Mn, Ti (ash-forming elements), and
occasionally Ba, Sr, P, and halogens (F, Cl, Br, I); (3) trace elements (<0.01%): As,
B, Cd, Hg, Mo, Pb, which are considered hazardous pollutants [45].

Coal is the second most important fossil fuel resource for energy production,
covering around 30% of global primary energy consumption [46]. The world
currently consumes over 7.7 billion tons of coal which are used primarily in coal
combustion processes for power generation. Bituminous, sub-bituminous and
lignite are the principal energy resources in power generation with 40% of globally
generated power [47]. It is reported [48] that total proved reserves at the end of
2018 were 1.055 trillion tons, enough to last about 137 years at the current rates of
consumption. Nowadays, coal is simultaneously the fossil fuel with the highest
carbon content (anthracite: 90–95% C, bituminous: 76–90% C, sub-bituminous:
72–76% C, lignite: 65–72% C) per unit of energy and the fossil fuel with the most
abundant resources in the world.

As the most abundant low-cost energy resource, coal has various applications in
many commercial processes, including power generation, iron and steel production,
cement manufacturing, and production of liquid fuels. The most common and
important use of coal is thermal (steam) coal utilization by pulverized coal com-
bustion for the production of electricity and heat in CFPSs. However, coal utiliza-
tion technologies generate considerable amounts of greenhouse gases, primarily
carbon dioxide (CO2) due to the higher carbon content of coal, pollutants (NOx,
SOx), and solid particulates [49]. Therefore, the utilization of thermal coal without
or with reduced CO2 emissions is a major technological challenge [50]. Accordingly,
to obtain future benefits from enormous low-cost coal reserves, various efforts are
necessary in order to avoid environmental risks. The promising technological solu-
tions are clean coal technologies: cleaner and more efficient technologies for coal
combustion, including supercritical coal plants, more efficient industrial boilers,
fluidized bed combustion, as well as coal gasification, and various “end-of-pipe”
pollution abatement technologies for CO2 capture and storage [51].

2.2 Coal fly ash

Coal ash, an industrial solid waste, is generated from pulverized coal combustion
during electricity production in CFPSs. Over 70% of coal combustion residues (fly
ash, bottom ash, boiler slug, and solid flue-gas desulfurization residues) contain
CFA, captured by electrostatic precipitators (particulate collection equipment of
flue emissions) [52], and bottom ash from the hoppers under the economizers and
air preheaters of large pulverized coal boilers [53]. CFA is the most massive light-
weight ash particulates, ranging from 0.5 to 300 μm dominantly spherical in
shape-solid or hollow (cenospheres) [54, 55]. The major parameters affecting the
characteristics of CFAs are phase-mineral and chemical composition of parent coal
and coal combustion conditions in pulverized CFPSs (boiler temperature and its
configuration, particulate control equipment, and size of feed coal) [56]. CFAs are a
complex inorganic–organic mixture (316 individual minerals and 188 mineral
groups are found in coals and CFAs) and as such complicated for identification and
characterization of their constituents [57]. CFAs are a complex system with the
unique, multicomponent, heterogeneous and variable composition of their
inorganic, organic, and fluid constituents.

The principal CFAs inorganic components (90–99%) are silicon dioxide (SiO2)
both amorphous and crystalline, aluminum oxide (Al2O3), ferric oxide (Fe2O3), and
calcium oxide (CaO), the main mineral constituents of coal-bearing rock strata
(coal seams) [58]. CFAs are also composed of variable amounts of some rare earth
elements (Ce, Gd, La, Nd, and Sm) [59], and trace elements (e.g. As, Se, Cd, and Cr)
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originating from a parent coal that make it potentially toxic [60] (Section 2.1). The
bulk chemical composition and loss on ignition of CFAs (expressed as oxides) col-
lected from various countries is shown in Table 1.

CFAs have a bulk chemical composition containing various metal oxides in the
order: SiO2 > Al2O3 > CaO > Fe2O3 >MgO > Na2O > K2O > TiO2 (Table 1). The
bulk chemical composition suggests that the CFAs are aluminosilicate with higher
concentration of calcium oxide than ferric oxide.

Table 2 shows the content of rare earth elements (REEs) in different countries.
It is noticeable that content of some elements varies from region to region. The most
abundant REEs are cerium, lanthanum, and yttrium. REEs play an important role in
many areas from household products to materials used in high technologies due to
their adequate properties (luminescent and magnetic). The major industries that
use REEs are catalysis, metallurgy, ceramics and polishing industry. On the other
hand, the wide application is focused on catalysts, high technology products, health
care devices, and rechargeable batteries [55].

The content of toxic elements in CFAs is shown in Table 3. These elements
present serious problem, causing air, soil and water pollution. From the data
presented, it can be seen that in some ashes (Table 3) the content of some toxic
element is very high. For example, the content of the arsenic in some ashes is even
0.2%. That is the exact reason such material should be utilized in order to avoid
negative impact on environment and human health.

Chemical composition and loss on ignition (%)

SiO2 Al2O3 CaO Fe2O3 K2O MgO TiO2 Na2O LOI Ref.

Australia 31.1–68.6 17–33 0.1–5.3 1–27.1 0.1–2.9 0–2 1.2–3.7 1.2–3.7 na [56]

Bulgaria 30.1–57.4 12.5–25.4 1.5–28.9 5.1–21.2 0.8–2.8 1.1–2.9 0.6–1 0.4–1.9 0.8–32.8 [61]

Canada 35.5–62.1 12.5–23.2 1.2–13.3 3–44.7 0.5–3.2 0.4–3.1 0.4–1 0.1–7.3 0.3–9.7 [62]

China 35.6–57.2 18.8–55 1.1–7 2.3–19.3 0.8–0.9 0.7–4.8 0.2–0.7 0.6–1.3 na [56]

Europe 28.5–59.7 12.5–35.6 0.5–28.9 2.6–21.2 0.4–4 0.6–3.8 0.5–2.6 0.1–1.9 0.8–32.8 [56]

France 47–51 26–34 2.3–3.3 6.9–9.8 na 1.5–2.2 na 2.3–6.4 0.5–4.5 [63]

Germany 20–80 1–19 2–52 1–22 0–2 0.5–11 0.1–1 0–2 0–5 [64]

India 50.2–59.7 14–32.4 0.6–9 2.7–16.6 0.2–4.7 0.1–2.3 0.3–2.7 0.2–1.2 0.5–7.2 [56]

Italy 41.7–54 25.9–33.4 2–10 3–8.8 0–2.6 0–2.4 1–2.6 0–1 1.9–9 [61]

Japan 53.9–63 18.2–26.4 2–8.1 4.2–5.7 0.6–2.7 0.9–2.4 0.8–1.2 1.1–2.1 0.5–2.1 [65]

Korea 50–55.7 24.7–28.7 2.6–6.2 3.7–7.7 1.1 0.7–1.1 na na 4.3–4.7 [66]

Poland 32.2–53.3 4–32.2 1.2–29.9 4.5–8.9 0.2–3.3 1.2–5.9 0.6–2.2 0.2–1.5 0.5–28 [67]

Russia 40.5–48.6 23.2–25.9 6.9–13.2 na 1.9–2.6 2.6–4 0.5–0.6 1.2–1.5 na [68]

Serbia 53.5–59.7 17.4–21 5.8–8.7 6–10.5 0.6–1.2 2–2.7 0.5–0.6 0.4–0.5 1.8–4.9 [69]

S. Africa 46.3–67 21.3–27 6.4–9.8 2.4–4.7 0.5–1 1.9–2.7 1.2–1.6 0–1.3 na [70]

Spain 41.5–58.6 17.6–45.4 0.3–11.8 2.6–16.2 0.2–4 0.3–3.2 0.5–1.8 0–1.1 1.1–9.7 [71]

Turkey 37.9–57 20.5–24.3 0.2–27.9 4.1–10.6 0.4–3.5 1–3.2 0.6–1.5 0.1–0.6 0.4–2.7 [72]

USA 34.9–58.5 19.1–28.6 0.7–22.4 3.2–25.5 0.9–2.9 0.5–4.8 1–1.6 0.2–1.8 0.2–20.5 [56]

Min 20.0 1.0 0.1 1.0 0.0 0.0 0.1 0.0 0

Max 80.0 55.0 52.0 44.7 4.7 11.0 3.7 7.3 32.8

na = not available, LOI = loss on ignition—measure for unburned carbon.

Table 1.
Bulk chemical composition and loss on ignition of CFAs worldwide.
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Rare earth elements content (ppm)

La Ce Sm Eu Dy Ho Er Y Pr Ref.

Austria 31.0 78.0 13.0 3.1 15.0 2.9 8.3 — 10.0 [73]

Bulgaria 37.7–40.2 82.4–87.6 7.0–7.6 1.6–1.8 5.4–5.8 1.1–1.2 2.9–3.3 30.7–35.1 9.3–9.8 [74]

Canada 25.0–95.0 43.2–173.0 4.4–14.2 1.1–4.2 3.7–19.5 1.0–2.7 2.0–7.0 — 5.1–18.1 [75]

China 79.6–81.5 191.3–195.1 17.0–17.7 3.2–3.4 13.2–13.9 2.5–2.6 7.0–7.4 64.5–66.0 21.9–23.4 [76]

Croatia 13.0 27.9 2.3 0.43 2.2 0.2 1.1 13.3 3.3 [77]

Greece 22.1 55.9 6.9 1.6 6.3 1.11 3.3 33.2 11.9 [78]

India 50–88.7 100–200 3.5–9.8 1.8–3.5 5.3–7.3 2.1–2.3 4.0–4.6 30–40 14.3–48 [59]

Japan 148 310 17.4 5.1 — — — — — [79]

Korea 9.6–86.5 16.1–115 1.6–12.6 0.5–2.5 1.5–10.6 0.3–2.2 0.9–6.2 9.2–60.5 2.3–18.9 [80]

Poland 15.5–81.7 30.7–172.5 2.8–17.0 0.6–3.8 2.6–12.2 0.6–2.6 1.8–5.0 17.9–73.8 3.3–14.7 [65]

Russia 33.6–114.3 71.0–203.8 11.7–45.3 2.7–9.3 — — — 70.0–330.0 — [81]

S. Africa 85.4 141.0 10.6 1.8 8.6 1.7 4.9 42.1 17.3 [82]

Spain 21.0–42.0 64.7–113 19.9–22.9 4.9–6.3 16.4–25.1 2.8–4.5 7.6–11.4 95.0–126.0 9.9–15.3 [83]

Turkey 36.0–41.0 72.0–85.0 6.1–7.2 1.6–1.8 5.4–5.8 1.1–1.2 2.9–3.3 30.7–35.1 9.3–9.8 [74]

USA 64.6–86.9 137–190 15.0–19.0 3.3–4.2 14.3–18.3 2.7–3.3 8.1–9.9 72.5–85.7 16.9–22.3 [84]

Min 9.6 16.1 1.7 0.4 1.5 0.2 1.1 9.2 2.3

Max 148.0 310.0 45.3 6.3 18.3 4.5 9.9 330.0 48.0

Table 2.
Rare earth elements content of CFAs in different countries.

Toxic elements content (ppm)

As Cd Co Cr Cu Mn Ni Pb V Zn Ref.

Brazil 127–1915 11–33 — 74–181 31–88 219–714 48–95 66–627 207–293 434–2453 [85]

Bulgaria 1–76 0–1 16–43 71–93 74–207 174–821 40–73 25–60 119–262 87–174 [86]

Canada 17.5–52.0 0.5–1.9 — 31–101 — — 30–41 32–84 — — [87]

China — 0–2.3 — 0–78 4–60 13–772 4–41 3–40 2.2–81.1 2.4–76.7 [88]

Croatia — 0.1–0.9 — 14–38 28–120 — — 2–144 11.2–624 5.73–229 [89]

EU 69 — 41 153 101 — 123 88 255 161 [90]

Greece — 0.2–0.9 10–60 127–1502 19–227 400–1700 85–1075 4–79 49–121 12.4–35.9 [91]

India — — 9–18 54–103 40–83 47–182 26–63 10–56 — 29–124 [92]

Korea 0.6–25.3 0–0.4 5–19 31–119 22–73 — 16–49 12–51 — 14.4–95.0 [93]

Poland 10.2–50 0.1–2.7 — — 13–73 — 20–72 3–101 — 11–210 [65]

Serbia — 0–1.1 6–26 12–63 10–29 200–1270 22–1148 7–70 30–123 25–208 [94]

Slovakia — 0.1–2.6 — 9.4–32 10–81 — 10–32 14–142 — 35–375 [95]

S. Africa 16.6 0.16 5.45 73.0 18.8 148.10 14 24 104 20.03 [96]

Spain 57–726 <0.5 22–60 167–279 72–103 225–315 89–141 54–115 225–352 53–189 [97]

Turkey — <5 5–13 22–252 18–141 — 30–326 2–82 — 22–270 [98]

USA — — — 14–61 30–290 — 9–23 6–1600 — 163–1512 [99]

Min 0.6 0 5.0 0.25 3.9 12.8 9.0 2.0 2 2.4

Max 1915 33 60.0 1501.8 290.0 1700.0 1075 627 624 375.0

Table 3.
Toxic elements content of CFAs in different countries.
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CFAs are commonly categorized into two chemical types for their industrial
applications, by name Class C and Class F. The American Society for Testing and
Materials (ASTMs) classified CFAs as Class C and Class F on the basis of chemical
composition and coal origination. According to the ASTM standard C618, Class F
CFA has a combined SiO2, Al2O3, and Fe2O3 content of greater than 70% compared
to greater than 50% for Class C CFA. Fly ash of Class F is regarded as a true
pozzolanic material exhibiting cementitious properties [100]. Class C CFAs derived
from lignite and sub-bituminous coals with a high CaO content of above 20%
possesses self-cementitious properties. The pozzolanic (Class F CFA) and cementi-
tious (Class C CFA) properties of CFAs may allow their use as a binding agent or as
raw material to produce clinker, replacing cement in concrete manufacturing. Apart
from ASTMs, the European body has devised standard EN 450-1 defining CFA as a
fine powder containing mostly spherical, glassy particulates derived from burned
pulverized coal, with or without co-combustion material, which has pozzolanic
properties and consists essentially of SiO2 and Al2O3 [56]. Vassilev and Vassileva
[101] have devised a new chemical classification system in accordance to the con-
tents of ash-forming elements in CFAs using three composition-based criteria: (1)
sum of Si, Al, K, and Ti oxides; (2) sum of Ca, Mg, S, and Na oxides; (3) ferric oxide
[101]. This approach resulted in four chemical CFAs types, namely sialic, calsialic,
ferrisialic, and ferricalsialic. Classifying CFAs in this way should simplify the choice
of utilization for each unique CFAs composition.

The abundant availability and low price of coal, rising global energy demand,
and the unsteadiness of alternative energy resources launched a growth in coal-
based energy use, generating large amounts of CFAs. Increase in coal production to
meet the growing demand for energy has resulted in an exponential increase in the
generation of CFAs from 500 in 2005 to about 750 million tons in 2015 [54, 102].
Contrarily, global use of CFA for various applications is only lower part (about 25%)
of the total production while the larger part (about 75%) is disposed or stored in
different ways (landfills or lagoons) depending on the processes at CFPSs, and
regulations the CFPSs have to follow. CFAs are harmful if released into the envi-
ronment due to the presence of metal(loid)s, toxic substances and organic pollut-
ants [103]. The presence of toxic waste contaminants in the ash requires it to be
stored appropriately. It is known that otherwise landfills can decay, causing many
environmental concerns and serious troubles to local communities [104]. In the
view of the imminent strict disposal restriction, the disappearing availability of
landfill space and the increasing cost of disposal, demands the need for economical
and green CFAs utilization technologies. Therefore, maximizing the valorization of
CFA into valuable products, rather than of its storage and disposal, is the optimal
solution to preserve the environment and open new economic opportunities [105].
The utilization of CFA as an industrial waste residue or by-product has received a
great deal of attention over the past two decades, as more sustainable solutions to
waste problems have been searched for. However, it must be emphasized that
extending the CFAs utilization to various valuable products in the future, imposes
the necessity of detoxifying CFA and converting extracted toxins into valuable
materials to create conditions for safe conversion into new products. Contrarily, the
direct utilization of CFAs leads to hazardous effects on the environment. CFAs as a
pozzolanic material has been prevalently employed in manufacturing cement either
as a raw material or as a supplement to save its consumption [106]. CFA has been
used in different geotechnical applications such as grouting, asphalt filler, sub-grade
stabilization, pavement base course, general engineering fill, structural fill, soil
amendment, and infill [52]. Extensive research has been carried out for use of fly
ash-based adsorbents in both gaseous and aqueous applications. CFA has been
found to be effective for removing different metal ions [107, 108] and aqueous
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pollutants or gaseous pollutants [58] from wastewaters. Currently, application of
CFAs in wastewаter treatment (WWT) is brоad but still inаdеquate. CFAs have
tremendous potential for WWT. The utilization of CFAs in water treatment in the
near future is quitе prоmising [109]. In the last few years, CFA usage as a cheap
source of aluminosilicate has attracted scientists who have shown the successful
transformation of this waste material into zeolites [110]. These synthetic fly ash-
based zeolites are synthesized by various chemical processes (hydrothermal,
alkaline fusion-assisted hydrothermal process, multi-step treatment method,
microwave irradiation and sonication approach) resulting in a more uniform and
cleaner state than natural types in terms of their lattice structures, pore size, and
cages in their aluminosilicate frameworks [111–116].

The type of zeolites formed is a function of several reaction parameters such as
temperature, pressure, the concentration of the reagent solutions, pH, process of
activation and aging period, SiO2 and Al2O3 contents of the CFAs. Zeolite of type A,
X, Y, P, and Na-P1 are well known synthetic zeolites synthesized from CFA which
have a wider range of industrial applications than their natural counterparts. The
utilization of fly ash-based zeolites not only brings more revenue for CFPSs but also
reduces the costs associated with the disposal of coal ashes.

The use of CFA in catalytic applications was examined for its potential to reduce
the consumption of materials that have limited reserves or are expensive to pro-
duce. The application of CFA as a material to be used in heterogeneous catalysis has
attracted much attention. Heterogeneous catalysis is attractive because it is often
easier to recover catalysts upon completion of the reaction as compared to homo-
geneous catalysts. For heterogeneous catalysis, catаlytic materials cаn be supportеd
on other materials; their activity depends on both the active component and its
interaction with the support. Typically, catalyst supports include various metal
oxides such as SiO2, Al2O3, MgO, and TiO2. Since the CFA consists primarily of SiO2

and Al2O3, CFAs offer desirable properties such as thermal stability for use as a
support. Also, CFAs are often used as the catalytically active component.

3. CFA catalyst synthesis

In order to obtain a suitable form of CFA, it can be modified by various tech-
niques using different synthesis conditions presented in Table 4.

It can be seen from the results that the main techniques, which can be used for
CFA modification are alkali activation, hydrothermal and thermal treatment, wet
impregnation, and ion exchange. The influence of various parameters, such as
temperature, the concentration of alkali agent, the synergism of alkali agents, reac-
tion time, aging period are crucial for obtaining the material with a suitable struc-
ture. Babajide et al. [116] studied the synthesis of Na-X zeolite from CFA, which
was used as a catalyst for biodiesel production in the K-ion exchanged form. Such
synthesized material exhibits higher activity than non-ion exchanged. It can be
noted, that the main goal of CFA modification is the total or partial destruction of
CFA crystalline cenosphere structure, with very low specific surface area and inac-
cessible pore system. Depending on CFA alkali activation and hydrothermal condi-
tions (temperature, sodium-aluminate addition, and time), zeolite materials of
different compositions and characteristics can be obtained. Bhandari et al. [120]
optimized CFA alkali fusion process in order to obtain high crystalline zeolite and
reported that zeolite with suitable structural, morphological, and textural properties
can be obtained at alkali activation and hydrothermal temperature 550 °C and 90 °C,
respectively and NaOH/CFA ratio of 1.5. By adding sodium aluminate in the
range 10–20%, zeolite X was obtained, whereas further adding leads to the formation
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Catalyst type Catalyst synthesis CFA and catalyst characteristics Ref.

(A-CFA or

B/CFA)

Method(s) Conditions Catalyst efficiency

Sodalite

(A-CFA)

CFA-derived
sodalite zeolite

Hydrothermal Activators: (a) NaOH
(b) NaAlO2; Aging
time (AT): 6 days;
Temperature (T):
100°C; Time (t): 24 h

• Diffraction peaks: quartz (SiO2),
mullite (3Al2O3�2SiO2), small
amounts muscovite and sodalite
(Na8Al6Si6O24Cl2) (XRD); rounded
particles of sodalite agglomerates
(SEM); mesoporous sodalite: N2

ads/des type IV isotherm; SBET:
9.7 m2/g

[117]

High potential of zeolite sodalite as a low-price product to be
used as a catalyst for biodiesel production on an industrial
scale.

Soybean oil transesterification:
Catalyst loading/FAME

• 4 wt%/95.5 wt% FAME

Eggshell/CFA

(B/CFA)

CaO/CFA catalyst
Impregnated CFA-
based catalyst

Drying starting
material

(a) Eggshell
T: 105°C; t: 24 h
(b) Fly ash
T: 100 � 5°C; t: 24 h

• Crystalline: α-quartz, hematite,
mullite, calcium oxide (CaO),
dicalcium silicate (Ca2SiO4) (XRD);
agglomerated structures of calcined
metal oxides (SEM); mesoporous
solid: N2 ads/des type III isotherm;
SBET: 0.7 m

2/g

[118]

Impregnation
(wet)

T: 70°C; t: 4 h; pH:
12.10; AT: 24 h

Calcination T: 1000°C; t: 2 h

Effective waste valorization is procreated through the
preparation of a novel low-cost catalyst for synthesis of fuel-
grade biodiesel.

Soybean oil transesterification:
Catalyst loading/FAME

• 1.0 wt%/96.97 wt% FAME

ModifiedMW CFA

(A-CFA)

MW modified

Alkali fusion CFA:NaOH = 1:1.5;
T: 600°C; t: 1.5 h;

Microwave irradiation (MW)

• Amorphous glassy phase (untreated
CFA), SiO2 and mullite (calcined
CFA), new crystal phases NaAlO2,
Na2SiO3 upon MW (XRD); OH-
and SO4

2� supported on CFA upon
MW (FTIR)

[23]

Hydrothermal 30 wt% Na2SO4;
T: 60°C; t: 10 h

Microwave
(MW)

Calcination T: 600°C; t: 1.5 h

Modified coal fly ash catalyst improved biodiesel yields
under the microwave irradiation system.

Waste cooking oil
transesterification:
Catalyst loading/FAME
3.99 wt%/94.91 wt% FAME

ModifiedUS CFA

(A-CFA)

US modified

Alkali fusion CFA:KOH = 1:1;
T: 550°C; t: 2 h;

Ultrasound-assisted (US)

• Amorphous glassy phase (untreated
CFA), SiO2 and Al6Si2O13 (calcined
CFA), new crystal phases KAlO2,
K2SiO3 upon US (XRD); OH- and
NO3

� supported on CFA upon
ultrasound-assisted (FTIR)

[119]

Hydrothermal 30 wt% KNO3;
T: 100°C; t: 6 h

Ultrasound
(US)

Calcination T: 550°C; t: 2 h

Experimental results showed that the modified coal fly ash
catalyst could improve biodiesel yields under ultrasound
assisting system.

Waste cooking oil
transesterification:
Catalyst loading/FAME
• 4.97 wt%/95.57 wt% FAME

KX-CFA

(A-CFA)

CFA-derived
zeolite KX

CFA
calcination

T: 850°C; t: 2 h • Diffraction peaks: crystalline quartz
and mullite (XRD); spherical CFA
particles, CFA, octahedral crystals
ion exchanged zeolite KX (FESEM);
mesoporous zeolitic material: N2

ads/des type II isotherm; SBET:
735.8 m2/g

[120]

CFA
acidification

HCl; T: 80°C; t: 1.5 h;

Alkali fusion NaOH:CFA = 1:1–1:2;
T: 400–600°C; t: 1 h;

Hydrothermal T: 90–120°C;
t: 4–24 h
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Catalyst type Catalyst synthesis CFA and catalyst characteristics Ref.

(A-CFA or

B/CFA)

Method(s) Conditions Catalyst efficiency

Ion exchange 1.0 M CH3COOK

Calcination T: 500 °C; t: 2 h

The effective utilization of fly ash for zeolite KX synthesis
and its use as a catalyst for transesterification would improve
ecological balance and helps in value addition.

Soybean oil transesterification:
Catalyst loading/FAME

• 3.0 wt%/81.2 wt% FAME

Animal bone/CFA

(B/CFA)

Impregnated CFA-
based catalyst

CFA drying
Animal bones
calcination

T: 105°C; t:
overnight;
T: 900°C; t: 2 h;

• CFA chemical composition (wt%):
56.6 SiO2, 23.2 Al2O3, 5.8 Fe2O3, and
7.9 CaO (AAS); overall crystalline
phases: quartz, mullite (CFA),
dicalcium silicate (Ca2SiO4),
hydroxyapatite (Ca5(PO4)3OH), β-
tricalcium phosphate, and CaO
(XRD); surface morphology:
cenospheres (CFA), rod like
crystalline particles (impregnated
fly ash catalysts C10, C20, and C30)
(SEM); basicity: 5.1–17.4 mmoles
HCl/g; mesoporous solids: N2 ads/
des type III isotherm; SBET (m2/g):
1.7 CFA, 100 CABP, 11.3 C10, 7.1
C20, 4.2 C30

[121]

Impregnation
(wet)

T: 70°C; t: 4 h; L:
S = 10: 1; pH:12.1; AT:
24 h

Calcination T: 900°C; t: 2 h

Animal bones (calcium enriched waste materials)
impregnated in fly ash might be a potential source of catalyst
in biodiesel production.

Mustard oil transesterification:
Catalyst loading/FAME

• 10 wt%/90.4 wt% FAME

Kaliophilite

(A-CFA)

CFA-derived
kaliophilite catalyst

Geopolymer
synthesis

Alkali activator
(KOH in potassium
water glass); T: 80°C;
t: 24 h

• Amorphous aluminosilicate, quartz
and mullite crystals (CFBFA),
amorphous geopolymer, and
KAlSiO4 (as-synthesized
kaliophilite catalyst) (XRD);
irregular CFBFA particles (30 μm),
dense structure
(geopolymer), prismatic crystals
(�1 μm) (kaliophilite) (SEM);
medium-strength basic sites
(K-O ion pairs) and high strength
basic sites (surface O2� ion)
(TPD-CO2); mesoporous catalyst:
N2 ads/des type IV isotherm; SBET:
3.49 (m2/g)

[122]

Hydrothermal Geopolymer
monolith:50 ml KOH;
T: 180°C; t: 24 h

Drying
kaliophilite

T: 105°C; t: 12 h

Circulating fluidized bed fly ash (CFBFA) was used to
synthesize kaliophilite catalyst via a facile and low-energy
two-step process: fabrication of amorphous CFBFA
geopolymer and hydrothermal transformation of CFBFA
based geopolymer into kaliophilite. This catalyst affords
three benefits: high value-added reutilization of CFBFA
industrial by-products, low-energy synthesis of kaliophilite,
and low-cost production of biodiesel.

Canola oil transesterification:
Catalyst loading/FAME

• 5.0 wt%/99.2 wt% FAME

FA/Na-X

(A-CFA)

FA-derived zeolite
Na-X

Hydrothermal — • Low Si/Al ratio preferentially result
in zeolite FA/Na-X (XRD); faujasite
phase irregular crystals (unique
morphology) (SEM); SBET (m2/g):
320 (FA/Na-X), 257 (FA/Na-X)

[116]

Ion exchange L:S = 10:1;
1.0 M CH3COOK;
T: 60–70°C; t: 24 h

Calcination T: 500 °C; t: 2 h

Fly ash transformed into a zeolite Na-X phase and exchanged
with K proved to be suitable for use as a catalyst in biodiesel
synthesis under less rigorous conditions.

Sunflower oil transesterification:
Catalyst loading
(FA/K-X)/FAME
• 3 wt%/85.5 wt% FAME
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Catalyst type Catalyst synthesis CFA and catalyst characteristics Ref.

(A-CFA or

B/CFA)

Method(s) Conditions Catalyst efficiency

KNO3/CFA

(B/CFA)

Impregnated CFA-
based catalyst

Impregnation
(wet)

KNO3 aq. stock;
solution;
L:S = 1:1;
KNO3:FA = 1:1

• Crystalline phases: α-quartz,
hematite, mullite (CFA), KNO3

(KNO3/CFA catalyst) surface
morphology: cenospheres (CFA),
potassium impregnated fly ash
spherical particles aggregates
(>10 μm) (SEM); N2 ads/des type
III isotherm; SBET: 0.55 (m

2/g)

[123, 124]

Calcination T: 500–700°C; t: 5 h

Fly ash loaded with KNO3 was used as a solid base catalyst in
the transesterification of sunflower oil to methyl esters to
make a meaningful utilization of fly ash.

Sunflower oil transesterification:
Catalyst loading/FAME

• 5 wt%/87.5 wt% FAME

K-Zeolite

(A-CFA)

CFA-derived
K-Zeolite

CFA drying
CFA
calcination

T: 80°C; t: overnight;
T: 900°C; t: 3 h;

• Main crystalline phases: hexagonal
quartz (SiO2), orthorhombic
mullite crystalline phase
(3Al2O3�2SiO2) (CFA), K-Zeolite �
K-CHA zeolite (potassium type
zeolite) (hydrothermally activated
XRD pattern); prism-like crystals
zeolite crystals (SEM micrographs);
mesoporous solids: N2 ads/des type
IV isotherm; SBET (m2/g): 2.1 coal
fly ash, 24.7 K-Zeolite

[125]

Hydrothermal 5 M KOH (aq. stock
solution);
CFA:KOH = 1:4;
T: 160°C; t: 8 h

Drying product T: 80°C; t: overnight

Calcination T: 450°C; t: 4 h

The obtained K-Zeolite can be used in biodiesel industry.
Utilization of biodiesel by-product glycerol is of great
importance for sustainability of biodiesel industry.
Conversion of glycerol to value-added chemicals increases
the profitability of biodiesel production.

Glycerol transesterification:
Catalyst loading/Glycerol carbonate

• 4 wt%/96.0 wt% Glycerol carbonate

CaO/Fly ash

(B/CFA)

CaO/Fly ash
catalyst
Impregnated Fly
ash-based catalyst

Starting
material

(a) 50 wt% Fly ash
(b) 50 wt% Ca
(NO)3� 4H2O
Ca(NO)3�4H2O
= CaOp

• Crystalline phases: quartz (SiO2),
calcium oxide (CaO), dicalcium
silicate (Ca2SiO4), and calcium
hydroxide Ca(OH)2 (XRD);
basicity: H_ < 8.2 (FA), H_ > 9.3
(C1, C2 and C3); SBET (m2/g): 24.3
C2 (800°C), 909.8 C2 (850°C)

[126]

Impregnation
(wet)

—

Calcination T: 800, 850 and
900°C

CaO/FA
catalyst

CaOp:FA = 70:30
(C1);

CaOp:FA = 80:20
(C2);

CaOp:FA = 90:10
(C3)

Palm fly ash supported calcium oxide (CaO) catalyst was
prepared through impregnation method and used in
transesterification from off-grade palm oil for biodiesel
manufacturing. The efficiency of CaO/Fly ash is affected by
its basic strength.

Palm oil transesterification:
Catalyst loading/FAME

• 6 wt%/71.77 wt% FAME

CFA-HT

(A-CFA)

FA-hydrotalcite
catalyst

Alkali fusion FZ • XRD patterns consistent with
hydrotalcite materials; basicity
(mmoles HCl/g): 36.6 FZ-HT, 28.8
C-HT and 12.4 F-HT; surface
morphology: cenospheres (Fly ash),
octahedral crystals (FZ), platelet-
like morphology (C-HT), platelet-
like structures of HT (F-HR and
FZ-HT); mesoporous solids: N2 ads/

[127]

Hydrothermal

Coprecipitation C-HT

F-HT

FZ-HT

Calcination T: 500 °C; t: 6 h
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Catalyst type Catalyst synthesis CFA and catalyst characteristics Ref.

(A-CFA or

B/CFA)

Method(s) Conditions Catalyst efficiency

des type III isotherm (Fly ash), type
II isotherm (FZ), type IV isotherm
(F-HT), type IV isotherm (FZ-HT);
SBET (m2/g): 1.7 Fly ash, 323.2 FZ,
32.9 C-HT, 39.6 F-HT, and 476.6
FZ-HT

Mg-Al hydrotalcite-like catalysts were prepared from fly ash
and fly ash-based zeolite by copreciritation method. The
activity of prepared catalyst was estimated in mustard oil
transesterification. The FAME yield tends to increase with
increasing BET surface area.

Mustard oil transesterification:
Catalyst loading/FAME

• 7 wt%/93.4 wt% FAME

A. granosa and

P. undulata/CFA

(B/CFA)

CaO/CFA catalyst
Impregnated CFA-
based catalyst

Drying starting
material

(a) Shells
T: 110°C; t: 6 h
(b) Fly ash
T: 105°C; t: 10 h

• Identified phases: SiO2 (crystalline
phase), Al2O3 amorphous phase
(Fly ash), Ca2SiO4 dicalcium silicate
(calcined impregnated catalyst)
(XRD); smaller morphology size of
particles: P. undulata shell less than
75 μm, A. granosa shell less than
85 μm, fly ash supported CaO
catalyst had the size less than
30 μm

[128]

Impregnation
(wet)

—

Calcination T: 800°C; t: 3 h

Fly ash supported CaO catalyst derived from waste mollusk
shell of Anadara granosa and Paphia undulata was used for
palm oil transesterification. This catalyst could gain the yield
of FAME of 92 and 94 wt% for A. granosa and P. undulata
shell, respectively.

Palm oil transesterification:
Catalyst loading/FAME

• 6 wt%/94.0 wt% FAME

Sulfated fly ash

(SFA)

(A-CFA)

SFA-sulfated fly
ash catalyst

Sulfonation — • Crystalline phases: quartz, mullite,
hematite, lime; thermally stable up
to 550°C; acid sites: 0.401 mmol/g
(NH3-TPD), basic sites:
0.197 mmol/g
(CO2-TPD); SO4

2� groups is
confirmed by FTIR analysis; surface
morphology: homogeneous
distribution of small spherical pores
on FA surface, large connected
spherical pores on SFA catalyst
surface; SFA crystallite size:
16.8 nm; SBET (m2/g): 38.3

[129]

The goal is on the fly ash utilization for the development of
sulfated fly ash (SFA) catalyst synthesis under solvent-free
conditions. The use of SFA catalyst has been found to be
advantageous in biodiesel synthesis from feedstock with high
free fatty acids content.

Maize acid oil esterification:
Catalyst loading/FAME

• 5 wt%/98.3 wt% FAME

CFA-Zeolite X

(A-CFA)

CFA-derived
Zeolite X

Alkali fusion T: 450–600°C;
t: 1–2 h;
CFA:NaON =
1:1–1:2.5

• Identified crystalline phases: Pure
single-phase zeolites X and A under
following conditions: FA:
NaOH = 1:1.2, crystallization time
1 h (Zeolite X), 12 h (Zeolite A),
fusion temperature 550°C,
crystallization temperature 110°C,
and calcination temperature 800°C;
cations exchange Zeolite A (highest
value); SBET (m2/g): 167.4 (Zeolite
X), 24.1 (Zeolite A)

[130]

Hydrothermal 10–30 wt% NaAlO2;
L:S = 10:1;
T: 90–120°C;
t: 24 h;
AT = 12–16 h

Ion exchange 1 M CH3COOK;
L:S = 10:1;
T: 60°C; t: 24 h

Calcination T: 500 °C; t: 2 h
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of zeolite A. In this study, the K-exchanged form of zeolite X exhibits suitable
catalytic properties during the production of biodiesel from soybean oil.
From previous and similar investigations, it is obvious, that the activity of the zeolite-
based catalyst can be improved by impregnation of mainly alkaline metals, such as
potassium. The content of some alkali metals (Na and K) in biodiesel fuel is regulated
by EN 14214, (max. concentration 5 ppm). Due to high leaching affinity, such cata-
lysts are unsuitable. In order to obtain an active and stable catalytic form, previously
treated CFA can be modified with different CaO-based active catalytic components.
Volli et al. [121] investigated the utilization of CFA by impregnation of calcium from
animal bones in order to synthesize catalysts for biodiesel production from mustard
oil. The highest catalytic activity (TAG conversion of 90.4%) is achieved by catalyst
with 10 wt% loaded animals bones powder on CFA. However, further increasing of
animal bone powder loading on CFA leads to decreasing of catalytic activity. Waste
materials such as eggshells are efficient as a high calcium source, which can be used as
biodiesel catalysts. Carbonate eggshell form can be converted into active oxide form
using simple synthesis methods (thermal activation and modification techniques).

4. Biodiesel synthesis over CFA based catalyst

In recent years, most studies have shown that CFA can successfully catalyze
transesterification of various oily feedstock in order to produce biodiesel. Pure CFA
is practically inactive, but in the modified form it could exhibit high catalytic
activity. In Table 5 are shown different catalysts and their catalytic performance for
biodiesel production from various feedstock. Xiang et al. [122] investigated alkali
activated CFA modified by sodium sulfate under hydrothermal conditions,
whereby transesterification reaction was carried out under microwave [23] and
ultrasound [122] conditions. The high catalytic activity was achieved for short
reaction time and it was shown that catalyst could be used even eight times without
any loss of catalytic activity. Other modification methods are based on CFA con-
version into zeolite or hydrotalcite, impregnation of alkali or alkali earth metals or
ion exchange of previously mentioned zeolites.

CaO from chicken eggshell supported on CFA exhibits the highest catalytic
activity (97.0%) and stability (16 reaction cycles) in the transesterification reaction.
Volli et al. [124] prepared CaO from animal bones supported on fly ash and tested in
biodiesel production. The satisfactory conversion (90.4%) was achieved after 6 h,
whereas the catalyst suffered negligible loss of activity when tested for 5 cycles of
reuse. On the other hand, Bhandari et al. [120] and Volli and Purkait [130] used
potassium ion exchanged fly ash zeolite for biodiesel production, where the
prepared catalyst gave yield of 81.2% and conversion of 84.6% for 8 and 7 h,

Catalyst type Catalyst synthesis CFA and catalyst characteristics Ref.

(A-CFA or

B/CFA)

Method(s) Conditions Catalyst efficiency

Different types of single-phase zeolites (Zeolite X and
Zeolite A) with high cations exchange capacity were
synthesized from alkali fusion followed by hydrothermal
treatment of coal fly ash as source material. Coal fly ash was
used successfully for production of biodiesel in mustard oil
transesterification with suitable calorific value (37.5 MJ/kg).

Mustard oil transesterification:
Catalyst loading/FAME

• 5 wt%/84.6 wt% FAME

Table 4.
Synthesis of CFA based heterogeneous catalyst for biodiesel production.

196

Renewable Energy - Resources, Challenges and Applications



respectively. Except for zeolites, active catalytic form or adequate catalytic support
can be achieved by conversion of CFA into layered double hydroxides known as
hydrotalcites [127]. High biodiesel yield can be obtained by using such materials
under mild conditions. Lathiya et al. [129] synthesized a sulfated fly ash catalyst,
which exhibits high catalytic activity, but in comparison with other presented
catalytic systems, such activity can be achieved under more rigorous conditions,
which is a feature of acid heterogeneously catalyzed biodiesel production.

5. Conclusion

This review rеports a brief ovеrview of the devеlopments of various hetеroge-
neous catalysts dеrived from industrial and biolоgical waste materials as an еfficient
solid base catаlyst for biоdiesel productiоn. As one of the few rеnewable energy fuel
cоst-effective оptions that can be rеcycled, low-cоst biodiesel generation brings
with it ecоnomic as well as social and environmental benefits. The fundаmentals of
methаnolysis, the rоle of various prоcess parametеrs and factors affеcting biodiesel
production from differеnt feedstock are highlighted to guidе future resеarch and
devеlopment on this tоpic. The development of heterogeneous fly ash-based cata-
lysts suppоrted with alkaline and alkаline earth metal (oxides, hydroxides, salts)
gаined a great awareness due to the wide avаilability of alkаline/alkaline earth
mеtal-rich waste mаterials and thеir corrеsponding high catаlytic activity in the
methanolysis of triаcylglycerol oils.

Catalyst Feedstock Reaction condition C or Y RC Refs.

T MOR CC t

ModifiedMW CFA WCO 66.2 9.67 3.99 0.1 94.9 (C) 8 [23]

ModifiedUS CFA WCO — 10.71 4.97 0.03 95.6 (C) 8 [119]

KX-CFA Soybean oil 65 6 3 8 81.2 (C) — [120]

Eggshell/CFA Soybean oil 70 6.9 1 5 97.0 (C) 16 [118]

Animal bone/CFA Mustard oil 65 5.5 10 6 90.4 (C) 5 [121]

Sodalite Soybean oil 65 12 4 2 95.5 (C) — [117]

Kaliophilite Canola oil 85 15 5 6 99.2 (C) 4 [122]

FA/Na-X Sunflower oil 65 6 3 8 83.5 (Y) 3 [116]

KNO3/CFA Sunflower oil 160 15 15 5 86.1 (C) — [123]

KNO3/CFA Sunflower oil 120 15 5 8 81.5 (C) 1 [124]

K-Zeolite Glycerol 75 3 4 1.5 90.2 (C) 5 [125]

CaO/Fly ash Palm oil 70 6 6 3 71.7 (C) — [126]

CFA-HT Mustard oil 65 12 7 6 93.4 (Y) — [127]

A. granosa/CFA Palm oil 92.0 (Y) 3 [128]

P. undulata/CFA Palm oil 94.0 (Y) [128]

Sulfated fly ash (SFA) Maize acid oil 125 15 5 3 98.3 (C) 3 [129]

CFA-Zeolite X Mustard oil 65 12 5 7 84.6 (C) 3 [130]

T = reaction temperature (°C), MOR = methanol/oil molar ratio, CC = catalyst concentration (wt%), t = reaction
time (h), C or Y = conversion or yield (%), RC = reaction cycle, WCO = waste cooking oil.

Table 5.
Biodiesel synthesis over CFA based catalysts.
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Chapter 11

Biomass Carbonization
Mahmoud Amer and Ahmed Elwardany

Abstract

Carbonization is the art of reinventing the waste biomass into a
carbon�/energy-rich charcoal. It redefines the principles of renewable energy and
power generation. Char is produced by a pyrolysis process in which the biomass is
heated in an inert atmosphere to high temperatures until absorbed volatiles are
expelled thus enriching its heating value and energy content. Carbonization itself is
an old process that is being used till now, but the renewed interest in it especially
with biomass is because it opens new doors for commercial and scientific applica-
tions. The carbon can be extracted from the produced char to form the precious
graphite and graphene. This chapter provides a general overview about slow pyrol-
ysis processes including carbonization and the torrefaction process which is a mild
carbonization process. The characterization of different biomass species and their
effect on the carbonization process and the final product will be also discussed.
Different carbonization processes and methodologies which vary in the process
parameters will be addressed, and the most promising ones will be highlighted. An
important addition to this chapter is the general design parameters, methodologies,
and factors that must be taken into consideration when designing carbonization
reactors for lab and industrial designs.

Keywords: biomass, carbonization, torrefaction, slow pyrolysis, biochar, charcoal

1. Introduction

The depletion and rising cost of the fossil fuels along with the rising greenhouse
effect created energy and environmental concerns. This urged researches to look for
a proper alternative for fossil fuels thus appeared the increasing interest in renew-
able energy sources. Renewable energy is defined as the energy obtained from
naturally repetitive and persistent flows of energy occurring in the local environ-
ment [1]. This can be achieved without demolishing the current infrastructure for
power generation by finding alternative fuels that can work on the fossil fuels
burners currently in place. These alternatives can be produced from biomass
because they are the only alternative renewable source of carbon. Biomass is a term
for organic waste that stems from plants and produced by photosynthesis making
them all green energy sources. During their formation, biomasses already used the
exact same amount of carbon dioxide they will later emit as exhaust, so they are
usually referred to as a carbon neutral fuel when it is burnt [2–4].

Waste biomass encompasses a wide range of materials, and their availability is
advantageous. The wastes usually have a trivial value and could be considered as a
pollutant to the environment due to their wrongful disposal methods. There exist
many sources of waste biomass either from agriculture or industrial sectors as waste
from agricultural processes or frozen vegetables/fruits factories, respectively.
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The usage of these different kinds of biomasses has positive economic and environ-
mental impacts and can be called a truly renewable source, because it is a by-
product of a different primary production which adds a real additional income.
There exist numerous pathways to upgrade the biomass into biofuel either by
thermochemical or biochemical methods [5, 6]. In this chapter we are concerned
with the thermochemical conversion.

Biomass thermochemical conversion is performed by heat application to start
the decomposition of organic materials by cracking the hydrocarbonaceous bonds
to transform it into a richer form of energy. Thermochemical conversion processes
include combustion, pyrolysis, carbonization, co-firing, gasification, and liquefac-
tion [7]. Pyrolysis is considered as the starting point of all thermochemical conver-
sion technologies because it involves all chemical reactions to form solid “char,”
liquid “bio-oil,” and gas “biogas” carried out under oxygen-free or oxygen-limiting
conditions. The gases and the bio-oil are from the volatile fraction of biomass, while
the char is mostly the fixed carbon component [8].

The proportions of these pyrolysis products depend on the pyrolysis method
(fast, slow, or conventional) and reaction parameters. In pyrolysis, biomass is
heated in the absence of air.

Pyrolysis can be classified according to the applied heating rate during the
process into fast and slow pyrolysis. In fast pyrolysis, the heating rate is very high,
and the residence time is lower; these parameters increase the bio-oil yield fraction.
On the other hand, slow pyrolysis has lower heating rates that result in higher solid
yields or char; hence, our focus will be on it. Slow pyrolysis is even further classified
into carbonization as well as torrefaction. This classification depends on the oper-
ating temperature of the process and the residence time. Carbonization process
utilizes higher operating temperatures and longer residence times than torrefaction.
Carbonization aims to produce a highly carbonaceous product, while torrefaction
could be a pretreatment process for further processing [9]. The product from any of
the two slow pyrolysis processes is called “char,” while charcoal is reserved for the
carbonization products. Charcoal refers to the highly carbonaceous product that is
intended to be used as a fuel. Furthermore, charcoal can be used in the smelting and
sintering processes as a reductant in the metallurgical industry [10]. Char can also
be further processed to get activated carbon which is used as an adsorbent [11].
Furthermore, char has a good potential to be used as a soil fertilizer, hence termed
“biochar” [12].

Carbonization is the oldest known thermochemical process that allowed humans
to convert wood into charcoal, which is the first biofuel that has been used by
humans to step out of the Stone Age by refining ores into metals. Carbonization was
performed in the early ages by gathering the wood into a cone-shaped pile, covering
it with earth, slowly combusting the wood, and allowing for the water content and
volatile substances to exit from a central chimney, turning the wood into coal.

This chapter will focus on the slow pyrolysis especially carbonization process for
biomass conversion. A brief discussion will be provided for the carbonization prod-
ucts and their characterization techniques. Finally, an overview of carbonization
reactor design along with their production techniques concludes the chapter.

2. Carbonization vs. torrefaction

Sometimes carbonization process is confused with other thermochemical pro-
cesses like torrefaction. Both carbonization and torrefaction are two branches from
the pyrolysis process. They both include heating the biomass at specified temperature
for a specific residence time until its properties are upgraded for better use either for
fuel, fertilizing, or adsorption applications. And even they have the same general
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definition which is given for pyrolysis. The main objective of the carbonization
process is to obtain the maximum attainable fixed carbon, but this comes on the
account of the product which will suffer low energy yield, energy density and
hydrocarbon content. On the other hand, torrefaction aims at maximizing the energy
density and energy yield, but this will not provide high carbon content. So, based on
the product motivation of both processes, they differ in their process parameter
settings in terms of temperature range and residence time which produce either
torrefied or carbonized products. Carbonization temperature and time are much
higher than of torrefaction. Table 1 shows the main differences between the carbon-
ization and torrefaction processes. It can be seen in Table 1 that the environment for
both torrefaction and carbonization can be either inert or oxygen limited. Sometimes
even small traces of oxygen could provide better results especially with carbonization
more than torrefaction. This limited amount partially combusts small fraction of the
biomass which delivers enough internal heat to successfully complete either the
carbonization process. This also provides more homogeneous product due to better
heat distribution across the biomass [9, 13]. Carbonization removes almost all the
volatiles in the biomass. Torrefaction retains most of the volatiles except for the very
light ones that get easily cracked at low temperatures.

3. Biomass carbonization process

The production of solid biomass fuel has been practiced for thousands of years
through carbonization providing early people with charcoal for heat purposes and
iron ore extraction. The carbonization process occurs slowly heating the biomass to
high temperatures exceeding 400°C and for several hours. The products from this
process are charcoal when it is used as fuel, biochar when used as fertilizer or soil
amendments, biocoke for metal extraction, and finally activated carbon when reg-
ular charcoal is upgraded for adsorption and purification purposes. These products
are further explained later in Section 5.

Figure 1 shows the complete carbonization process with all its stages until its
intended products are reached. It also shows how the biomass should look in each

Torrefaction Carbonization

Temperature (°C) 200-300 >300

Residence time < 2 hours >2 hours and could reach days

Operating pressure Atmospheric Up to 10 atmospheres

Environment Inert or oxygen limited Inert or oxygen limited

Heating rate Low Low

Main outcome High energy density High fixed carbon

Moisture content (%) <5 <5

Fixed carbon (%) 30 85

Volatiles (%) 65 10

Bio-oil yield (%) 5 30

Biogas yield (%) 15 35

Solid yield (%) 80 35

Hydrophobicity Hydrophobic Hydrophobic

Table 1.
Comparison between torrefaction and carbonization [4, 9, 13].
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stage. A brief explanation of each process is provided indicating key features of
each stage. The heat source for this complete process should be by a means of
renewable energy like initially the burning part of the raw biomass or by solar
heating. Electrical heating is only viable in research but inapplicable and not
cost-effective for industrial scale.

The different process regions and heating stages indicated in both
Figures 1 and 2 are further explained as follows.

3.1 Predrying

This is the first step of the carbonization process where the biomass is heated
from the room temperature to the drying temperature which is approximately

Figure 1.
Complete carbonization process including its products.

Figure 2.
Temperature and mass loss profiles for carbonization process.
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100°C. During this stage, the heat is mostly transferred by conduction from the
reactor’s walls to the biomass. This stage usually has a steep temperature rise. The
heat supplied to the biomass accounts mainly for increasing the moisture tempera-
ture to the evaporation temperature.

3.2 Drying

This step is the highest step in energy consumption because of the high latent
heat of water especially for biomasses with high initial moisture content like water
hyacinth and sewage sludge. All heat supplied during this stage is just to convert the
moisture content in the biomass from the liquid to the vapor phase. The biomass’s
temperature is almost constant during this stage regardless of the reactor’s outer
temperature because evaporation occurs at constant temperature. In order to reduce
the heat loss during this stage, sun drying should be employed for the raw biomass
before its introduction to the reactor.

3.3 Postdrying

After drying is complete, the heat energy added to the biomass starts to increase
its temperature. This stage ranges between 100 and 200°C. During this stage no
significant decomposition starts within the biomass. Only the water molecules
bound inside the fibers and very light volatiles are expelled during this stage. This
stage does not require high heat and is usually quick.

3.4 Torrefaction

Torrefaction occurs between 200 and 300°C. During this stage the decomposi-
tion starts. The first constituent of the biomass to start decomposing is the hemi-
cellulose. By the end of this stage, almost all hemicellulose is decomposed, and small
fractions of the cellulose start decomposing. If the heating process is stopped at this
stage to keep the temperature constant, a torrefied product with high energy den-
sity and low fixed carbon content is obtained.

3.5 Low-temperature carbonization

This stage occurs between 300 and 400°C. During this stage, both hemicellulose
and cellulose completely decompose, and the lignin starts to degrade. The biomass’
structure keeps breaking and decomposing to produce slightly richer fixed carbon
content compared to torrefaction. However, this results in lower energy density.

3.6 High-temperature carbonization

If heating continues over 400°C, a very-high-carbon-rich charcoal is obtained.
The degree of lignin degradation depends on the final temperature. During this
stage, very high fixed carbon contents are obtained.

3.7 Coking

If the purpose of the carbonization is to use the product in metal ore extraction,
then the heating is increased until the temperature exceeds 1000°C. This produces
biocoke which is extremely carbon rich.

215

Biomass Carbonization
DOI: http://dx.doi.org/10.5772/intechopen.90480



3.8 Activation

If the purpose is to produce activated carbon for adsorption, the heating con-
tinues until 800°C in superheated steam to remove the tar. The product of this stage
has a very large pore volume making it most suited for adsorption and purification
applications. This is done by heating the already made charcoal to 800°C in a
superheated steam atmosphere. This superheated steam performs two major func-
tions during the activation process. The first is to isolate the charcoal from the
oxidative environment ensuring that it does not burn. The second is to remove the
tarry residue which is blocking the finely structured pores inside the charcoal. After
this steam heating, the product must be cooled in a non-oxidative environment then
stored in an airtight container. This activation process makes the inner pores in the
charcoal more accessible for adsorption. It also increases the pore surface area
which gives the activated charcoal excellent adsorption capacity.

3.9 Cooling

This is the final step in the process line. If the product is removed from the reactor
exactly after the carbonization ends, it will ignite, because the reactor’s final
temperature is much higher than the ignition temperature of the produced charcoal.
So, it must be cooled first before it is exposed to the oxidative atmosphere. Usually
the extracted heat during the cooling stage is recovered in the form of hot air to be
used for biomass predrying before it enters the reactor. This could drastically
reduce the very high input heat during the drying stage and increase the overall
efficiency of the system.

Figure 2 shows the typical temperature and mass loss profiles for the biomass
during the stages of the carbonization process. The mass loss during the heating
process depends on the temperature and the biomass’s constituents. At tempera-
tures less than 100°C, the mass loss is for surface moisture and light volatiles, 100–
120°C for loss of water, 120–200°C for volatile compounds, 200–300°C for hemi-
cellulose, 275–350°C for cellulose, and 160–900°C for lignin [9, 14, 15].

Before discussing the specifics of the different products from the carbonization
process, we need first to understand how to characterize these products in the next
section.

4. Characterization of the biomass and the carbonized solids

The use of any biomass for conversion to energy will be affected by its charac-
teristics. These initial characteristics will change after being carbonized. This infor-
mation influences and determines the overall efficiency of the conversion process as
well as the overall economics. These characteristics need to be understood in detail
before any judgment is made on the carbonized products.

These following mentioned properties are of the greatest importance for char-
acterization.

4.1 Proximate analysis

Proximate analysis gives the general composition of the biomass in terms of
gross components such as moisture content (MC), volatile matter (VM), ash
(ASH), and fixed carbon (FC). This proximate analysis is performed by
thermogravimetric analysis (TGA). The TGA is performed in an inert atmosphere,
usually nitrogen, with an initial temperature heating rate of 12°C/min from the
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room temperature to 105°C with a holding time of 15 min to remove the moisture
content. Then the sample is heated to 900°C with a heating rate of 20°C/min to
perform the pyrolysis; then a holding time of 15 min is established at 900°C to
ensure all volatiles are removed. After that the temperature is reduced to 850°C
then pure oxygen or air fills the test chamber instead of the nitrogen to burn the
remaining sample. The remaining amount after the burning is the ash content. The
fixed carbon is obtained by subtracting the ash content from the already existing
amount before oxygen introduction [4, 16]. The abovementioned temperature pro-
file is shown in Figure 3 [4].

Figure 4 shows a sample for a TGA analysis and how the proximate analysis can
be obtained from it. Each one of the four results is briefly explained below. Table 2
presents some proximate and ultimate analyses results for selected raw biomasses.

4.1.1 Moisture content (MC)

Biomasses are always characterized with high moisture content as all plants
depend heavily on water to grow. The total moisture content of some biomass can
reach over 90% such as water hyacinth [17]. MC is undesirable during biomass
carbonization because water drains very-high-energy amounts to evaporate and this
energy is non-recoverable. Thus, sun drying is very important as it does not con-
sume any power and it makes it easier to finish the drying at the carbonization
plant. MC is also an important factor to assess the cost of transportation for the raw
biomass. The MC for pyrolyzed or carbonized biomasses should be negligible.

4.1.2 Volatile matter (VM)

VM emerges from the biomass devolatilization which is the cracking of the
heavy hydrocarbons in the biomass into lighter volatiles. These volatiles are in the
gaseous phase during the pyrolysis process. If these volatiles are captured and
cooled, part of them will condensate to become bio-oil, and the remaining will stay
as no condensable gases which are called biogas. VM percentage varies according to
the TGA process itself as VM depends highly on the heating rate [9]. As the heating
rate increases, VM decreases as the time for devolatilization is reduced.

Figure 3.
The temperature profile of TGA test to obtain the proximate analysis [4].
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4.1.3 ASH content (ASH)

The ash obtained from biomass conversion does not necessarily come entirely
from the biomass itself. During biomass collection and handling, some dirt, rock
residue, other impurities, or small pieces of trash are often collected and mixed with
the original biomass. All these impurities constitute the major inorganic component
of the biomass feedstock which finally remain as ash. So, it is highly recommended
that the samples used for characterization and analysis should be washed first and
screened to ensure that the collected samples represent the studied biomass. These
screening or cleaning processes will not be applicable in large-scale industries as
they will cost time and money to swift through the huge biomass bulk. So, these

Figure 4.
TGA analysis sample for cotton stalks raw sample [4].

Biomass Wood Wheat

straw

Rice

husk

Rice

straw

Lignite

coal

Bituminous

coal

MC (%) 20 16 8.2 8.5 34 11

VM (%) 82 59 69.5 64.7 29 35

FC (%) 17 21 12.5 8.9 31 45

Ash (%) 1 4 9.8 17.7 6 9

C (%) 51.6 48.5 50.7 52.8 56.4 73.1

H (%) 6.3 5.5 6.9 7.3 4.2 5.5

O (%) 41.5 45.6 41.4 39.1 18.4 8.7

N (%) 0 0.3 1 0.65 1.6 1.4

S (%) 0.1 0.1 — 0.11 — 1.7

Heating value
(Mj/kg)

18.6 17.3 21.9 22 26.8 34

Table 2.
Proximate and ultimate analyses results for some raw biomasses [2, 4].
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impurities have to be accepted as a drawback in large-scale industrial plants as they
will slightly reduce the quality of the carbonized product.

4.1.4 Fixed carbon (FC)

The fixed carbon (FC) is determined from Eq. (1).

%FC ¼ 100� %Ashþ%VMþ%MCð Þ (1)

FC represents the solid carbon in the biomass that remains in the char after
devolatilization.

4.1.5 Proximate analysis calculation criteria

The proximate analysis can either be calculated based on dry basis (db) which
excludes the moisture content or wet basis (wb) which includes the moisture
content. Usually the results obtained from the TGA analysis are based on wet basis
as they show the moisture content. However, it is not fair to consider the moisture
content in judging in which biomass is better than the other because the drying
efficiency can relatively affect all proximate analysis parameters. Table 3 shows
that wet analysis cannot be a good judge on the biomass’ quality due to different
moisture contents of the original sample and after converting to dry basis, both
results are the same.

In order to calculate the proximate analysis based on the wet or dry basis,
Eqs. (2, 3) are used, respectively.

%property ¼ property= MCþ VMþ FCþ Ashð Þ ∗ 100% (2)

%property ¼ property= VMþ FCþ Ashð Þ ∗ 100% (3)

where property refers to MC, VM, FC, and Ash for wet basis and refers only to
VM, FC, and Ash for dry basis.

4.2 Elemental composition

The elemental composition is obtained by performing elemental or ultimate
analysis which is sometimes called CHNSO analysis. This analysis results in the
composition of the hydrocarbon fuel in terms of its basic elements. The results are
based on dry ash-free (DAF) analysis. This means that the moisture content (MC)
and the inorganic materials (ASH) are disregarded from the results. The MC and
ASH are obtained from the abovementioned proximate analysis in Section 4.1. Some
sample elemental analysis results for some raw biomasses are presented in Table 2.
A typical ultimate analysis result is given in the following form shown in Eq. (4).

Biomass Proximate analysis (%wt)

Wet basis Dry basis

MC VM Ash FC VM Ash FC

Rice husk Raw 8.2 69.5 9.8 12.4 75.4 10.6 14

Dried 2.7 73.3 10.4 13.5 75.3 10.6 14.1

Table 3.
Comparison between the wet and dry basis proximate analysis results.
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CþH þN þ Sþ OþMCþ ASH ¼ 100%, (4)

where C,H,N, S, and O are the mass percentages of carbon, hydrogen, nitrogen,
sulfur, and oxygen, respectively, in the fuel.

Generally, in any biomass you will find major percentages of C, H, and O and
minor percentages of N. However, S is not usually found in most of the biomasses
which is a plus when their carbonized products are combusted, as they will not
generate the corrosive sulfuric acid (H2SO4) or produce harmful SO2 emissions. The
moisture content is basically water which has the chemical form of H2O; the
hydrogen and oxygen in this water aren’t included in the H and O in Eq. (4).
However, this water is expressed as a general term in MC. Thus, the hydrogen and
oxygen in the elemental analysis represent only the amounts in the organic compo-
nents of the fuel itself.

From the ultimate analysis results, we can get the atomic ratios (H/C) and
(O/C). H/C and O/C are often represented as Y-X plot which is called “van
Krevelen” diagram as shown in Figure 5 for some general classifications of different
hydrocarbon fuels. This figure shows that biomass has very high relative amounts of
oxygen and hydrogen, which results in relatively low heating values. The idea from
pyrolysis is to move on the van Krevelen diagram from the biomass area to the coal
area. The higher the pyrolysis temperature, the closer the produced charcoal
approaches coal in the lower left corner of the van Krevelen diagram. To reach
anthracite, pyrolysis temperature and residence time should be greatly increased
which is done during carbonization.

4.3 Heating value (HV)

The heating value is defined as the amount of released heat by unit mass or unit
volume for a fuel initially at 25°C when it is combusted, and the products have been
cooled to 25°C again. If this heat includes the latent heat of water vaporization (i.e.,
the water vapor in the products is condensed), then it is called higher heating value
(HHV), else, it is called lower heating value (LHV) [9]. HV could be obtained either
experimentally using a calorimeter or numerically using empirical equations. These
empirical equations can either depend on the results from proximate analysis,
elemental analysis, or both combined in a single Equation [18]. One of the most

Figure 5.
Van Krevelen diagram, adapted from Basu [9].
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used correlations to empirically calculate the HHV from the elemental analysis is
provided by Ozyuguran et al. [19] which is shown in Eq. (5). This equation is mostly
used because it has the highest value of regression coefficient (R2) of 0.9441 when
compared to experimental results, takes all five parameters (C, H, N, S, O) into
consideration, can be used with all biomasses, and has a mean absolute error of
0.3178%, an average absolute error of 1.6978%, an average bias error of 0.0549%,
and a root mean square deviation of 0.4230 [19]. The correlation is as follows:

HHV
MJ
kg

� �

¼ �4:9140þ 0:2611 %N½ � þ 0:4114 %C½ � þ 0:6114 %H½ �

� 0:02097 %O½ � þ 0:3888 %S½ � (5)

where %N, %C, %H, %O, and %S are the mass percentages of the elemental
nitrogen, carbon, hydrogen, oxygen, and sulfur based on dry ash-free ultimate
analysis.

For more information about the numerical equations to calculate either the
higher or the lower heating value, refer to the article of Ozyuguran et al. [19] and
Vargas-Moreno et al. [18].

4.4 Solid and energy yields and enhancement factor

The solid yield (SY) defines the percentage remaining mass fraction of the
original biomass after carbonization as shown in Eq. (6). The solid yield could either
be defined based on dry basis (db) or wet basis (wb) if the original biomass mass is
taken after or before drying, respectively. As biomass contains high water levels, it
would be unjust to use the SY on wb because it will give very low numbers, so it is
usually taken based on dry basis. Sometimes even when the raw biomass might
contain a large amount of impurities and ashes, the SY is taken based on dry ash-
free (DAF) basis. The enhancement factor (EF) represents the percentage increase
in the heating value due to the carbonization process which is shown in Eq. (7); it is
usually calculated based on the higher heating value.

Neither solid yield nor enhancement factor can singularly define the effective-
ness of the carbonization or pyrolysis process. The reason is that when the pyrolysis
conditions are more severe (i.e., higher temperature and residence time), the
remaining mass will become lower. However, the product’s higher heating value
will be higher. So, in order to correctly judge the performance of the pyrolysis
process, both factors should be taken into consideration. The result of this is the
energy yield (EY) which is the multiplication of both solid yield and the enhance-
ment factor as shown in Eq. (8).

The solid yield (SY), enhancement factor (EF) of HHV, and energy yield (EY)
should be always calculated for all pyrolyzed biomasses to monitor the overall
effectiveness and efficiency of the conversion process [20, 21].

SY %ð Þ ¼
Mcarbonized

Mraw
∗ 100 (6)

EF ¼
HHVcarbonized

HHVraw
(7)

EY %ð Þ ¼
Mcarbonized

Mraw
∗

HHVcarbonized

HHVraw
∗ 100 ¼ SY ∗EF (8)

where Mraw and Mcarbonized represent the masses of the raw and torrefied
samples, respectively.
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4.5 Grindability

The fibrous and plastic nature of raw biomass makes it very hard to handle and
transport especially if pneumatic transport is used. They could clog the system and
will need large pneumatic channels to pass through them. This creates a process
difficulty. Also, if biomass is required to replace coal or be used with coal in co-
combustion systems, it must be finely ground and pulverized into very small and
fine particles which is very hard for raw biomass and will cost a lot. The grindability
is evaluated by calculating the Hardgrove Grindability Index (HGI) [22]. The HGI is
measured by a small ball milling machine where a standard mass of 50 g is ground
for a given time subject to a known ball force. The resulting product is sieved to
measure amounts dropping below 75 μmwhich is compared against some standards
to find the HGI value. The higher the HGI index, the lower the power required to
grind the sample [9]. Esteban and Carrasco performed a study to compare the
power required to grind one ton of raw wood biomass and coal to a fineness of d50
of approximately 500 μm. They found that biomass would require from 130 to 170
kWh where coal would need less than 20% of that power which is in the range of 7
to 36 kWh [23]. Pyrolysis, either torrefaction or carbonization, completely breaks
down the biomass’ cell structure due to the high heat applied. The treatment
temperature is the most influential parameter for grinding. This makes the carbon-
ized products the most brittle and least fibrous which can be even ground by hand.
Generally speaking, carbonization highly increases the HGI and thus the
grindability of the treated biomass making it fit to be used with regular coal pul-
verizers, pneumatic systems, and burners allowing for carbonized biomass to
replace the fossil coal.

4.6 Hydrophobicity

Raw biomass is hygroscopic due to their fibrous nature which means that it can
easily absorb moisture even after drying. This means that if raw biomass is required
to be used as a source of energy, it must be dried exactly prior to its burning as it
cannot be kept dry during storage. As mentioned above in Section 4.1.1, moisture is
a bad thing when using and handling biomass. Biomass consists of three main
components, hemicellulose, cellulose, and lignin; their moisture uptake is in the
same order from higher to lower [24, 25]. As hemicellulose decomposes in the range
of 220–300°C, 275–350°C for cellulose, and 160–900°C for lignin [9, 14, 15]. This
means that all pyrolysis treatments which start from 200°C result in almost com-
plete breakdown of the hemicellulose, converting the treated biomass from hygro-
scopic into hydrophobic nature. This means that carbonized biomass is the most
hydrophobic. This eases their handling, storage, and transportation. The hydropho-
bicity can be determined by the immersion test. In this test, a small sample weight
of approximately 0.5 g with particle size less than 1 mm is immersed in deionized
water at room temperature in a sintered glass filter for 2 hours. The sample is then
air-dried for 1 hour. After that its moisture content is estimated, and the moisture
uptake can be identified [22].

5. Carbonization products

5.1 Charcoal (fuel)

Charcoal is the name given to the carbonization product when the main intent of
its use is fuel. It is the oldest carbonized fuel ever used by humans. Nowadays
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charcoal is produced and used as smokeless fuel source or for barbeques. Charcoal is
produced at relatively low carbonization temperatures up to 500°C but at a very
slow heating rate which takes a very long time. According to Antal and Mochidzuki
[26], the fixed carbon content of charcoal should have less than 30% volatile matter
and less than 5% ash content. These values correspond to charcoal calorific values
between 28 and 33 MJ/kg.

5.2 Activated charcoal

Activated charcoal is an updated version of the regular charcoal with very high
pore number and surface area. This means that it cannot be obtained directly from
the carbonization process and it needs further processing to obtain it. The activation
process is a two-step process. First the charcoal is produced from regular carboni-
zation. The second step is performed by removing the tar from the inner pores of
the charcoal by means of a superheated steam. The activation process is further
explained in Section 3.8. The activated charcoal is a valuable product used in the
chemical and environmental industries in adsorption. It is also used to remove
pollutants from fluids. The pore surface area required for the activated charcoal is
specified by the physical structures using the Brunauer–Emmett–Teller (BET) sur-
face area technique. The commercial grades of activated carbons require a specific
surface area between 500 and 1500 m2/g. This is a much better upgrade from the
carbonized biochar which has a maximum BET surface area of 500 m2/g [27].

5.3 Biochar (fertilizer)

Biochar is the name given to charcoal when its intention is to be used as a
fertilizer. To produce biochar, carbonization occurs at high temperatures more than
500°C. Biochar is known for its carbon sequestration potential and soil amendment
properties. Biochar is considered as a greenhouse gas reduction route because it
increases the carbon content stably retained in the soil. Due to the high thermal
stresses applied on the biochar during its formation, it becomes very tough to
degrade with time. It can remain in its form for hundreds of years and retaining this
carbon in the soil ensuring its fertility for this time [28]. The International Biochar
Initiative (IBI) provides a standardized definition for the biochar’s characteristics
that is most suitable for soil amendment [29].

Sometimes when there is a need for new cultivation area, the first place to look
for is the forest remains. These remains are burnt which results in forming biochar
which has high carbon content and enhances the soil and improves its fertility.
However, if these forest remains are large, this burning could contribute to the
overall greenhouse effect because the burning is not controlled and is performed in
open air so most of the carbon is burnt and only small parts of the total carbon in
biomass is retained as stable solid char in the soil. The higher the degree of
carbonization, the higher the fixed carbon amount and the better is the property
of biochar [30].

5.4 Biocoke

For metal ore extraction, even regular fossil coal is not enough. The coal is
carbonized or coked at very high temperatures to produce the coke. So, biomass can
be severely carbonized to produce the biocoke which is a substitute for conventional
coke. This severe carbonization process is called coking. Coking temperature can
exceed 1000°C. Biocoke should have a volatile matter content less than 15% and ash
content between 0.5 and 5% [26]. During metal extraction process, biocoke is
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heated with metallic ores with oxides or sulfides. The carbon in the biocoke com-
bines with oxygen and sulfur which facilitates metal extraction. Biocoke has been
used for extraction of iron from iron ore during the dawn of metallurgical indus-
tries. Steel industry is one of the highest contributors in CO2 emissions due to their
heavy carbon and coke usage. This motivated the use of biocoke in blast furnace to
reduce heavy carbon dioxide emissions from the iron and steel industries. Some-
times, the biocoke is pulverized and injected into the blast furnaces.

5.5 Advantages of the carbonization products

Carbonization products have a large number of benefits which can be obtained
through the recycling of the biomass waste as follows:

• Renewable solid fuel source

• Carbon-negative process

• Reduces dependability on carbon positive fossil fuels

• Improves the fertility of the soil and subsequently the crop production yield

• Less chemical fertilizers required

• Soil remediation

• Improves water quality

• Counteracts land desertification by increasing its fertility

• Improves water and nutrition retention in the soil

6. Carbonization reactors

There exist hundreds of simple and complicated carbonization reactors with
different technologies such as kilns, retorts, and converters. Kiln describes the
simplest traditional char-making equipment from wooden logs. Retorts and con-
verters are the industrial reactors that can produce char as well as capture some
volatiles and bio-oil. The difference between retorts and converters is the size of the
biomass used. Retorts are used for long and thick wood logs, while converters are
used with small particles of biomass [31]. These reactors can be characterized
according to many classifications as follows [32]:

• The required final product

• Mode of operation (batch or continuous)

• Heat transfer method (direct, indirect, or microwave)

• Input heat source (electric, gas, or biomass combustion)

• Biomass loading method
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• Operating pressure

• Construction material (soil, brick, concrete, or steel)

• Mobility (stationary, portable)

In this section, the used characterization method is the feeding system of the
biomass into the reactor which includes batch and continuous systems.

6.1 Batch reactors

These reactors are the simplest and easiest ones to build and operate. However,
they have some influential drawbacks. The most important disadvantage is the
inhomogeneous quality of charcoal due to varying temperature gradients inside the
reactor, uneven gas circulation, partial combustion, and uneven particle sizes. Thus,
to have a homogeneous product, a good temperature control must be employed to
improve the quality of the final product.

6.1.1 Kilns

Kiln is one of the simplest and primitive designs in biomass slow pyrolysis
carbonization reactors that usually use wood. Kilns do not need external heat source
to heat up; they are built in a way that supplies the required heat internally from
partially burning the wood. Figure 6 shows a primitive construction for the mound
kiln where the wood logs are stacked on the ground and an earth covering is built
over it, leaving small openings at the bottom for air supply. The stacking and the
small openings limit the oxygen supply to the wood just enough to burn some wood
to provide heat for carbonization. Since the kiln is well insulated, all the generated
heat is retained inside it, and that helps slow down the thermal degradation of the
wood into charcoal [9]. The central stack is added to the kiln to remove vapors and
volatiles from the pile during the carbonization process and to provide access to the
pile for the initial ignition of the wood. Once a small fire is established inside the
kiln, the carbonization process begins. The color and density of the flue gases are
used to judge the process maturity. White smoke indicates the moisture removal,
and it is observed early in the beginning of the process. Yellow smoke indicates
the initiation of the pyrolysis, and the kiln’s temperature reached 250°C at least.
Blue smoke indicates the near completion of the carbonization process. The

Figure 6.
Cross-sectional view of the mound kiln, adapted from Ronsse et al. [13].
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carbonization time depends on the batch size and can reach a maximum of 1 month
for very large kilns exceeding 28 tons per batch.

A modification to earth kilns has been made using steel and brick kilns where
instead of covering the stack with earth material, the kiln is made from steel or
bricks. This provides much better temperature distribution and production homo-
geneity. Using bricks improves the thermal insulation and the distributed air
infiltration inside the kiln [33].

6.1.2 Retorts

The major difference between kilns and retorts is how the pyrolysis heat is
generated which is shown in Figure 7. As mentioned in the previous section, heat is
generated internally in the kilns. In retorts, heat is generated from an external heat
source then transferred to the biomass by different means which are:

• Direct heating (the hot gases pass through the reactor and come in contact with
the biomass)

• Indirect heating (the heat from the hot gases are transferred to the biomass
through the retort’s wall)

In both direct and indirect heating, the heat can be generated through different
routes which are:

• Burning some raw biomass to generate the main heat which is aided with and
after burner to burn the volatiles released from the carbonization process as
shown in Figure 7(b).

Figure 7.
Comparison between the process sequence of (a) kilns and (b) retorts.
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• Burning some external fuel like gas for the main heating aided with burning the
volatiles.

• Burning biomass or another external fuel only for the main burner without
utilizing the volatiles. But this is the least efficient way and will not be cost-
effective.

The advantage of retorts over kilns is that there is no partial combustion for the
biomass inside the reactor which increases the output char yield. However, in the
case of direct retort heating, partial combustion could still occur. This could occur if
the combustion in the burner or the after burner is lean. This will result in excess
air in the hot gases which will come into contact with the biomass leading to partial
combustion. However, this partial combustion is much less than what happens in
the kilns because in kilns it is how heat is generated, while in retorts it’s a by-
product of direct heating. Also, in the direct heating, sample size must be controlled
because small sizes would increase the pressure drop of the hot gases across
the retort.

6.2 Continuous reactors

Industrial applications require continuous supply of the carbonization product
required so they cannot always have the privilege of working with batch reactors.
So continuous reactors had to be developed. Almost all continuous reactors incor-
porate a sort of mixing mechanism. This greatly increases the product homogeneity
and char yield and reduces the carbonization residence time. These are all advan-
tages from the industrial need’s point of view. However, continuous systems are
more complicated than batch systems as they incorporate many moving heated
parts, conveyors, and motors. The speed of these reactors must be optimized
according to the required outcome to control the residence time and ensure that the
biomass does not exit prematurely. There exist numerous designs for the continu-
ous systems, but we will only consider two of the most used ones: the rotary drum
and rotary screw carbonizers. In order for the process to be continuous, the com-
bustion source should be continuous as well. That’s why all these reactors utilize the
volatiles during the carbonization process to heat the reactor. At the beginning of
the process or if the volatiles cannot produce the required heat, there will be an
extra biomass screw feeder directly to the burner [34]. All these continuous systems
will require an external source for electricity to drive the electrical motors
controlling the biomass feeder, rotating drum, afterburner’s air blower, and
the cooler.

6.2.1 Rotary drum

Rotary drums are basically cylindrical retorts mounted on geared electrical
motor as shown in Figure 8. It is obvious from the figure that the drum is inclined
with the direction of the flow. This is to ensure the flow continuity by gravity as
well as good mixing. The degree of inclination and the drum’s rotating speed control
the flow speed as well as the residence time. The flow control here is not exact as it
will differ according to the biomass’ shape and physical structure.

6.2.2 Rotary screw

Figure 9 shows the basic construction of the screw carbonizer. It is similar to the
rotary drum type except that it does not require being inclined like the drum type,
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and the biomass is transported through the carbonization zone via the rotating
helical screw. The screw movement controls the exact flow speed and the residence
time. As the volume between two screw teeth is constant, an exact correlation
between volumetric charcoal flow rate and the rotating speed can be obtained. So,
simply by manipulating the screw’s rotational speed, the flow can be adjusted. This
reactor can accommodate variable sized biomasses because of the high mechanical
power of the driving screw. This system is prone to clogging problems which might
interrupt the operation if the biomass is too lumpy. The use of mechanical screw
force to move the biomass is advantageous as this mechanical force aids in breaking
large biomass lumps into fine powder.

Figure 8.
Rotary indirectly heated drum adapted from Ronsse [13].

Figure 9.
Rotary indirectly heated screw carbonizer.
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7. Conclusion

Biomass is a renewable, sustainable, and carbon neutral source of solid fuel, soil
fertilizer, water and air purifier, and metal ore extractor. Carbonization, which is a
slow pyrolysis process, can produce these varied products. Carbonization process is
a thermochemical process that has been performed for hundreds of years to
upgrade the raw biomass into useful solid product. The process conditions depend
on the required product. Both charcoal and biochar are produced by the same
process with heating up to 500°C; however they differ in their usage which is either
as fuel or soil amendment and fertilizer, respectively. Biocoke production process is
the same as for charcoal and biochar except that the heating continues up to and
might be exceeding 1000°C. Activated carbon is made from charcoal which is post
treated with superheated steam to remove the tarry residue and improving its
surface area and pore volume making it suitable for adsorption applications. Several
characterization techniques should be performed on both the raw biomass and its
carbonized products to judge the carbonization system’s effectiveness.

Kilns are mostly used when the manual labor is experienced and just needs basic
knowledge of performing this carbonization process. Retorts, although they are still
simple, are more complicated than kilns and harder to manufacture. Both kilns and
retorts are batch systems. Continuous reactors are gaining raised interest from the
industry due to their time effectiveness, automated process, homogeneous product,
and continuous product supply. Two of the most common continuous systems are
the rotary drum and rotary screw systems. They are almost the same except in the
biomass transportation mechanism. Rotary screw is more controllable than rotary
drum. As the process parameters depend on the raw biomass characteristics, the
reactors must be adjusted and optimized with different operating conditions for
each biomass used. These continuous systems enabled the overall system size to be
reduced opening new pathways to making them portable and easily transported
according to the biomass availability.
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Abbreviation

TGA Thermogravimetric analysis
MC Moisture content
VM Volatile matter
FC Fixed carbon
HV Heating value
HHV Higher heating value
LHV Lower heating value
SY Solid yield
EY Energy yield
EF Enhancement factor
DAF Dry ash-free basis
db Dry basis
wb Wet basis
BET Brunauer–Emmett–Teller
HGI Hardgrove Grindability Index
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Chapter 12

Aviation Fuels and Biofuels
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Abstract

Aviation industry consumes about 177 billion liters of kerosene, moving more 
than 25,000 aircraft and 6 billion passengers. To achieve that, civil aviation in 2015 
generated about 781 million tons of CO2 corresponding to 2% anthropogenic emis-
sions of this greenhouse gas, and all required energy is derived from fossil sources. 
To reduce the environmental impact and to create alternative energy sources to 
bring energy security, it is of great importance to increase researching and develop-
ment, so that it becomes viable to produce biokerosene. This chapter aims to present 
some varieties of biomass and its derivatives being studied as raw materials for new 
aviation fuels such as ethanol, butanol, fatty acid methyl esters, and fusel oil.

Keywords: biomass, jet fuel, avgas

1. Introduction

Since the beginning of the first civilization, human being has been seeking for 
progress and better quality of life, developing new technologies and new materials 
with the aim of making the tasks simpler. The first technology appeared thousands 
of years ago, using utensils made from chipped stones and evolved in quality and 
quantity mainly after the industrial revolution in the nineteenth century, to the 
present day with a great range of consumer goods such as electronics, textiles, 
automobiles, food, cosmetics, and furniture, among others. To keep and make pos-
sible these great advances of mankind, even greater quantities of energy, a essencial 
necessity, after the industrial revolution had grown rapidly requiring the use of new 
sources of energy [1, 2].

With the invention of internal combustion engines in the nineteenth century, 
and the commercialization and popularization of automobiles in the twentieth 
century, there arose a great and growing need for fuels, which for many years was 
supplied only with petroleum products, a natural nonrenewable resource. The 
impacts caused by the oil exploration and the combustion of its derivatives have 
become serious environmental problems causing a great increase in the emission 
of greenhouse gases and pollutants, being the main CO2, SOx, and NOx [3, 4]. 
Currently, the demand for renewable energy sources is increasing, aiming at reduc-
ing anthropogenic CO2 emissions and reducing society’s dependence on oil, and 
increasing interest in biofuels from biomass.

In the 1970s, Brazil became a pioneer in public policies for the use of biofuels 
in the energy matrix with the implementation of laws that made mandatory the 
addition of 10% ethanol in gasoline in 1973 and the launch of the Proálcool program 
in 1975, which aimed at partial replacement of gasoline by ethanol in the vehicle 
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fleet, a measure taken in response to the first major oil crisis in the world. The first 
national biodiesel production program, Pro-Oil, was jointly launched in Brazil, 
which due to few stimuli for the production of vegetable oils and the fall of oil 
prices in the 1980s, was unsuccessful, ending in 1986 [5, 6].

The world aviation industry basically uses two types of fuel with distinct 
characteristics, known as aviation gasoline (AVGAS) and aviation kerosene 
(QAV) or jet fuel, which consumes around 177 billion liters of fuel worldwide, 
moving more than 25,000 aircraft. Almost all of this volume comes from 
petroleum derivatives, a nonrenewable source that handled more than 6 billion 
passengers [7]. In 2015, civil aviation generated about 781 million tonnes of CO2 
corresponding to 2% of all anthropogenic greenhouse gas emissions according to 
the Air Transport Action Group (ATAG). Already in 2009, the European Aviation 
Commission (EAC) determined that emissions from civil aviation should be 
reduced by 20% by the year 2020, with the use of renewable sources being a 
highly promising alternative for this goal to be met [8]. Due to the fact that the 
main oil producers are located in politically unstable countries politically unsta-
ble and prices of oil and its derivatives are highly volatile, the need for alternative 
sources of energy goes beyond the environmental issue.

1.1 Aviation gasoline (AVGAS)

Aviation gasoline known worldwide as AVGAS is a fossil fuel that distills in the 
range between 30 and 170°C containing gasoline-derived and diesel compounds. 
This fuel consists mainly of isoparaffins with five to nine carbons, and also, aromat-
ics in small amounts. The main component is alkylate, which is basically a mixture 
of isooctane (2,2,4-trimethyl pentane) with olefins. Isooctane is a branched chain 
alkane, octane isomer, which is standard 100 on the octane scale [9].

Aviation gasoline is used exclusively in small airplanes that have spark ignition 
engines such as aircraft used in agricultural aviation, small commercial aviation, 
private aviation, pilot training, and in experimental and sporting aircraft. The 
compound with molecular formula Pb(C2H5)4 called tetraethyl lead or TEL is an 
additive for aviation gasoline that increases the octane rating but it is toxic and 
releases lead particles into the air [10]. In several parts of the world, this additive 
is prohibited from being added to the gasoline of land vehicles, however, it is 
still used in aviation gasoline, with the current technology, it is only possible to 
achieve an octane rating of more than 100 with the current economic viability 
through the addition of tetraethyl lead in aviation gasoline in accordance with 
the standards of the American Society for Testing and Materials—ASTM D3341 
or D5059. The most used low lead aviation gasoline is known internationally as 
AVGAS 100 LL that presents differentiated properties, performance requirements 
from other gasolines. Throughout the process of handling, transporting, and 
storing of aviation gasoline, special equipment to the product is used, and the 
system is periodically inspected to ensure that it is thoroughly clean and free of 
any possibility of contamination.

The specification of aviation gasoline is practically the same throughout the 
world, including high calorific value (43.5 MJ kg−1) and low freezing point (−58°C). 
Constant product monitoring includes daily draining of the storage tank and supply 
units, filtering of the product prior to filling and periodic inspection of the respec-
tive filters. The classification of aviation gasoline is given according to its resistance 
to detonation in Octane Motor (MON) units according to the ASTM D2700 test. 
Due to some varieties of aviation gasoline marketed worldwide, the identification 
of tubing and tanks for refueling was standardized, thus avoiding inadequate fuel 
supply (Table 1).
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AVGAS 100 LL, corresponding to octane 100 and low level of tetraethyl lead is 
identified with the blue color due to the addition of dye based on 1,4-dialkylamino-
anthraquinone (Figure 1).

The combustion of a tetraethyl lead fuel generates emissions of both lead and 
lead oxides, which can accumulate and cause serious damage to the engine. To avoid 
this accumulation, sequestrants or chelants are used that react with lead compounds 
and form more volatile species. The most used additives are 1,2-dibromoethane and 
1,2-dichloroethane [12]. Despite the significant decrease, it is estimated that the 
effects of lead to human health cause losses in the US economy of approximately US 
$ 1.06 billion annually due to public health impacts [13].

The challenges of developing an alternative to lead as an additive in aviation 
gasoline involve maximum compatibility with existing engines and high reliability. 
When comparing an airplane engine and a car engine, we have to consider that the 
operating regime is quite different, in aviation, 80–90% of the time the engine is in 
high energy demand, and in cars, only 10% on average. Aviation gasoline consists of 
different types of hydrocarbons that have a higher flash point than that of vehicular 
gasoline, which starts to release flammable vapor at −42.8°C to optimize its ignition 
characteristics necessary for the engines [14].

The process of homologation of new additives and fuels is time consuming and 
costly, especially when compared to vehicular fuels. Despite this, there is not yet an 
additive that can leave aviation fuels with high octane, since even the use of oxygen-
ated additives have their disadvantages, especially in aviation fuels: increased fuel 
consumption and increased production of nitrogen oxides.

1.2 Aviation kerosene

Aviation kerosene, also known as jet fuel or by the acronym QAV, is a petroleum 
source fuel that is in the distillation range between 150 and 300°C and is used in 

Type Color Lead content (g L−1) Feature

80 Red 0.14 No longer marketed

82 UL Purple 0.0 Low performance engines

100 Green 1.12 Has been replaced by AVGAS 100 LL

100 LL Blue 0.56 Worldwide standard

Table 1. 
Apparent color and anti-knock power of aviation gasoline [11].

Figure 1. 
Blue dye for AVGAS.
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a medium and large turbine type engine. It is produced by fractionation through 
distillation at atmospheric pressure, followed by treatments, and is suitable for 
the generation of energy by combustion in aircraft gas turbine engines. It must 
remain liquid and homogeneous until the zone of combustion of the aircraft, and 
have calorific power as high as possible. The specification of aviation kerosene, Jet 
A-1, is performed in each country to be compatible with the Aviation Fuel Quality 
Requirements for Operated Systems (AFQRJOS). In order to guarantee the quality 
of the product until delivery to the final consumer, the Quality Assurance System 
(QMS) covers the whole distribution chain from the refinery through maritime and 
land terminals, bases, airport storing, until the supply of the aircraft.

When 1 kg of kerosene is burned, an average of 14 g of NOx; 0.8 g of SOx; 
3.15 kg of CO2; 4 g of CO; and 0.6 g of hydrocarbons are generated, compounds that 
have a high environmental impact mainly in relation to greenhouse effect and acid 
rain [15]. In world, commercial aviation is used Jet A1, regulated in Brazil by ANP 
resolution n ° 37; in the US by the Federal Aviation Administration (FAA) through 
ASTM D1655 [16, 17]. Jet A kerosene is only used in the USA and differs from Jet A1 
at the point of freezing, which is −40°C, higher than −47°C (Table 2).

The main fuels used in military aviation are JP-4 and JP-8, with JP-4 kerosene 
falling out of use since the 1990s due to safety concerns. This fuel is regulated 
worldwide by the U.S. Military Specification MIL-PRF-5624S and DEF STAN 91-88. 
JP-8 kerosene is similar to Jet A1 kerosene with the difference of having anti-corro-
sion additives, dispersants, antifreeze agents, and antioxidants defined by MIL-
DTL-83133, DEF STAN 91-87. There is also JP-8 + 100 kerosene containing additives 
that increase heat resistance at 37°C (100°F) to 218°C over regular JP-8 [18, 19].

In military aviation, there is also kerosene JP5 (European F44), JP7 (US only), 
JP8 (F34 European), which are chemically similar to the Jet A1 differentiating with 
respect to antifreeze and antioxidant additives [20] are used. The basic composition 
of Jet A and Jet A1 kerosene are described in Table 3.

In addition to Jet A and Jet A1 kerosene, Jet B type kerosene is the most volatile, thus 
handling is more dangerous. It has a freezing point below −47°C and is used only in 
extremely cold regions, such as Canada and Russia. It is mainly composed by hydrocar-
bons of 5–15 carbon atoms, being actually a mixture of gasoline with kerosene.

In Russia, there is TS-1 kerosene, standardized by the GOST 10227, which differs 
from Jet A-1 by the freezing point below −57°C and a flash point of 28°C, being 
lower than 40°C of Jet A1. In addition to Russia, there is also China, which has five 

Regulatory agency Country Standard/resolution Jet fuel name

Agência Nacional do Petróleo, Gás Natural e 

Biocombustíveis (ANP)

Brazil Resolution n°37 Jet A1

Federal Aviation Administration (FA) USA ASTM D1655/ASTM 6615 Jet A e Jet A1/

Jet B

Transport Canada Civil Aviation (TCCA) Canada CAN/CGSB-3.23 CAN/

CGSB-3.22

Jet A/A1/Jet B

Civil Aviation Authority (CAA) UK DefStan 91–91 Jet A1

European Aviation Safety Agency (EASA) EU AFQRJOS Jet A1

Federal Air Transport Agency (FATA) Russia GOST 10227/GOST R 52050 TS-1/Jet A1

Civil Aviation Administration of China 

(CAAC)

China GB 6537 No 3

Table 2. 
Main regulatory agencies and technical standards for assessing the quality of civil aviation kerosene in the 
world.
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aviation kerosene standards: No. 1 and No. 2, with a flash point near 28°C and freez-
ing point below −60 and −50°C, respectively; No. 3 which is similar to Jet A1; No. 4 
which is similar to Jet B; and No. 5 is a kerosene similar to No. 3 but with a high flash 
point. Currently, practically all kerosene sold in China is No. 3 [22].

The National Agency for Petroleum, Natural Gas and Biofuels—ANP in Brazil, 
through Resolution 37 of December 2009, specified the technical standard of aviation 
kerosene, as well as the technical standards for quality control. The quality standards 
of this resolution are based on the international standards specified in ASTM 1655 
and DefStan 91-91. Due to the fact that each country determines its aviation kerosene 
quality standards, a list of quality requirements for the worldwide commercializa-
tion of this fuel, known as Aviation Fuel Quality Requirements for Jointly Operated 
System (AFQRJOS), has been created. AFQRJOS is based on standards D1655 and 
DefStan 91-91 and serves as the standard of quality for the main suppliers in the world 
market as Agip; BP; Chevron Texaco; Exon Mobil; Kuwait Petroleum; Shell; Statoil 
and Total. For the commercialization of aviation kerosene, rigid physicochemical 
standards and characteristics are applied, having to deal with approximately 30 tests, 
a number higher than bioethanol (15 tests) and biodiesel (18 tests).

Aviation kerosene must have a high calorific value (42.8 MJ/kg) coupled with a 
low specific gravity (0.775–0.820 g mL−1) due to the issue of total aircraft weight, 
energy efficiency, and flight autonomy [23]. Another important property is the 
freezing point, due to the working conditions, the fuel should not solidify or form 
crystals at temperatures below −40°C for Jet A and −47°C for Jet A1 [24]. The mois-
ture content should be low enough to avoid the growth of microorganisms and to 
reduce corrosivity [25]. The desirable properties of kerosene make the development 
of biokerosene quite complicated and it is a major obstacle in the search for new 
alternatives and processes. Table 4 lists the most commonly used quality technical 
standards worldwide and the standards in Brazil.

Compound Formula Type

n-Octane C8H18 n-paraffin

2-Methylheptane C8H18 Isoparaffin

1-Methyl-1-ethylcyclopentane C8H14 Cycloparaffin

Ethyl-cyclohexane C8H16 Cycloparaffin

o-Xylene C8H10 Aromatic

p-Xylene C8H10 Aromatic

Cis-Decalin C10H18 Cycloparaffin

Tetralin C10H12 Aromatic

Naftalene C10H8 Aromatic

n-Dodecane C12H26 n-paraffin

2-Methylundecane C12H26 Isoparaffin

1-Ethylnaftalene C12H12 Aromatic

n-Hexylbenzene C12H18 Aromatic

n-Hexadecane C16H34 n-paraffin

2-Methylpentadecane C16H34 Isoparaffin

n-Decylbenzene C16H26 Aromatic

Table 3. 
Jet A and Jet A1 chemical composition [21].
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Observing ASTM D1655, Def Stan 91-91 and ANP n° 37, it can be concluded that 
there is a convergence in, practically, all the parameters, differing only in electrical 
conductivity and acidity. As aviation gasoline, aviation kerosene-containing tubing 
and refueling tanks are identified by a black color-coded adhesive with an auxiliary 
color to indicate the type of kerosene (Jet A, Jet A1, or Jet B).

In order to meet the demanding quality parameters of aviation kerosene, 
compounds known as additives are used, with the objective of improving specific 
physicochemical properties:

Static charge dissipator: kerosene produced in refineries has low electrical con-
ductivity and this can cause static electricity to accumulate by moving fluid in tanks 
and filters. To avoid this accumulation a compound known as Stadis 450, which is 
allowed by ASTM 1655, ANP n ° 37 and DefStan 91-91 in contents up to 5.0 mg/L is 
added and its use is optional.

Metal deactivator: the presence of metals in the fuel can catalyze oxidation 
reactions and directly impact thermal stability. The most commonly found metals 
are Copper and Zinc. The most commonly used additive is N,N-disalicylidene-
1,2-propanediamine, which has a chelating action and is used in contents up to 
5.7 mg/L [26].

Antioxidants: the formation and presence of peroxides may cause deterioration 
in the quality of the fuel and may form gums and particulate matter. The use of 
antioxidant additive is mandatory by ANP n ° 37 and DefStan 91-91 in contents of 
17–24 mg L−1 and optional by ASTM D1655. The most commonly used compound 
for this purpose is butylated hydroxytoluene (BHT).

Lubricity enhancer: it has the function of reducing the corrosive effect of the fuel 
as well as assisting in the anti-wear effect. Its use is not mandatory in kerosene for 
civil aviation although it is permitted in the Brazilian, US, European Union, and UK 
legislations and is more commonly used in military fuels (Figures 2 and 3).

Icing inhibitors: it is used because of the presence of water in the kerosene, 
dissolved water can form crystals that can cause clogging of the fuel filter. It is 
considered optional and is rarely used for civil aviation and most used in military 
applications and the most commonly used additive is diethylene glycol methyl ether 
(DiEGME) (Figure 4) that may be used as a biocide [27].

Unit ASTM 

1655-4a

Def Stan 

91-91

ANP n° 37

Density a 15°C g mL−1 0.775–0.840 0.775–0.840 0.771–0.836* (20°C)

Viscosity a −20°C mm2 s−1 8.0 (max) 8.0 (max) 8.0 (max)

Acid value mg KOH g−1 0.100 0.0012 0.015

Flash point °C 38 (min) 38 (min) 38 or 40

Heat of combustion MJ kg−1 42.8 (min) 42.8 (min) 42.8 (min)

Freezing point °C −47 −47 −47

Sulfur % 0.3 0.3 0.3

Aromatics % 25 25 25

Smoke point Mm 25 (min) 25 (min) 25

JFTOT Delta P (260°C) mmHg 25 25 25

Conductivity pS m−1 50–450 50–600 50–600

Maximum boiling point °C 300 (max) 300 (max) 300 (max)

Table 4. 
Jet A-1 specifications.

● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ●
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Figure 2. 
N,N-disalicylidene-1,2-propanediamine.

Figure 3. 
BHT chemical structure.

Figure 4. 
Diethylene gylcol methyl ether.

Additive type 

(chemical or brand 

name)

AFQRJOS 

Jet A-1

ASTM 

(Jet A)

DEF 

STAN 

91-91  

(Jet A-1)

DEF 

STAN 

91-86 

(F-44)

DEF 

STAN 

91-88 

(F-40)

IATA 

(Jet 

A-1)

CAN-GSB 

3.24 (F-34/ 

F-44)

GE D 

50TF2

P&W 

SB, 

No. 

2016

Anti-oxidant R O R R R R O/R O R

2,6-Ditertiary-butyl 

phenol

● ● ● ● ● ● ● ● ●

2,6-Ditertiary-butyl-2-

methyl phenol

● ● ● ● ● ● ● ● ●

2,4-Dimethyl-6-

tertiary-butyl phenol

● ● ● ● ● ● ● ● ●

Mix 75%(min) 

2,6-ditertiary-butyl 

phenol

● ● ● ● ● ● ● ● ●

Mix 25%(max) 

tertiary and tritertiary 

butyl phenols

● ● ● ● ● ● ● ● ●

Mix 72%(min) 

2,4-dimethyl-6-

tertiary-butyl phenol

● ● ● ● ● ● ● ● ●

Mix 28%(max) methyl 

and dimethyl tertiary-

butyl phenols

● ● ● ● ● ● ● ● ●
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Additive type 

(chemical or brand 

name)

AFQRJOS 

Jet A-1

ASTM 

(Jet A)

DEF 

STAN 

91-91  

(Jet A-1)

DEF 

STAN 

91-86 

(F-44)

DEF 

STAN 

91-88 

(F-40)

IATA 

(Jet 

A-1)

CAN-GSB 

3.24 (F-34/ 

F-44)

GE D 

50TF2

P&W 

SB, 

No. 

2016

Mix 55%(min) 

2,4-dimethyl-6-

tertiary-butyl phenol

● ● ● ● ● ● ● ● ●

15%(min) 

2,6-ditertiary-butyl-4-

methyl phenol

● ● ● ● ● ● ● ● ●

30%(max) methyl and 

dimethyl tertiary-butyl 

phenols

● ● ● ● ● ● ● ● ●

Static dissipator 

additive

R O R R R R O R

Stadis 450 ● ● ● ● ● ● ●

Sigbol ●

Anti-icing additive A A O R R A O/A O O

Ethylene glycol 

monomethyl ether

● ●

Ethylene glycol 

monomethyl ether and 

Methyl alcohol

●

Diethylene glycol 

monomethyl ether

● ● ● ● ● ● ● ● ●

Corrosion inhibitors A O R R A A O O

Apollo PRI-19 ● ● ● ● ● ● ●

Hitec 580 ● ● ● ● ● ● ● ●

Nalco 5403 ● ● ● ● ● ● ● ●

DCI-4ª ● ● ● ● ● ● ● ●

DCI-6ª ● ● ● ● ● ● ●

Nalco 5405 ● ● ● ●

Spec-Aid 8Q22 ● ● ●

Unicor J ● ● ●

Tolad 351 ● ● ●

Tolad 4410 ● ● ● ● ● ●

RPS-613 ● ● ●

Hitec 515 ●

Tolad 245 ●

Mobilad F-800 ●

PWA-536 ●

Metal deactivator O O O O O O O O O

● ● ● ● ● ● ● ● ●

●

● ●

● ●

● ●

● ●

●

● ● ● ● ●

● ● ●

● ● ●



● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ●

●

● ●

●

● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ●

● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ●

● ● ● ● ● ● ● ●

● ● ● ● ● ● ●

● ● ● ●

● ● ●

● ● ●

● ● ●

● ● ● ● ● ●

● ● ●

●

●

●

●
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Table 5 lists the main additives required for jet fuel, including the ones men-
tioned before.

Between 2003 and 2008, the price of aviation kerosene rose 462%, reaching almost 
US$ 4 per gallon [28] and the economic crisis in 2009 caused a sharp fall reaching close 
to US$ 1 per gallon. The quotation in October 2016 is US$ 1.47 per gallon [29], data 
that shows the unpredictability of this input. The Brazilian market follows the external 
market oscillations, with large variations in the price of this input, which are quite 
pronounced varying 47% between the years 2008 and 2009, 25% between 2014 and 
2016, and comparing 2009–2014, the increase reached 75%. Table 6 shows the average 
consumer prices in 11 largest Brazilian capitals between 2008 and 2016.

In the civil aviation industry, the main impact factor in operating costs is the 
fuel, which corresponds to approximately 40% of the total costs followed by 
aircraft 20% and operating expenses with 17% (Table 7). Therefore, it is extremely 
important to increase the supply of aviation kerosene, which can be contemplated 
with new processes and new sources of raw material, and consequently the reduc-
tion of its selling price.

Additive type 

(chemical or brand 

name)

AFQRJOS 

Jet A-1

ASTM 

(Jet A)

DEF 

STAN 

91-91  

(Jet A-1)

DEF 

STAN 

91-86 

(F-44)

DEF 

STAN 

91-88 

(F-40)

IATA 

(Jet 

A-1)

CAN-GSB 

3.24 (F-34/ 

F-44)

GE D 

50TF2

P&W 

SB, 

No. 

2016

N,N′-Disalicylidene-

1,2-propanediamine

● ● ● ● ● ● ● ● ●

N,N′-

Disalicylidene-1,2-

cyclohexanediamine

●

Thermal stability 

additive

A O O

Spec-Aid 8Q462 ● ●

AeroShell Performance 

Additive 101

● ●

Turboline FS100C ● ●

Turboline FS100 ● ●

JFA-5 ●

Leak detection 

additive

O O O O O

Tracer A ● ● ● ● ●

Biocide E O O O

Biobor JF ● ● ●

Kathon FP 1.5 ● ● ●

O—Optional: the additive may be added by the fuel manufacturer to the extent permitted by specification without 
consulting customers. The supplier may be required to declare its presence; A—Agreement: purchasing authorities 
may require that an additive be used to the extent permitted by specification. If the fuel supplier desires to add it, he 
must secure agreement of the customer; E—Engine Manufacturer’s Agreement: specification authorities may require 
agreement by engine manufacturers; R—Required: the additive must be introduced at the level specified to meet a 
specific handling requirement. The point of addition is not necessarily into refinery production (R for anti-oxidant 
treatment refers to hydrotreated fuel).

Table 5. 
Additives for aviation kerosene.
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2. Biofuels for aviation

The intention of using biofuels in the aviation industry is relatively recent, as 
research projects have grown significantly after 2010 (Figure 5).

Currently, the use of biofuels in aviation suffers from the high production costs 
that are decreasing and still amount to two to four times the price of fuel of fossil 
origin, a difference that has already reached 30 times in previous years [33].

During Rio + 20, Azul Linhas Aéreas used sugarcane-derived kerosene supplied 
by Amyris in an Embraer E-195 for a demonstration flight. Other Brazilian airlines 
flying with biofuels: GOL Linhas Aéreas, which used biokerosene from corn oil and 
fry oil in a Boeing 737-800, and LATAM Linhas Aéreas in 2010 using a fuel derived 
from jatropha oil [34].

Sgouridis and co-workers estimate that 0.5% of the world’s jet fuel used in 2009 came 
from renewable sources and projects, which in 2024, the share will be between 15.5 and 
30.5%, depending on public policies and investments and there will be a transport capac-
ity increased by 140% with 20% lower emissions compared to 2004 [35].

Average prices 2008–2016 (without taxes)

Year 2008 2009 2010 2011 2012 2013 2014 2015 2016

Price (US$/L) 0.44 0.29 0.33 0.41 0.48 0.52 0.54 0.46 0.41

Table 6. 
Jet A1 kerosene prices in Brazil between 2008 and 2016 [30].

Category 2009 2010 2011 2012 2013 2014

Crew 12% 12% 13% 11% 10% 10%

Fuel 30% 33% 36% 39% 37% 37%

Depreciation of flight equipment 4% 4% 4% 4% 4% 3%

Aircraft rental, maintenance, and insurance 20% 15% 13% 14% 17% 20%

Airport fees 2% 2% 2% 2% 3% 3%

Air navigation rates 4% 3% 3% 3% 3% 3%

Indirect costs 9% 9% 9% 9% 9% 9%

Operational expenses of public air services 21% 21% 19% 17% 18% 17%

Table 7. 
Fight expenses (2009–2014) [31].

Figure 5. 
Number of initiatives for biokeresene production [32].
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The production of aviation kerosene may be based on the liquefaction and 
gasification of biomass as well as biomolecules such as alcohols and sugars. The 
standards DEF STAN 91-91 and ASTM 7566 allow the insertion of paraffins from 
the Fischer-Tropsch process from renewable sources as semi-synthetic fuel in 
mixtures of up to 50% with petroleum kerosene.

The Fischer-Tropsch process is based on the conversion of biomass (coal, natural 
gas, lignocellulosic feedstock, sugars, and vegetable oils) into synthesis gas (syn-
gas), consisting of H2 and CO, which are then polymerized in paraffins, olefins, 
and compounds carbonylates [36]. Currently, the production of synthetic paraf-
finic kerosene known as Synthetic Parafinic Kerosene (SPK) is through the use of 
Fischer-Tropsch (FT) process or hydrotreatment of vegetable oils. We can cite the 
South African SASOL that produces kerosene from natural gas and coal as well as 
the North American Syntroleum [37].

In Brazil, ANP resolution n° 63 and in the USA, ASTM D7566 regulates the use 
of kerosene from biomass with mixtures ranging up to 10% or up to 50%, varying 
according to the raw material, and the production process (Table 8).

2.1 Why use biofuels?

• Reduction of greenhouse gases, mainly the reduced emission of CO2. Biofuels 
have a favorable balance of CO2, depending on the starting biomass and the 
route used.

• Reduction of atmospheric pollution, such as reduction of SOx, NOx, and 
CO. The burning of biofuels is generally more efficient and clean than that of 
petroleum products.

• Increased energy security. The variability of energy sources generates market 
stability and reduces the risk of scarcity.

• Development of the bioenergy industry, generating jobs, and new possibilities 
of intellectual capital.

• Decreased dependence on oil, which is a limited natural resource.

We currently have two main bioenergy production chains in Brazil and in the 
world: the ethanol and biodiesel industry (fatty acid esters). The use and modifica-
tion has been intensively studied in the partial replacement of both aviation gaso-
line and aviation kerosene.

2.1.1 Ethanol

The sugar and ethanol industry in Brazil was introduced in the seventeenth 
century and became one of the main sources of bioenergy inserted in the national 
energy matrix in the twentieth century. In the 1970s, Brazil became a pioneer in 

Production process Maximum blending

Synthetic paraffinic kerosene (SPK)

Hydroprocessed esters and fatty acids (HEFA)

Up to 50%

Synthesized iso-paraffinic (SIP) Up to 10%

Table 8. 
Allowed biokerosene blends [38].
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public policies for the use of biofuels to implement laws that made it mandatory to 
add 10% ethanol in gasoline in 1973 and the launch of the Próalcool program in 1975 
that aimed to partially replace gasoline by ethanol in the vehicle fleet, a measure 
taken in response to the first major global oil crisis.

According to the Brazilian Ministry of Agriculture, Livestock, and Supply [39], 
sugarcane production in 2016 was 631.8 million tons and national sugar production was 
35.4 million tons, while the ethanol production was 28.526.000 m3 in that year.

Of this total, 57.1% refers to hydrous ethanol fuel 16.296.000 thousand m3 [40] 
and the production of anhydrous ethanol, which is mixed with gasoline A to form 
gasoline C, recorded an increase of 1.9% in relation to the previous year, totaling 
12.230.000 thousand m3.

Ethanol has been present in civil aviation for more than 10 years with the launch 
by EMBRAER of the Ipanema agricultural aircraft (EMB-202A) that was designed 
to be moved to 100% of this biofuel [41]. This aircraft was an adaptation of the 
aviation-powered gasoline engine (AVGAS 100LL). Two years after the homologa-
tion of Ipanema DCTA introduced a flex engine in the T25 model, a less radical and 
more technologically advanced concept [42].

The use of ethanol replacing aviation gasoline has similar effects to the replace-
ment of vehicular gasoline, such as an increase in average engine power of 7% and 
a reduction in autonomy of 25–40% due to its lower calorific value (28 MJ kg−1 vs. 
43.5 MJ kg−1) with higher economic benefits related to the higher cost of aviation 
gasoline, on average US$ 0.80 per liter, and environmental benefits as a renewable 
fuel, to reduce CO2 emissions by up to 63% and with total absence of lead and sulfur 
[43]. Another advantage that must be mentioned is the tolerance for the presence of 
water in the fuel, since in airplanes, it is of utmost importance to check the presence 
of humidity to avoid problems in flight being a standard procedure in this branch of 
civil aviation.

Due to its large proportions, the sugar and alcohol industry generates several 
and abundant residues such as vinasse, bagasse, straw, and fusel oil, the last three 
having an important role in the bioenergy industry and have a great potential for 
application in civil aviation, either by the use of pure ethanol or by new biofuels 
developed through this waste.

2.2 Fatty acid methyl esters

Fatty acid methyl esters (FAME) are mainly used as biodiesel, a renewable 
biofuel obtained through the transesterification reaction of triacylglycerols using 
methyl alcohol in the presence of a catalyst producing long chain fatty acids esters 
and glycerin as a co-product (Figure 6) [44, 45]. The catalysis used may be acidic, 
enzymatic, or alkaline, with the most commonly used catalysts being the homoge-
neous alkalines [46]. These include potassium hydroxide (KOH), sodium hydroxide 
(NaOH), and sodium methoxide (CH3O

−Na+).
The main raw materials for the production of fatty acid esters are vegetable oils 

and animal tallow, which are mainly made up of triacylglycerols. Among the plant 
sources are the oilseeds, such as the palm (Elaeis guineensis), sunflower (Helianthus 
annuus), Jatropha curcas, and mainly soybean (Glycine max), which corresponds 
to 68.6% of the Brazilian national production and between animal sources is the 
bovine tallow with a contribution of 17.3% [47].

Blends of methyl esters of jatropha fatty acids and frying oil have been studied, 
blends up to 20% v/v with Jet A1 kerosene may be suitable in accordance with 
ASTM D1655, limited by the fact that these esters have high viscosity (13.02 mm2 s−1 
at 50% blend) and also a very far cloud point (−18°C) from desired temperature for 
Jet A1 kerosene [21].
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In addition to conventional sources of fatty acids, we have microalgae, photo-
synthesizing organisms that have a great potential for lipid production. Studies with 
Nannochloris sp., Botryococcus braunii, Chlorella sp., and Scenedesmus sp. showed 
great potential for production of lipids and hydrocarbons of high unsaturation, 
which is unsuitable for application as biodiesel but can serve as an intermediary 
input in the production of biokerosene [48, 49].

It is considered that the use of fatty acid esters as a partial substitute for Jet A1 ker-
osene is quite complicated due to very different physicochemical properties, mainly 
relative to low calorific power, high kinematic viscosity, high metal content, problems 
with reactions of hydrolysis, and very high freezing point in addition to the possibility 
of increased oxidative degradation due to the unsaturations of the vegetable oils.

Although their use as esters has not been shown to be consistent, these products 
open up a great potential as a feedstock for kerosene synthesis by Hydroprocessing 
of Esters and Fat Acids (HEFA) [50], a route already recognized by ASTM D7566 to 
be a viable route, mainly due to the great availability and established market [51].

The HEFA process consists basically in the reaction of vegetable oils or biodisel 
with hydrogen to remove the carbonyl groups by reducing or forming CO2, causing 
loss of a chain carbon, and the formation of n-paraffins, known as Hydrogenated 
Vegetable Oil (HVO) (Figure 7).

The n-paraffins formed in the process have properties suitable for diesel, with 
high cetane number and high viscosity, which do not yet have properties desired for 

Figure 6. 
Transesterification reaction.

Figure 7. 
HEFA for n-paraffin obtention [52].
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Jet A1 kerosene. To improve fuel quality, n-paraffins are subjected to a hydroisomer-
ization (HIS) process for the formation of isoparaffins, a class of compounds highly 
desired for this purpose.

3. Potential raw materials for aviation biofuels production

As there is an increasing demand for aviation fuels and the difficulties encoun-
tered to use methyl esters of fatty acids (FAME), there is a necessity to look for 
alternative raw materials.

3.1 Fusel oil

Fusel oil is one of the co-products of fermentation for the production of fuel 
ethanol composed of the less volatile fraction of the distillation [53]. The term 
“fusel” is derived from German and means “lower”; the composition of that co-
product may vary according to the substrate used and fermentative conditions, 
as well as its yield, which may be 1–11 L for each 1000 L of ethanol produced 
[53, 54].

The composition of the fusel oil and the contents of the components are shown 
in Table 9.

Table 9 shows two major components together, the isoamyl and isobutyl alco-
hols (Figure 8), contributing up to 65% of the fusel oil according to Pérez et al. [53] 
and up to 85% according to Patil et al. [55].

The isoamyl alcohol derived from fermentative media is a metabolite gener-
ated in the decomposition of an amino acid, isoleucine, mainly by the action of 
the aminotransferases enzymes and pyruvate decarboxylases, and alternatively 

Compound Content (%)

Isoamyl alcohol 38–85

Isobutyl alcohol 15–20

Methyl alcohol 0.5–2.7

n-Propyl alcohol 0.6–1.4

Ethyl formate >0.1

2-Butanol >0.1

Methyl benzoate >0.1

1-Butanol >0.2

Hexyl acetate >0.1

n-Octanol >0.1

n-Decanol >0.1

Methyl acetate >0.1

Amyl acetate >0.1

3-Pentanol >0.1

Acetaldehyde >0.1

Propylaldehyde >0.01

Amyl alcohol >0.1

Table 9. 
Fusel oil composition.
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also by routes involving a-ketoacid dehydrogenase and acylCoA hydrolase. 
In the last decade, fusel oil has been studied for several applications such as 
synthesis of lubricants by esterification with oleic acid with heavier fractions, 
obtaining inputs for the pharmaceutical industry, and also in the perfumery 
industry [56, 57].

Isoamyl alcohol was studied as a total and partial substituent of the vehicle 
gasoline in 50% fraction, with an increase of up to 25% in the CO emission, with a 
lower combustion efficiency and a possible shortening of the engine life, indicating 
that its use as fuel is practically unfeasible in Otto cycle engines [58].

Although its use in pure form is not suitable for use as a fuel, this residue may be 
a source of branched carbon chain inputs as a starting material for the synthesis of 
new biofuels as well as for oligomerization reactions in the synthesis of isoparaffins, 
which are known by producing high-octane fuels to produce kerosene, aviation 
gasoline, diesel, and lubricating oils with routes similar to those applied to ethanol 
and n-butanol [59].

3.2 n-Butanol

In contrast to ethanol, n-butanol does not yet have a significant participation in 
the energy matrix due to its application as a solvent and in the production of resins 
and to the fact that some countries including Brazil are not self-sufficient in this 
input. It is considered as a second generation biofuel with higher energy properties 
and better mixing with paraffinic fuels compared to ethanol.

Butanol can be produced by means of fermentative raw materials of amy-
laceas and saccharines, obtained by the route acetone-butanol-ethanol (ABE), 
which is the second most used fermentation process worldwide only losing to the 
fermentation of ethanol [60, 61]. The most commonly used bacteria for butanol 
production are Clostridium acetobutylicum, Clostridium beijerinckii, Clostridium 
saccharoperbutylacetonicum, and Clostridium saccharobutylicum using various raw 
materials such as cane molasses, corn husk, cassava flour, bagasse, straw, and 
sugar cane vinasse [62].

Mixtures of n-butanol and Jet A kerosene were studied and showed a decrease of 
5000 rpm in turbine rotation due to its low calorific power (33.08 MJ/kg) compared 
to Jet A-1 (43.28 MJ/kg), but which had the advantage of significantly reducing NOx 
and CO emissions by up to 50 and 35%, respectively [63].

Other obstacles in its use are the kinematic viscosity at −20°C of 12.84 mm2 s−1 
well above 8.00 mm2 s−1 allowed in the current standards, which can be bypassed in 
mixtures of up to 20% with Jet A1 kerosene and its high cloud point [64].

The fact that n-butanol has a hydroxyl group makes the fuel more hygroscopic 
and also denser than a paraffinic kerosene, impairing its energy efficiency. Figure 9 
shows routes for the production of aviation kerosene starting from ethanol and 
n-butanol known as alcohol to jet (AtJ) [65].

Figure 8. 
Representation of the molecular structures of the components with the highest concentration in the fusel oil.
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Figure 9. 
Routes of obtaining aviation kerosene by alcohol polymerization.

Author details

Jonathan Baumi, Caroline Milani Bertosse and Carmen Luisa Barbosa Guedes*
Departamento de Química, LAFLURPE, Universidade Estadual de Londrina (UEL), 
Centro de Ciências Exatas (CCE), Londrina, PR, Brazil

*Address all correspondence to: carmen@uel.br

© 2020 The Author(s). Licensee IntechOpen. Distributed under the terms of the Creative 
Commons Attribution - NonCommercial 4.0 License (https://creativecommons.org/
licenses/by-nc/4.0/), which permits use, distribution and reproduction for  
non-commercial purposes, provided the original is properly cited. 



249

Aviation Fuels and Biofuels
DOI: http://dx.doi.org/10.5772/intechopen.89397

References

[1] Veraszto EV, da Silva D, Miranda NA, 
Simon FO. Tecnologia: Buscando uma 
definição para o conceito. Prisma.com. 
2008;7:60-85

[2] Farias LM, Sellitto MA. Uso da 
energia ao longo da história: evolução e 
perspectivas futuras. Revista Liberato. 
2011;12:1-106

[3] Coronado CR, Carvalho Junior JAC, 
Quispe CA, Sotomonte CR. Ecological 
efficiency in glycerol combustion. 
Applied Thermal Engineering. 
2014;63:97-104. DOI: 10.1016/j.
applthermaleng.2013.11.004

[4] Demirbas A. Progress and recent 
trends in biodiesel fuels. Energy 
Conversion and Management. 
2008;50:14-34. DOI: 10.1016/j.
enconman.2008.09.001

[5] Pousa GPAG, Santos ALF, 
Suarez PAZ. History and policy of 
biodiesel in Brazil. Energy Policy. 
2007;35:5393-5398

[6] Stattman SL, Hospes O, 
Mol APJ. Governing biofuels in Brazil: 
A comparison of ethanol and biodiesel 
policies. Energy Policy. 2013;61:22-30. 
DOI: 10.1016/j.enpol.2013.06.005

[7] Cantarella H, Nassar AM, Cortez LAB, 
Baldassin Junior R. Potential feedstock 
for renewable aviation fuel in Brazil. In: 
Environmental Development. 15th ed. 
New York: Elsevier BV; 2015. pp. 52-63. 
DOI: 10.1016/j.envdev.2015.05.004

[8] Chiaramonti D, Prussi M, 
Buffi M, Tacconi D. Sustainable bio 
kerosene: Process routes and 
industrial demonstration activities 
in aviation biofuels. Applied Energy. 
2014;136:767-774. DOI: 10.1016/j.
apenergy.2014.08.065

[9] Petrobrás. Querosene de aviação: 
Informações Técnicas [Internet]. 

2014. Available from: http://
sites.petrobras.com.br/minisite/
assistenciatecnica/public/downloads/
QAV-Informa%C3%A7%C3%B5es-
T%C3%A9cnicas-v.1.3-29.pdf 
[Accessed: 28 May 2018]

[10] Farah MA. Petróleo e seus 
derivados: definição, constituição, 
aplicação, especificações, características 
de qualidade. 1st ed. Rio de Janeiro: LTC; 
2012. p. 226

[11] American Society For Testing and 
Materials. D910: Standard Specification 
for Leaded Aviation Gasolines. 
West Conshohocken, PA: ASTM 
International; 2017

[12] Seyferth D. The rise and fall of 
Tetraethyllead. 2. Organometallics. 
2003;22:5154-5178. DOI: 10.1021/
om030621b

[13] Wolfe PJ, Giang A, Ashok A, 
Selim NE, Barrett SRH. Costs of IQ loss 
from leaded aviation gasoline emissions. 
Environmental Science & Technology. 
2016;50:9026-9033

[14] Esler D. Getting the Lead Out: 
The Future of Avgas [Internet]. 2015. 
Available from: http://aviationweek.
com/bca/getting-lead-out-future-avgas 
[Accessed: 28 October 2017]

[15] Rocha AC, Martins MPP, 
Santos CB. Estimativa das emissões 
de dióxido de carbono proveniente 
da aviação civil regular em um dia 
específico. In: IV Workshop de Mudanças 
Climáticas e Recursos Hídricos do 
Estado de Pernambuco e do I Workshop 
Internacional sobre Mudanças Climáticas 
e Biodiversidade (IV WMCRHPE); 29-31 
October 2012, Recife, Brazil

[16] Agência Nacional de Petróleo 
(ANP). Gás Natural e Biocombustíveis 
Resolução n° 37 DOU 2.12.2009 
[Internet]. 2012. Available from: 



Renewable Energy - Resources, Challenges and Applications

250

http://www.anp.gov.br/SITE/acao/
download/?id=24408 [Accessed: 28 
October 2016]

[17] American Society For Testing 
and Materials. D1655: Standard 
Specification for Aviation Turbine 
Fuel. West Conshohocken, PA: ASTM 
International; 2017

[18] Arkoudeas P, Kalligeros S, 
Zannikos F, Anastopoulos G, Karonis D, 
Korres D. Study of using JP-8 aviation 
fuel and biodiesel in CI engines. 
Energy Conversion and Management. 
2003;44:1013-1025

[19] Schmitigal J, Tebbe J. JP-8 and 
other Military Fuels [Internet]. 2011. 
Available from: www.dtic.mil/cgi-bin/
GetTRDoc?AD=ADA554221 [Accessed: 
26 February 2018]

[20] Yilmaz N, Atmanli A. Sustainable 
alternative fuels in aviation. Energy. 
2017;40:1378-1386

[21] Baroutian S, Aroua MK, 
Raman AAA, Shafie A, Ismail RA, 
Hamdan H. Blended aviation biofuel 
from esterified Jatropha curcas 
and waste vegetable oils. Journal of 
the Taiwan Institute of Chemical 
Engineers. 2013;44:911. DOI: 10.1016/j.
jtice.2013.02.007

[22] SHEEL Global. Civil Jet Fuel 
[Internet]. 2018. Available from: https://
www.shell.com/business-customers/
aviation/aviation-fuel/civil-jet-fuel-
grades.html [Accessed: 05 June 2018]

[23] Mohammad M, Kandaramath TH, 
Yaakoba Z, Sharmac YC, 
Sopiana K. Overview on the production 
of paraffin based-biofuels via catalytic 
hydrodeoxygenation. Renewable 
and Sustainable Energy Reviews. 
2013;22:121-132. DOI: 10.1016/j.
rser.2013.01.026

[24] Hari TK, Yaakob Z, Binitha NN. 
Aviation biofuel from renewable 

resources: Routes, opportunities and 
challenges. Renewable and Sustainable 
Energy Reviews. 2015;42:1234-1244. 
DOI: 10.1016/j.rser.2014.10.095

[25] Gaylarde CC, Bento FM, Kelley J. 
Microbial contamination of stored 
hydrocarbon fuels and its control. 
Revista de Microbiologia. 1999;30. DOI: 
10.1590/S0001-37141999000100001

[26] Waynick JA. The development 
and use of metal deactivators in the 
petroleum industry: A review. Energy & 
Fuels. 2001;15:1325-1340. DOI: 10.1021/
ef010113j

[27] Rabaev M, Shapira D, Geva J, Fass R, 
Sivan A. Effect of the fuel system icing 
inhibitor diethylene glycol monomethyl 
ether on the biodegradation of jet fuel 
in soil. International Biodeterioration & 
Biodegradation. 2009;63:311-315

[28] Llamas A, García-martínez 
MJ, Al-lal AM, Canoira L, 
Lapuerta M. Biokerosene from coconut 
and palm kernel oils: Production and 
properties of their blends with fossil 
kerosene. Fuel. 2012;102:483-490. DOI: 
10.1016/j.fuel.2012.06.108

[29] IATA. Fuel price Analysis [Internet]. 
2016. Available from: http://www.
iata.org/publications/economics/
fuel-monitor/Pages/price-analysis.aspx 
[Accessed: 28 January 2018]

[30] Agência Nacional de Petróleo (ANP). 
Gás Natural e Biocombustíveis Resolução 
n° 37 DOU 2.12.2009 [Internet]. 2018. 
Available from: http://www.anp.gov.br 
[Accessed: 28 October 2017]

[31] Agência Nacional de Aviação Civil 
(ANAC). Anuário do Transporte Aéreo 
[Internet]. 2016. Available from: http://
www.anac.gov.br/assuntos/dados-e-
estatisticas/anuario/Anuario2016.zip 
[Accessed: 10 March 2018]

[32] International Civil Aviation 
Organization (ICAO). A summary of 



251

Aviation Fuels and Biofuels
DOI: http://dx.doi.org/10.5772/intechopen.89397

research and perspectives. In: The ICAO 
Workshop of Aviation and Alternative 
Fuels; Montréal, 10-12 February; 2009

[33] Kousoulidou M, Lonza L. Biofuels 
in aviation: Fuel demand and CO2 
emissions evolution in Europe toward 
2030. Transportation Research Part 
D: Transport and Environment. 
2016;46:166-181. DOI: 10.1016/j.
trd.2016.03.018

[34] Cortez LAB, Nigro FEB, Nassar AM, 
Cantarella H, Horta Nogueira LA, 
Moraes MAFD, et al. Flightpath to 
Aviation Biofuels in Brazil: Action Plan. 
1st ed. Campinas: Unicamp; 2013. 56 p

[35] Sgouridis S, Bonnefoy PA, 
Hansman RJ. Air transportation in a 
carbon constrained world: Long-term 
dynamics of policies and strategies 
for mitigating the carbon footprint of 
commercial aviation. Transportation 
Research Part A: Policy and Practice. 
2011;45:1077-1091. DOI: 10.1016/j.
tra.2010.03.019

[36] Atsonios K, Kougioumtzis MA, 
Panopoulos KD, Kakaras E. Alternative 
thermochemical routes for aviation 
biofuels via alcohols synthesis: 
Process modeling, techno-economic 
assessment and comparison. Applied 
Energy. 2015;138:346. DOI: 10.1016/j.
apenergy.2014.10.056

[37] Renewable Energy Group (REG). 
[Internet]. 2016. Available from: http://
www.regfuel.com/technologies/ 
fischer-tropsch-gas-to-liquid [Accessed: 
27 October 2016]

[38] Agência Nacional de Petróleo (ANP). 
Gás Natural e Biocombustíveis Resolução 
N° 63 DOU 05/12/2014 [Internet]. 2014. 
Available from: https://www.legisweb.
com.br/legislacao/?id=278197 [Accessed: 
08 June 2018]

[39] MAPA. Produção Brasileira  
de Cana-de-açúcar, Açúcar e Etanol 
[Internet]. 2018. Available from: http://

www.agricultura.gov.br/assuntos/ 
sustentabilidade/agroenergia/ 
arquivos-producao/PRODUOBR 
ASILEIRADECANADEA 
CARACAREETANOLatualizadoem 
19062018.pdf. [Accessed: 28 January 
2018]

[40] Brasil. Balanço Energético Nacional. 
Empresa de Pesquisa Energética (EPE) 
[Internet]. 2016. Available from: https://
ben.epe.gov.br/downloads/Relatorio_
Final_BEN_2017.pdf [Accessed: 28 
January 2018]

[41] União da Indústria de Cana-de-
açúcar (UNICA) [Internet]. 2014. 
Available from: http://www.unica.
com.br/noticia/1183323992035374661/
movido-a-etanol-por-cento2C-aviao-
agricola-ipanema-completa-10-anos-
por-cento0D-por-cento0A/ [Accessed: 
08 June 2018]

[42] Silveira V. Mistura em pleno 
vôo. Scientific American Brasil. 
2006;44:30-34

[43] Stump D. Sustentabilidade e 
Tecnologias de Baixo Carbono no Brasil 
[Internet]. 2011. Available from: https://
www.usp.br/mudarfuturo/cms/?cat=53 
[Accessed: 08 June 2018]

[44] Knothe G, Gerpen JV, Krahl J, 
Ramos LP. Manual do Biodiesel. 1st ed. 
São Paulo: Blucher; 2006. 352 p

[45] Leung DYC, Wu X, Leung MKH. A 
review on biodiesel production using 
catalyzed transesterification. Applied 
Energy. 2009;87:1083-1095. DOI: 
10.1016/j.apenergy.2009.10.006

[46] Lôbo IP, Ferreira SLC, 
Cruz RS. Biodiesel: Parâmetros de 
qualidade e métodos analíticos. Química 
Nova. 2009;32:1596-1608. DOI: 10.1590/
S0100-40422009000600044

[47] De Boni LAB. Tratamento da 
glicerina bruta e subprodutos obtidos 
da reação de transesterificação de 



Renewable Energy - Resources, Challenges and Applications

252

sebo bovino utilizada para a produção 
de biodiesel [thesis]. Universidade 
Luterana do Brasil; 2008

[48] Stepan E, Enascutaa CE, 
Oprescua EE, Radua ERA, Galana AM, 
Vasilievicia G, et al. Intermediates for 
synthetic paraffinic kerosene from 
microalgae. Fuel. 2016;172:29-36. DOI: 
10.1016/j.fuel.2016.01.027

[49] Gouveia L, Marques AE, Silva TL, 
Reis A. Neochloris oleabundans UTEX 
#1185: A suitable renewable lipid 
source for biofuel production. 
Journal of Industrial Microbiology 
& Biotechnology. 2009;36:821. DOI: 
10.1007/s10295-009-0559-2

[50] Schuchardt U, Franco TT, de 
Melo JCP, Cortez LAB. Sustainable 
aviation fuels for Brazil. Biofuels, 
Bioproducts and Biorefining. 
2014;8:151-154. DOI: 10.1002/
bbb.1481

[51] American Society For Testing 
and Materials. D7566: Standard 
Specification for Aviation Turbine Fuel 
Containing Synthesized Hydrocarbons. 
West Conshohocken, PA: ASTM 
International; 2017

[52] Starck L, Pidol L, Jeuland N, 
Chapus T, Bogers P, Bauldreay J. 
Production of hydroprocessed esters 
and fatty acids (HEFA)—Optimisation 
of process yield. Oil & Gas Science and 
Technology – Revue D’ifp Energies 
Nouvelles. 2014;71:10-23. DOI: 10.2516/
ogst/2014007

[53] Pérez ER, Cardoso DR, 
Franco DW. Análise dos álcoois, 
ésteres e compostos carbonílicos 
em amostras de óleo fúsel. Química 
Nova. 2001;24:10-12. DOI: 10.1590/
s0100-40422001000100003

[54] Patil AG, Koolwal SM, 
Butala HD. Fusel Oil: Composition, 
removal and potential utilization. 
International Sugar Journal. 
2002;104:51-58

[55] Leyva F, Orjuela A, Gil I, 
Vargas J, Rodríguez G. Vapor–liquid 
equilibrium of isoamyl alcohol+isoamyl 
propionate and propionic acid+isoamyl 
propionate systems at 50.00, 101.33 
and 150.00 kPa. Fluid Phase Equilibria. 
2013;356:56-62. DOI: 10.1016/j.
fluid.2013.07.024

[56] Özgülsün A, Karaosmanôglu F, 
Tüter M. Esterification reaction of 
oleic acid with a fusel oil fraction for 
production of lubricating oil. Journal 
of the American Oil Chemists’ Society. 
2000;77:105-109. DOI: 10.1007/
s11746-000-0017-5

[57] Liaw W, Ho S, Wang J, Hu OY, 
Li J. Determination of morphine by 
high-performance liquid 
chromatography with electrochemical 
detection: Application to human 
and rabbit pharmacokinetic studies. 
Journal of Chromatography B: 
Biomedical Sciences and Applications. 
1998;714:237-245. DOI: 10.1016/
s0378-4347(98)00230-8

[58] Solmaz H. Combustion, 
performance and emission 
characteristics of fusel oil in a spark 
ignition engine. Fuel Processing 
Technology. 2015;133:20-28. DOI: 
10.1016/j.fuproc.2015.01.010

[59] Brooks KP, Snowden-Swan IJ, 
Jones SB, Butcher MG, GSJ L, 
Anderson DM, et al. Biofuels for 
Aviation. 1st ed. Massachusetts: 
Academic Press; 2016. pp. 109-150. DOI: 
10.1016/B978-0-12-804568-8.00006-8

[60] Al-Shorgani NKN, Shukorb H, 
Abdeshahiand P, Nazira MYM, 
Kalilb MS, Hamida AA, et al. Mint: 
Process optimization of butanol 
production by Clostridium 
saccharoperbutylacetonicum N1-4 (ATCC 
13564) using palm oil mill effluent in 
acetone–butanol–ethanol fermentation. 
Biocatalysis and Agricultural 
Biotechnology. 2015;4:244. DOI: 
10.1016/j.bcab.2015.02.004



253

Aviation Fuels and Biofuels
DOI: http://dx.doi.org/10.5772/intechopen.89397

[61] Dürre P. Biobutanol: An attractive 
biofuel. Biotechnology Journal. 
2007;2:1525-1534. DOI: 10.1002/
biot.200700168

[62] Li HG, Maa XX, Zhanga QH, 
Luob W, Wua YQ , Lia XH. Enhanced 
butanol production by solvent tolerance 
Clostridium acetobutylicum SE25 from 
cassava flour in a fibrous bed bioreactor. 
Bioresource Technology. 2016;221:412

[63] Mendez CJ, Parthasarathy RN, 
Gollahalli SR. Performance and 
emission characteristics of butanol/
jet A blends in a gas turbine engine. 
Applied Energy. 2014;118:135-140. DOI: 
10.1016/j.apenergy.2013.12.011

[64] Chuck CJ, Donnelly J. The 
compatibility of potential bioderived 
fuels with Jet A-1 aviation kerosene. 
Applied Energy. 2014;118:83-91. DOI: 
10.1016/j.apenergy.2013.12.019

[65] Wang W, Tao L. Bio-jet fuel 
conversion technologies. Renewable 
and Sustainable Energy Reviews. 
2016;53:801-822. DOI: 10.1016/j.
rser.2015.09.016





Chapter 13

Hydrogen Technologies for
Mobility and Stationary
Applications: Hydrogen
Production, Storage and
Infrastructure Development
Martin Khzouz and Evangelos I. Gkanas

Abstract

The present chapter focuses on hydrogen technologies for both stationary and
mobility/transportation applications. Hydrogen production from sustainable
resources for the generation of pure and low cost hydrogen is described in the
chapter. Several potential hydrogen production techniques are introduced and ana-
lyzed. The challenges and the advantages of each production method will be
discussed. Furthermore, the chapter will introduce hydrogen infrastructure devel-
opment for mobility applications and will discuss hydrogen storage challenges.
Hydrogen production for fuel cell technologies requires an improvement regarding
sustainability of the hydrogen supply and an improvement regarding decentralized
hydrogen production. Moreover, hydrogen economy as far requires a large scale
and long term storage solution to meet the increasing demand.

Keywords: hydrogen production, hydrogen storage, hydrogen infrastructure,
hydrogen applications, hydrogen economy

1. Introduction

The establishment of hydrogen economy for mobility applications led to a new
movement for energy sector. The ultimate target is to reduce carbon dioxide emis-
sion by achieving a transition towards green transport system. There are three main
challenges for the global adoption of a hydrogen economy; the production of
hydrogen, the storage of hydrogen and the further development of the hydrogen
fuel cells. Currently, hydrogen is produced from non-renewable a resource which
forms a short term solution. The energy supply sector requires new, reliable and
innovative technologies which support green energy supply and achieves the
required economy targets. Hydrogen is an energy carrier as it can be extracted from
renewable and non-renewable resources which can be converted to electrical power
and water by using fuel cells. Hydrogen-powered fuel cells are electrochemical cells
that convert chemical energy of hydrogen into electricity via redox reactions. The
fuel cells are able to deliver a renewable energy at the point of use with no emission
which makes a solution to the problem of greenhouse gases emissions.
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Fuel cells have been portrayed as humanity’s solution to the global energy chal-
lenge and the answer to the negative environmental impacts from the prevalent
energy production methods of today. The current chapter looks at hydrogen as a
clean and efficient energy carrier for the future and fuel cells as the power genera-
tors, as well as the realistic steps needed to take advantage of the benefits that have
been seen in the fuel cells today.

The advantages of hydrogen as fuel over other fuel sources, the several feed
stocks available and current methods for hydrogen extraction are discussed,
indicating the most commercially-feasible hydrogen production path for fuel cell
applications.

While moving from the fossil fuel era towards a greener fuel future, the use of
hydrogen as energy carrier is highlighted by a lot of advantages [1]. One of the
major advantages that play a major role for hydrogen’s fuel is the high specific
energy (Lower heating value per unit mass); as hydrogen is lighter than gasoline or
diesel for the same amount of energy (Table 1). Moreover, hydrogen has the
highest utilization efficiency as compared to the fossil fuels, Table 1 explains phys-
ical properties if hydrogen compared with natural gas and gasoline. It was reported

Natural gas Gasoline Hydrogen

Energy by weight 1.2 X > gasoline 43 MJ/kg 1.2 X > gasoline

Energy by volume 1.5 X < gasoline 120 MJ/gallon 1.5 X < gasoline

Boiling point �162°C Liquid at room temp �252.87°C

Buoyancy relative to air 2 X lighter 3.75 X heavier 14 X lighter

Odor Mercaptan Yes Odorless

Toxicity Some High None

Color No Yes No

Table 1.
Physical properties of natural gas, gasoline compared to hydrogen.

Figure 1.
Benefits of hydrogen energy carrier.
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that hydrogen is 39% more efficient than fossil fuels [2]. This means high output
energy per unit of mass. Secondly, hydrogen is a clean source of energy, as the
product of hydrogen oxidation is only water and heat, independently on the process
the oxidation occurs in; whether using it in a combustion engine or a fuel cell, or the
type of energy it was converted to; thermal, electrical or mechanical. Thirdly,
hydrogen can be produced from different raw materials, and then stored both as
compressed, liquefied and via solid state reactions to be used in all types of appli-
cations. Finally, hydrogen is a stable non-corrosive element, however, safety aspects
needs to be considered. Figure 1 explains benefits of hydrogen energy carrier.

2. Sources of hydrogen production

Hydrogen is an energy carrier with high potential for green and sustainable
applications, as it is carbon-emission free, energy dense, can supply many energy
sectors and can be produced form renewable sources. Hydrogen is currently used at
many industrial sectors; mainly at chemical industries and refineries. Although, the
last two decades, there has been an increased interest from the automotive industry
for a low pollution propulsion system. Thus, a carbon emission-free hydrogen
method of producing hydrogen is required for automobile applications. In general,
as renewable hydrogen, can be defined the hydrogen that is formed from solar,
tidal, wind, hydro and supplied by sustainable feedstock. However, sustainable
methods are expensive to produce hydrogen and require several technological
advances for mass production. Figure 2 shows that majority of hydrogen used today
is produced from fossil fuels. Almost 95% of produced hydrogen is used at the site
where it is produced [3]. Renewable hydrogen does not yet contribute to hydrogen
market as the cost of renewable power still uncompetitive.

Hydrogen can be produced in large-scale centralized production plants or in
small scale distributed production plants, decentralized generation. Currently the
hydrogen production via methane reforming in centralized plants is cheaper than
the equivalent production in decentralized plants. However, hydrogen distribution
(hydrogen delivery infrastructure) and storage technical barriers will make hydro-
gen production in decentralized plants more feasible as the demand on hydrogen
increases. At this early stage of hydrogen energy technology, small scale production
is suitable to fulfill the low hydrogen demand and avoid infrastructural
unavailability issue. In the long term however, large scale production will be a basic

Figure 2.
Global hydrogen production from main sources [6].
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requirement to meet the future expected demand, and solutions must be found for
the distribution challenge.

The world annual hydrogen production is around 368 trillion m3 [4]. Almost
50%of this amount is produced by steam reforming for natural gas [5]. Hydrogen
can be produced in various processes, such as, thermo-chemical, electrochemical,
photochemical, photo-catalytic and photo-electrochemical processes. The feed
stocks for hydrogen and the production technologies are shown in Figure 2. The
hydrogen energy feedstock and production routs are explained in Figure 3. The
main three routes for hydrogen production are; reforming from hydrocarbons,
electrolysis and thermal decomposition or cracking.

2.1 Hydrogen from fossil fuels

Hydrogen at commercial usage is obtained from various hydrocarbon feedstocks
such as; methane and fossil fuels which can be oil, gas and coal. The extraction
method to produce hydrogen is a well-developed technology at large scale produc-
tion such as steam reformation, fuel oxidation and gasification [7]. The fossil fuel
recourses are main contributor to carbon dioxide emissions and the resources for
fossil fuels are depleting which makes hydrogen produced from feedstock non-
sustainable. Fossil fuels including coal and natural gas are currently the most com-
mon way to produce hydrogen. Steam reforming is one example of reforming
technology; oxygen is also used instead of steam. Reforming techniques are named
depending on the oxidation agent use; this include, steam reforming for light
hydrocarbons (methane), partial oxidation for heavy hydrocarbons such as coal and
oil and mixed technology known as auto-thermal reforming. After reforming pro-
cess, the reforming gas mixture must be cleaned to obtain purity of hydrogen
required for the application.

2.2 Hydrogen from biomass

One of the emerging technologies for a renewable and sustainable hydrogen
feedstock is to use biomass gasification. This method allows the production of

Figure 3.
Hydrogen energy production routes and hydrogen extraction methods [5].
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hydrogen with low carbon dioxide emissions. The most popular biomass resources
for producing hydrogen are often supplied from agriculture or solid municipal
waste [8]. Hydrogen can be extracted from biomass fuels by pyrolysis, biological
reactions and gasification [9]. The process used depends on the biomass feedstock.
The production via biomass feedstock the most popular method for hydrogen
production due to the availability of its gasfires. Further studies are needed to
improve catalysts and microorganisms used for pyrolysis and biological reactions to
increase the efficiency and hydrogen production rate. Eqs. (1) and (2) are
explaining the main mechanism for the pyrolysis (Eq. (1)) and gasification
(Eq. (2)).

High temperature gasification is also used to produce hydrogen. The process
allows hydrogen production without producing CO2. The light hydrocarbons are
heated in plasma up to 1600°C and converted to carbon and hydrogen. This is also
known as high temperature plasma arc gasification.

Biological fermentation process is also used to produce hydrogen using bacterial
or algae decomposition of water. The production process can be performed using
photo biological at sunlight or at dark conditions.

Biomass ������!
pyrolysis

H2 þ CO2 þ COþHydrocarbon gases (1)

Biomass ������!
gasification

H2 þ CO2 þ COþN2 (2)

2.3 Hydrogen from nuclear sources

Mainly, Hydrogen production from nuclear energy can be achieved by using
thermochemical processes. Excess heat is generated in a nuclear reactor. Thermal
energy will split molecules by applying high temperature. With no catalyst, a steam
of 2500°C will dissociate into hydrogen and oxygen. High temperature is considered
a problem for material design therefore some catalyst is considered to split water
down at 900°C [10].

The by-product heat that is produced during this process is used for hydrogen
production method. Several reactor technologies are used to produce hydrogen and
the production method is considered economically attractive [11]. The process itself
is low carbon dioxide emission. Nuclear generated electricity does not produce CO2

emissions. There are four methods to use nuclear energy to produce hydrogen;
electrolysis, high temperature steam electrolysis, thermochemical water splitting
and steam reforming with heat input from a nuclear reactor. The waste heat is
utilized in thermochemical water splitting and high temperature electrolysis which
both methods are efficient compared to low temperature electrolysis.

In summary, all methods of hydrogen production might be used with nuclear
power as a source of electricity and heat to produce hydrogen. The problem with
hydrogen production facility at nuclear power plant that hydrogen production
facility can be treated as heat sink and flammable substance is in the system which
makes a potential hazard for safe operation of a nuclear facility as well as hydrogen
safe handling [10].

2.4 Hydrogen from water

Electrolysis process is used to split water electrochemically to hydrogen and
oxygen. The hydrogen production from water is considered green upon the electri-
cal supply green routes [12]. The electricity can come from different sources and the
electricity source determines whether any CO2 is produced to generate hydrogen.
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For example, wind energy produces no CO2 but fossil fuel does. Photo-electrolysis is
also considered a green hydrogen route as the process depends on sunlight to power
the process [13].

The electrolysis process is performed using an electrolyser; there are three types
of electrolyser; alkaline electrolyser, proton exchange membrane electrolyser and
solid oxide electrolyser. All consist of two electrodes, water and an electrolyte which
is a substance containing free ions that make the substance electrically conductive.
The name of electrolyser depends on electrolyte used. Alkaline and proton exchange
membrane electrolyser are defined as low temperature electrolyser (less than 100°C)
and solid oxide electrolyser is classified as high temperature (900°C). High purity of
hydrogen is produced using water electrolysis and the standard potential of a water
electrolysis cell is 1.23 V at 25°C.

3. Non-renewable hydrogen production

Currently, this method is the most economical viable for hydrogen production.
The current hydrogen production economy is dependent on fossil fuel resources
and almost 96% of hydrogen produced is generated from hydrocarbon fuel [14].
Mostly, the hydrogen produced from non-renewable resources is performed in
large central chemical plants. The centralized production at large scale chemical
plants is used for mass production then hydrogen is transported. Large steam
reformers are one of the examples of mass hydrogen production where hydrogen is
transported to the location of use via pipelines, road or by ship. For hydrogen
produced from non-renewable is a manufactured fuel from fossil fuel including
natural gas and coal, methanol and water where electricity is supplied from non-
renewable resources.

3.1 Steam-methane reforming (SMR)

Natural gas is used at most common way to produce hydrogen by steam
reforming. The process is used for light hydrocarbons. Natural gas is composed of
methane (CH4). Steam reforming is performed at two stages Eq. (3) and Eq. (4)
where methane is mixed with water steam at high temperature and heat is absorbed
(Eq. (3)), the reaction itself is endothermic and requires a catalyst. The required
temperature to perform the reaction is around 850°C. The second step of the
process is the water gas shift reaction (Eq. (4)) and this involves a heat release
(exothermic reaction). The combination of both reactions results a net of heat
addition to the process. The total actual efficiency of the process is rarely above 80%
[15]. The process itself is a demanding thermal process where methane undergoes a
steam reformation or partial oxidation. The partial oxidation uses oxygen rather
than steam as oxidizing agent to perform reaction as this process can maintain a
high temperature where it is producing heat [16]. Combination of steam and oxy-
gen for performing the reaction is also used in hydrogen production and the process
is known as auto-thermal reforming. Table 2 compares various reforming methods.

CH4 þH2O ! COþ 3H2;∆H ¼ þ206 kJ=mol (3)

COþH2O ! H2 þ CO2∆H ¼ �41 kJ=mol (4)

The process of steam methane reforming is performed as a two stage reaction.
The first reaction is an endothermic catalytic reaction where methane is reformed
using steam to syngas under the existence of catalyst. The process requires steam at
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temperature of 700–1100°C and relatively high pressure range (20–30 bar) [17].
The outcome of the first stage reaction is syngas which is a mixture of hydrogen
and carbon monoxide. The second stage requires converting carbon-monoxide to
further produce hydrogen. The process is known as water gas shift reaction and it’s
an exothermic reaction which can occur at two steps, high temperature water gas
shift reaction at 350°C followed by a low temperature water gas shift reaction at
200°C [18].

The SMR process has an efficiency of 60–75% and it is well established technol-
ogy for hydrogen production [19]. One of the main advantages of using MSR for
hydrogen production is the product purification using pressure swing adsorption
that can produce hydrogen purity greater than 99%. The drawback of such method
is that an endothermic process requires heat which is mainly provided by burning
natural gas. The SMR produces high yield of hydrogen (50 wt% of CH4) but with
some impurities and the high demand for energy requirements will increase the
production cost.

Hydrogen via SMR can be produced at both centralized and decentralized facil-
ities. In the case of centralized production, liquefied or gaseous hydrogen is distrib-
uted to the area of application via pipes or tank trailers. For decentralized
production, hydrogen is produced and stored at the location of usage. Due to the
low hydrogen demand, a design with a capacity of 100 Nm3/h with 65% efficiency
(LHV) is commercially available [19]. This process of hydrogen production is cur-
rently the most favorable method for both centralized and decentralized production
in already developed countries with piped methane infrastructure available and the
process’ efficiency is relatively high compared to the other methods. However, one
drawback for this system is that CO2 is produced via exothermic water gas shift
reaction between CO and excess steam, and this adds the need for gas purification
process.

3.2 Methanol steam reforming

Methanol (CH3OH) is also used for hydrogen production purposes where the
reaction temperature required to perform the process (200–300°C) is much less as
compared to methane steam reforming [21]. The reformation process produces up
to 75% of hydrogen concentration and maximum yield of 18.75 wt% of CH3OH. The
advantage of methanol steam reforming is that methanol is at liquid form which
makes this fuel suitable for stationary hydrogen applications where reformation
temperature is relatively low. In addition, methanol can be produced from renew-
able resources [22]; it has low sulfur content and high hydrogen to carbon ratio. The
process requires use of methanol where pure methanol is expensive and the hydro-
gen produced has some impurities which requires further purification. Methanol is
currently produced from coal and natural gas. The total world demand for methanol
is about 41 million metric tons [22]. Methanol is also produced from bio-based
resources as landfill gas, pig manure and paper mill black liquor. The viable method
of producing methanol is using hydrocarbon fossil fuels [22]. The methanol
reforming is an attractive method as the absence of C-C bonds in methanol allows
the reaction to take place at low temperature. Because of low energy chemical
bonds, reforming can be granted at faster start up and low material cost. Copper
based catalyst is used at methanol steam reforming reaction (Eq.5). In real reaction,
reformate gases usually contain CO, CO2, H2, H2O and CH3O [23]. Table 3
compares both methane and methanol fuels in hydrogen production.

CH3OH þH2O ! CO2 þ 3H2;∆H ¼ þ49:5 kJ=mol (5)
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3.3 Electrolysis of water

Supplying electrical current to split water into hydrogen and oxygen is known as
water electrolysis. The process efficiency is determined by electrical and thermal
behaviors of the electrochemical reaction. The electrolysis process produces high
purity hydrogen 99.999% with an efficiency of 70% [24, 25]. One major issue with
the electrolysis process is that the electrodes tend to degrade overtime causing an
increase of resistance, forcing the performance to slow down. The life span of the
electrolyser is short and whole reaction process is slow in comparison to the large
scale reforming process [26]. Currently, small scale electrolysers are used to pro-
duce hydrogen; however, hydrogen produced via this method is strongly affected
by high electricity prices. The main aim for water electrolysis is to use the surplus
electricity generated from renewable resources such as, wind, solar, hydropower,
geothermal so it can be used in all different applications when stored in hydrogen.
Renewable electrical generators need to be further developed to achieve energy
sustainability.

H2O lð Þ ������!
electrolysis

H2 gð Þ
þ

1
2
O2 gð Þ

∆H° ¼ þ285:8 kJ=mol (6)

3.4 Coal gasification

Gasification is a process where raw materials such as coal, biofuel, biomass and
other carbonaceous materials reacts at high temperature under controlled amount
of steam and oxygen to produce hydrogen and carbon monoxide.

Economically, coal is attractive feed stock for hydrogen production by gasifica-
tion due to the stability of coal prices compared to natural gas [27]. However, the
complexity and high cost of the gasification process makes it a less favorable
hydrogen source. The complexity of the process comes from the need of feedstock
pre-treatment, multi-stage cleaning of raw syngas and CO conversion. This makes
this process only feasible for large scale (centralized) hydrogen production. Coal to
hydrogen conversion can achieve 52% of low heating value [28]. The major problem

Feature Methane Methanol

Maximum percent purity of H2 in
the products mix (vol%)

80% 75%

Maximum H2 yield 4 mol/mol of CH4 (or 50 wt% of
CH4)

3 mol/mol of CH3OH (or
18.75 wt% of CH3OH)

Catalyst composition Nickel based Copper based

Selectivity Hydrogen and CO Hydrogen and CO2

Size Large (three purification units
and gas cleaning unit)

Small (one purification unit)

Phase Gas Liquid

Temperature Up to 800°C Up to 350°C

H2 produced High Low

CO produced High Low

Material Expansive reactor material Cheaper material as low
temperature design

Table 3.
Methanol and methane fuels comparison for hydrogen production [20].
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facing coal gasification process is removing CO2 from the gas shift reaction, which
decreases the overall efficiency and increases hydrogen production cost.

CoalþH2O ! H2 þ COþ impurities (7)

4. Renewable sources and methods

The hydrogen routes where the energy source does not contribute to greenhouse
gases are defined renewable. Renewable sources of energy such as solar energy,
wind energy, geothermal, tidal, and hydro and biomass energy are the most popular
for power generation as well as for hydrogen production. The future potential for
hydrogen production will depend on solar energy, wind energy and biomass where
it can supply electricity for potential hydrogen production method.

Renewable resources for hydrogen production will include biomass, ethanol,
wind farms, tidal energy, solar and hydroelectric. The method of production and
whether the hydrogen has been produced without emitting CO2 is known as green
hydrogen. Greener hydrogen routes such as from electrolysis are playing a major
role in hydrogen for mobility applications. Decentralized hydrogen production
depends on renewable resources where on-demand hydrogen requirements are
delivered to end user such as using personal electrolyser for home use.

4.1 Solar energy

Solar energy is used in photovoltaic systems to generate electricity. It is also used
on concentrated collectors to collect thermal energy. The solar energy can meet the
global energy requirements, if it stored and terraformed into another energy carrier
forms. The disadvantage of long sunlight hour’s availability makes this technology
less attractive for hydrogen production. The cost of implementation of solar cap-
turing system and the space availability when employed at residential area are also
drawbacks of such technology [29]. The solar energy can produce thermal energy
which can be used to supply energy for hydrogen production methods such as
thermolysis process, thermochemical process and steam reformation process. It also
can produce photon energy which can supply energy for electrolysis using photo-
voltaics and photo-electrolysis [30]. Solar photovoltaic has low temperature speci-
fication and it is assumed direct solar collection type to produce hydrogen and
oxygen using electrolysis and photo-electrolysis. It also can be used to produce
hydrogen by photo-biolysis process. The solar thermal has high temperature speci-
fication where steam reforming; thermolysis and cracking methods can be used to
produce hydrogen from above mentioned routes.

4.2 Solar photovoltaic (PV)

The solar panels are used to generate electricity connected to the main supply
grid. Demonstration of such system for hydrogen generation on a small scale has
been performed at research level [31]. The system requires special current control
unit to perform electrolysis process. The system operation will depend on amount
of exposed sunlight where additional electricity from the grid required performing
the process. Depending on photovoltaic hydrogen power system alone is a chal-
lenging technology and the hydrogen production efficiency is still under research.
The PV performance depends on temperature and amount of exposed sun where
DC-DC converter requires advanced monitoring system to supply enough power
supply for electrolyser.
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4.3 Photon-electrolysis

The photon-electrolysis process has low efficiency output [32] that makes this
technology not a suitable solution for massive hydrogen production. The technology
is under research and development and currently the process itself is not economi-
cally attractive.

4.4 Solar steam-methane reforming

The solar steam-methane reforming system applies direct or indirect solar heat
to generate the required high temperature demand to fulfill the requirements for
the chemical reaction. The thermal energy is harvested at power plant for such
technology where heat transfer using a fluid is maintained to supply heat to cata-
lytic reactor tubes. Syngas will be produced in a closed loop reaction to increase the
efficiency and to maintain the high temperature requirements of the reaction. For
indirectly heated reforming process, the working fluid transfers the heat energy
from the solar receiver to the catalyst container at a closed loop system using
primary and secondary heat transfer system. The directly heated reformer contains
imbedded catalyst container where the thermal energy source will increase the
catalyst temperature. This method does not require a secondary loop system,
whereas the cost of design can be reduced. The challenges for such hydrogen
production method are the requirement for constant solar radiation to maintain the
chemical process and the cost for system development [33]. Table 4 compares most
popular hydrogen production methods and Table 5 summaries current commercial
hydrogen production methods.

5. Hydrogen storage

The future of hydrogen as an energy carrier greatly depends on the method at
which hydrogen can be stored (Table 6). The fact that hydrogen has a low boiling
point and a very low density both in gaseous (0.08988 g/L @ STP) and liquid
(70.99 g/L) forms makes hydrogen storage complicated and costly [5]. Hydrogen
can be stored via changing physical conditions such as its temperature, pressure or
phase, or by changing chemical conditions of various solid and liquid compounds.
The latter method includes metal hydrides, complex hydrides, carbon nanotubes,
Metal Organic Frameworks (MOFs), 2D materials as well as light hydrocarbons as
intermediate hydrogen carriers [34].

Process Feedstock required Efficiency Current use Renewable or

non-renewable

Steam reforming Hydrocarbons 60–75% Commercially Non-renewable

Partial oxidation Hydrocarbons 60–75% Commercially Non-renewable

Electrolysis Water and electricity 70% Commercially Non-renewable

Solar steam Reforming Hydrocarbons 60–75% Commercially Renewable

Photo – electrolysis of water Water and solar 12.4% Under Research Renewable

Thermo – water splitting Water and heat 30% Under Research Non-renewable

Photolysis Water and solar 0.5% Under Research Renewable

Table 4.
Hydrogen production process comparison.
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Chemical storage methods in high volumetric energy capacity with low cost for
on-board hydrogen application are currently under research and development.
Nowadays, commercial hydrogen is stored as a gas in high pressure cylinders
(350 bar and 700 bar) or as liquid hydrogen at 20 K in cryogenic tanks. The process
of hydrogen pressurization and liquefaction consumes energy which adds an extra
cost to the hydrogen delivery stage.

Hydrogen storage technologies (Table 7) are investigated and mainly hydrogen
is stored in three categories; compressed gas storage, cryogenic (liquid) storage and
solid storage. The alternatives solutions for high pressure storage are known as;
liquefaction, absorption by chemical compounds, metal hydrides, chemical
hydrides and carbon nanotube. Hydrogen is good as a gravimetric energy carrier
which means it has the most energy of any fuel in proportion to its mass. The
problem with hydrogen is its volumetric energy is the worst. When hydrogen is
compressed or liquefied, the volumetric capacity increases. The target is to increase
both volumetric and gravimetric capacities.

Steam methane

reforming

Methanol steam

reforming

Electrolysis of water

Advantages • Widely accepted
method

• A high efficiency of
60–75%

• Reliable and stable
method

• Can be used for
various industries

• Requires lower
temperatures than
methane SR to work

• Produces high
efficiency reactions

• It is an on-demand fuel type
• Can be used for various

industries
• Produces high hydrogen

purities and efficiency rate

Disadvantages • Carbon capture and
storage

• High operating and
maintenance costs

• Non-renewable
method, releases
greenhouse gases

• Hydrogen impurities
• Feedstock required is

costly

• The electrodes are prone to
degrading over time
requiring replacement

• Electrolysis solution
requires replacing once
used up

Areas for
Improvement

• Production of more
efficient catalysts and
reduce costs

• Develop a viable
renewable method of
SMR for future use

• To develop on the
system integrating a
renewable aspect to it

• To provide more
popularity to the
method

• Photo-electrolysis does not
yield a high efficiency rate

• Further research is required
for a faster rate of reaction

Table 5.
Most popular hydrogen production methods comparison.

Parameter Unit 2017 goal Ultimate

System fill time (5 kg) min 3.3 2.5

Cycle life cycles 1500 1500

Operating temperature °C 40/60 40/60

System volumetric capacity kg H2/L system 0.040 0.070

System gravimetric capacity kg H2/kg system 0.055 0.075

Table 6.
Summary on the targets for hydrogen storage systems set by the United States Department of Energy for
on-board vehicular applications in year 2017 [35].
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5.1 Compressed gas storage

Commercially, two standard pressures (35 and 70 MPa) are used for automotive
applications. A high compressive cost and a safety factor for storage medium are
some of the main challenges for such storage technology. Currently, there are four
types of hydrogen vessels [37, 38], Figure 4. Type I; the vessel operates at low
pressures, such vessels are the heaviest type of storage vessel. However, single
material tank makes those vessels the cheapest to manufacture. Type II vessel is a
composite thick tank wrapped with fiber resin. The tank can resist high internal
pressure; the tank itself is heavy as metallic wall is thick. Type III is a composite
vessel consisting of a thick or thin metallic wall fully wrapped with a fiber resin. The
tank provides extra internal pressures resistance. Type IV vessel is a polymeric fully
wrapped with fiber resin. It is the lightest storage vessel with a highest pressure
resistance. In summary, Type I is the cost effective tank but their weight is the
heaviest. Type IV storage tank can hold up to 700 bars with the lightest weight but
the cost is two folds of Type I. Table 8 explains the cost, weight and operation
pressure of each tank type.

5.2 Liquefaction of hydrogen

Cryogenic tanks are used to store hydrogen at liquefied form. Hydrogen is at
liquid form at 20 K (�253°C) which has a high cost and it requires energy to be
maintained at liquid phase. The liquid form is more desirable than gaseous storage.
It has higher energy storage density than gaseous form which gives liquefied
hydrogen a content advantage. In general, the cryogenic tanks are of cylindrical

Viable

capacity (kg)

Market Commercial

availability

Volumetric/

gravimetric ratios

Steel cylinder 1–100 Delivered tanks, bundled on
trucks or stationary for mass

storage

Yes Medium to high
volume.

Low weight

Carbon fiber
compressed
gas tank

0.1–5 In demonstration fuel-cell
cars and on fuel-cell and

internal combustion engine
busses

Yes Medium to high
volume.

Medium weight

Carbon fiber-
wrapped
aluminum gas
tank

0.1–100 Cars and busses Yes Medium to high
volume

Low to medium weight

Cryogenic 0.1–500 Stationary storage, tank
trucks,

Yes High volume. High
weight

Metal hydride 0.01–1 Small fuel cells, small
vehicles

Yes Medium to high weight
Medium to high

volume

Chemical
hydride

0.01–1 Small applications No Medium to high weight
Medium to high

volume

Single-walled
nanotubes

0.001–100 All markets, but too
expensive now

No High weight. High
volume

Table 7.
Current hydrogen storage technologies [36].
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shape, as it is easier to manufacture and some of them are of spherical shape. A
multilayer material for insulation heat is a current development priority for liquid
hydrogen. Hydrogen boil-off or hydrogen loss is a challenge for hydrogen storage
[40]. Some multilayers design and polymeric films are used to avoid energy loss.

Table 9 describes five possible hydrogen storage forms, compressed hydrogen
at 200, 350 and 700 bar, liquefied form and nanotubes. Table 9 explains the
advantage of storing hydrogen at liquid form. The weight is three times less than
compressed gas and it has higher energy storage content.

5.3 Metal hydrides

Hydrogen can be stored in solid state form by either physisorption or by chem-
isorption. Metal hydrides are chemical compounds that allow hydrogen to be stored
at high density and under moderate temperature and pressure conditions [42].

Figure 4.
Hydrogen compressed gas storage, vessel types [37].

Type I Type II Type III and IV

Cost ($/liter) 5 5.5 11

Weight (lb/liter) 3.0 0.9 0.75 to 1

Maximum Pressure (bar) 200 263 300 to 700

Table 8.
Manufacture cost, weight and maximum pressure of four types pressure vessels [39].

Compressed

hydrogen

200 bar

Compressed

hydrogen

350 bar

Compressed

hydrogen

700 bar

Liquefied

Hydrogen

2

Single wall

nano tube

Storing energy
(kJ/kg)

10,300 12,264 14,883 42,600 15,998

Volumetric energy
content (MJ/m3)

714 2492 3599 3999 2159

Energy content
(MJ/kg)

1.05 8.04 7.20 16.81 3.6

Table 9.
Relevant parameters for possible five hydrogen storage forms [41].
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The hydrogen storage at such method is safer in comparison to the high pressure gas
and liquid hydrogen storage. Metals hydrides exist within metals or alloys, they
have physical properties which make them suitable for hydrogen storage such as;
low absorption, high volumetric energy density, oxidation resistivity and some of
them benefits of good reversibility [35]. The drawback of such storage method can
be related to the cost of metal hydrides, metal hydrides being heavy and the reac-
tion kinetic to release hydrogen is slow [43]. The safety issues of hydrogen storage
in gaseous, liquefied and solid forms are stated in Table 10.

6. Hydrogen energy and fuel cells today

Nowadays, hydrogen energy and fuel cells are still considered as potential can-
didates to replace fossil fuels, but yet, several steps are necessary to be done towards
the commercialization for real life applications. However, an increasing number of
companies, big and small alike are investing in the field as they see the future
potential for power generation in different applications. It worth mentioning that
fuel cell research in its majority is focused on either PEMFC or SOFC, and with time
these two types are becoming competitive technologies for some applications.

Hydrogen energy and fuel cell work at the moment can be divided into three
major areas; research and development, materials and components supply, and
resources training. On the top of that, governmental support and setting laws with
incentives for clean energy suppliers and users is raising the awareness of the public
and encourages more investments in the field. Some investors in the field of hydro-
gen energy and fuel cells identified their interest on a particular application, and
they have been trying to produce prototypes for products that can be a step towards
being a commercial product such as; Transport, Grid support, Domestic CHP,
Auxiliary power generation, Portable applications, Educational demonstrations and
Testing and measurement systems [44]. Other investors found their interest in
identifying a specific component from the fuel cell system and became suppliers to
the others working on the system integration and developing prototypes. The mar-
ket for such companies is already there; however, the demand is quite small at the
moment. Most of these investors either hold some research on their own or with
collaboration with academia to develop their component or produce new alterna-
tives to compete in a continually advancing field. Components can be one part of
the fuel cell or hydrogen production device, hydrogen storage devices, system
controllers, and testing and measurement equipment’s.

At the moment, PEMFCs and SOFCs are holding the lions share in terms of R&D
and commercialization. Together, PEMFC and SOFC cover the whole power gener-
ation rate spectrum for all different applications: PEMFC is suitable for mobile,
portable, and transport with power rates up to 100 kW, while SOFC is suitable for
medium to high power generation in hundred MWs. See Table 11.

Safety issues of gaseous

storage

Safety issues of liquid hydrogen

storage

Safety issues of metal hydrides

storage

Loss of containment Loss of containment Pyrophoric materials

Materials-blistering Boil off Explosion and loss of containment

Heating effect during filling Ice formation Toxicity and heat

Table 10.
Some potential safety issues of hydrogen storage methods.
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Different types of fuel cells are used depending upon their applications. The
operation temperature is the main issue when fuel cell is selected. The most popular
fuel cells are solid oxide fuel cell and polymer electrolyte fuel cell. The solid oxide
fuel cell designed to operate at high temperatures 700–1000°C. The fuel quality can
be a mixture of hydrogen and carbon contained fuel. The main application is
stationary power generation and auxiliary power units as shown in Figure 5. Poly-
mer electrolyte fuel cell is a low temperature operation fuel cell (below 90- up to
180°C). The low temperature gives a faster start up but this mean a high purity of

Application Power rate Fuel cell needed

Portable application Up to 500 W PEMFC, DMFC

Domestic applications 5–10 kW PEMFC, SOFC

Transport application 50–100 kW PEMFC

Central power generation 100 kW–100 MW SOFC, MCFC

Table 11.
Fuel cell applications.

Figure 5.
SOFC applications.

Figure 6.
PEMFC applications.
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hydrogen must be supplied. The main applications for such fuel cell a portable
power generation and fuel cell vehicle are shown in Figure 6.

Fuel cells have the advantages of zero end use emissions, no moving parts, quite
operation and high efficiency compared to the combustion engine. In addition,
different types of fuel cells can provide power generation within various operating
conditions that can meet the needs of various applications. However, there are
challenges facing fuel cells application (Figure 7); these challenges include: hydro-
gen fuel availability, fuel cell reliability, cost of fuel cell and hydrogen, fuel cell
operation durability and wide public acceptance for hydrogen technology [45, 46].

Hydrogen economy has many benefits but it still facing many obstacles and
challenges that limit hydrogen of being independent economy. Figure 8 shows the
key limitations.

Figure 7.
Hydrogen fuel cell technology developments.
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7. Steps needed for fuel cell commercialization

To achieve commercialization prospects (Figure 9), several technical-
technological barriers must be identified. The most important barriers to be addressed
are: cost of technology, fuel cell system integration and customer requirements [46].

8. Conclusions

The chapter addressed the main hydrogen production methods and introduced
various future green hydrogen routes and opportunities. Hydrogen production for
fuel cell technologies requires an improvement regarding sustainability of the
hydrogen supply and an improvement regarding decentralized hydrogen produc-
tion. Electrolysis for on-demand applications can be a potential route when it is
coupled with green power supply. Hydrogen can be used for load balancing if stored
properly, especially when integrated with renewable energy system. Moreover,
hydrogen economy as far requires a large scale and long term storage solution to
meet the increasing demand. Hydrogen storage is facing several challenges, such as
high pressure storage increase with the size of container; cryogenic storage has a
problem with longer and large quantity storage. Solid state storage requires a scale
up in case of being used for stationary purposes improve the thermodynamic prop-
erties of the materials for storage/release at moderate temperature and pressure.

Figure 8.
Limitation of hydrogen fuel cell technology.
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Figure 9.
Commercialization aspects of hydrogen fuel cell technology.
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Appendices and nomenclature

PEMFC proton exchange membrane fuel cell
SOFC solid oxide fuel cell
DMFC direct methanol fuel cell
MCFC molten carbonate fuel cell
SMR steam methane reforming
PV photovoltaic
DC direct current
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Chapter 14

The PV/Wind System for
Sustainable Development and
Power Generation with Real
Dynamic Input Datasets in the
Distribution Power Systems
Emel Bakmaz, Kemal Aygul, Burak Esenboga,
Tugce Demirdelen and Mehmet Tumay

Abstract

Rapid population growth and industrialization in developing countries cause an
increase in demand for energy. In order to meet this energy demand, two types of
resources are used: renewable energy and nonrenewable energy. Nonrenewable
sources, also called fossil fuels, cause environmental problems in serious and dan-
gerous dimensions. For this reason, it is a necessity to find alternatives. It is a
renewable energy source that can be used as an alternative to fossil fuels. This
chapter deals with power control of a PV/wind system for power generation with
dynamic input dataset. The main contribution of this chapter is that it is the first
time to use real data from PV/wind system and observe the system reliability with
real-time simulation results. The proposed system consists of doubly fed induction-
based wind generator, rotor-side converter (RSC), grid-side converter (GSC), solar
arrays, DC-DC converter and grid-side converter, and grid and dynamic loads. The
aim of the proposed strategy is to use wind and solar energies with maximum
efficiency by simulating the real condition of wind and insolation with input
datasets. The modeling and the validation of the operation of the system and its
controllers are done by using PSCAD/EMTDC.

Keywords: energy demand, renewable energy, PV/wind system, power generation,
dynamic input, residential neighborhood

1. Introduction

Energy demand increases with industrialization, population growth, and tech-
nological development day by day, so the concept of energy has gained much
attention, and sustainability of energy resources is one of the most significant issues
and problems in the world today. The rapid depletion of energy resources, the
unconscious use of resources such as petroleum, coal, and nuclear energy that are
not self-renewing, and the pollution from these resources in the environment and
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in the atmosphere have led people to use renewable energy resources. To meet
the world’s ever-increasing energy needs, scientists have done a lot of work to
popularize the use of renewable energy sources in all areas and have developed
projects like solar batteries to use the sun and projects to use windmills that make
use of wind power. In this chapter, real data is obtained from solar panels and wind
turbines in Adana, located in the Mediterranean region, and then used in
simulation modeling and analysis. Solar and wind energy potential maps are
shown for Adana in Figure 1.

Looking at recent studies in the literature, it seems that studies on the subject
have increased in recent years. González, Riba, and Rius [1] presented a methodol-
ogy for optimization of life cycle cost of hybrid renewable energy systems (HRES)
based on wind, solar photovoltaic (PV), and biomass power. It is stated that HRES
are alternative to enhance renewable energy production worldwide. Jain,
Karampuri, and Somasekhar [2] proposed an induction motor pumping system
which is fed from solar PV. They integrated the variable frequency control, sample-
averaged zero-sequence elimination, and the maximum power point tracking
(MPPT) algorithms in order to keep the system stable under various environmental
situations. Long, Eghlimi, and Zhang [3] offered an optimization model to optimize
the hourly load dispatch and the structure of a PV/wind hybrid system. They have
stated that the stable operation of the hybrid power system is a more dependent
wind power system than PV power system. Patra, Ray, and Mohanty [4] examined
a stand-alone wind-diesel-PV hybrid system and found that the main issues are in
compensating the reactive power and regulating the transient as a stable. Authors
showed by simulations that transient voltage balance case in UPFC is more func-
tional than that of STATCOM and SVC and the efficiency of UPFC with fuzzy
sliding mode is enhanced compared to PI and fuzzy PI controller. Parida and

Figure 1.
Adana energy potential map. (a) Adana solar energy potential map and (b) wind energy potential map.
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Chatterjee [5] proposed a strategy for controlling rotor current of doubly fed
induction generator (DFIG) in wind-solar hybrid system to improve generation
capacity of WECS in the system. Al-Masri and Ehsani [6] performed a study about
economic aspects of connecting a wind-PV hybrid system into the Jordanian power
system. Shen C. and Shen Y. [7] proposed an output filter integrated to a novel dual-
input photovoltaic-wind converter (DIPWC), and operation principles are summa-
rized at this study. Solar photovoltaic power and wind turbine energy are operated
at the same time and individually. 1-kW prototype power converter is built and
measured to verify the correctness of the DIPWC. Also, it is mentioned that key
part of the DIPWC is the inductor at the output. Cho, Chun, and Hong [8] proposed
an algorithm for size optimization of a hybrid system that consists of battery, solar
PV, wind generator, and diesel generator. For the performance evaluation of the
proposed method, MATLAB is used. Kalla et al. [9] proposed adaptive sliding mode
control algorithm for a micro-grid (MG) consisting of hydropower and wind and
solar PV generation systems in order to control micro-grid voltage and frequency
and also improve power quality of micro-grid.

Palmer et al. [10] studied the impact of solar radiation on the geographical
distribution of solar installations. They observed that variations on irradiance may
be reduced by the aggregate of the installations in the neighborhood. Ekstrom et al.
[11] presented a methodology for evaluating the volatility of a system which con-
tains both PV and wind energy generation systems. A year scale scheduling method
based on interval optimization for hydro-PV-wind hybrid system is proposed by
Liu, Tan, and Jiang [12]. The method is implemented on a real case study in
Yunnan. Luna et al. [13] modeled and designed an energy management system and
integrated it to a micro-grid. Shanthi, Uma, and Keerthana [14] proposed a power
transfer scheme by minimizing the number of converters used for PV/wind system
connected to the grid. Authors stated that the proposed system is capable of simpli-
fying the process of integration of DC systems into AC system. In [15] a micro-grid
which consists of renewable sources, battery, and energy management system for
mentioned elements is proposed. In [16] wind-PV hybrid system which is capable to
operate in on-grid and off-grid modes and developed a power management strategy
for the mentioned system is proposed. Askarzadeh [17] proposed a system that
integrates solar PV and wind and tidal energies with the battery storage system and
proposed crow search algorithm (CSA) for the optimization of the proposed system.
Kant, Jain, and Singh [18] integrated diesel-wind-PV sources with BESS as a stand-
alone micro-grid. Rezkallah et al. [19] conducted a study to deal with the design
process and application of active power control (APC) to reduce the number of
sensors at the wind-PV-battery energy combination hybrid autonomous power
generation system. Modeling, stability analysis, control design, and parameters of
this hybrid combination of power generation system are presented.

Tiwari, Singh, and Goel [20] conducted a study about autonomous wind-solar
hybrid energy system. Theoretical and experimental validation of autonomous
wind-solar hybrid system consisting of a wind generator with doubly fed induction
generator and solar PV array is also done. The new system is modeled in MATLAB
and under negative conditions such as varying load, unstable wind speeds, and solar
irradiation, and stator windings of DFIG are balanced with low total harmonic
distortion (THD). The prototype of the system is developed using 3.7 kW DFIG and
5 kW solar array simulator to validate the simulation results. A study by Einan,
Torkaman, and Pourgholi [21] conducts a new methodology or technique for iso-
lated micro-grid including battery energy storage systems. To confirm the perfor-
mance, fuzzy controller and cuckoo optimization algorithm are checked against
particle swarm optimization (PSO) algorithm and genetic algorithm. The optimized
fuzzy-cuckoo controller relatively differs from the other methods, and results
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showed that the fuzzy-cuckoo controller has better performance than other
methods.

Ji et al. [22] presented the benefits of the wind and PV combined energy storage
and transmission dual power generation system. To analyze the benefits of the
wind-PV combined system, a multi-angle evaluation index system of the wind/PV/
energy storage is designed. Mendoza, Sumper, and Arellano [23] conducted a case
study for reducing the fossil fuel consumption by generating electricity from
renewable energy sources. Two systems are selected from 12 system designs. The
technique used in this study can be implemented to the SIDS or other small islands
in order to plan island electricity systems that will reach low emission targets in
their electricity generation.

The effect of PV and variable speed wind power plants on the frequency
response of the US Eastern Interconnection and Texas Interconnection is investi-
gated by Liu, You, and Liu [24]. Controlling the frequency of the power system is
also investigated. Validated system models are simulated and compared with real-
istic renewable information. In addition, inertia and governor control are intro-
duced. Results show that the governor and inertia control reduced the effect of the
increasing renewable penetration levels on the frequency response of the US East-
ern Interconnection and Texas Interconnection and, also, show that optimal solu-
tion has higher reliability and fewer greenhouse gas emission.

The study by Hussain et al. [25] presents the optimization method named itera-
tive filter selection approach to design the hybrid renewable energy system with
maximum reliability and minimum project cost. The system includes battery stor-
age, wind turbine, photovoltaic arrays, AC load, and dump load. As iterative filter
selection approach is performed, minimization of surplus power is considered in the
design process. Moreover, the proposed method is compared with some other
techniques in the literature. Results show that duration analysis or computational
time shortens and dump load size tolerance is shorted out for better results. Akram,
Khalid, and Shafiq [26] conducted capacity optimization and development of the
hybrid energy storage system resources such as wind-solar and battery-
supercapacitor in a grid-connected MG. Optimization problems are formulated and
solved to decrease computational time and complexity of the system. Optimization
method is based on a few factors about the MG system. This method is tested using
real power demand, solar irradiation, and wind speed data.

Akram, Khalid, and Shafiq [27] presented two iterative algorithms to determine
appropriate sizes of renewable energy resources and energy storage for economic,
reliable, and efficient operation. These algorithms named as source sizing algo-
rithms and battery sizing algorithms are used to avoid over- and undersizing. Also,
forced outage rates of wind turbine and PV and the utilization factor of battery
energy storage system are considered, and the effectiveness of the proposed
approach is depicted thanks to MATLAB simulation results. Gonzales et al. [28]
presented a method for analyzing the stability of weak power system. It is empha-
sized that the main effects on weak power systems are decreasing voltage regulation
and decreasing primary frequency regulation. PV power plants and wind farms
proposed and validated using the real system in Bolivia due to this reason. Khaled,
Eltamaly, and Beroual [29] implemented PSO to ensure the optimal power flow.
Authors also introduced a study about optimal power flow of a power system
integrated with distributed wind and PV as renewable distributed generation ele-
ments. The purpose of optimal power flow researches is to optimize certain objec-
tives by adjusting power system variables. Modified PSO is used in simulation to
achieve the global minimummore accurately and faster than other methods. Results
show that the cost of generation and operation can be reduced by using renewable
distributed generation.
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This chapter presents the power control of a PV/wind system for power
generation with dynamic input dataset. One of the most significant and main
advantages of this chapter is that it is the first time to use real data from PV/
wind system and observe the system reliability with real-time simulation
results. The proposed system consists of doubly fed induction-based wind gen-
erator, rotor-side converter, grid-side converter, solar arrays, DC-DC con-
verter, and grid and dynamic loads. The aim of the proposed strategy is to use
wind and solar energy with maximum efficiency by simulating the real condi-
tion of wind and insolation with input datasets. The modeling and the validation
of the operation of the system and its controllers are done by using PSCAD/
EMTDC. To confirm the control, design, and the operation of the proposed
system, the detailed review is done, and the simulation results are shown and
indicated.

Due to the restrictions among existing literature, the aim of this chapter is
as below:

1. To deal with power control of a PV/wind system for power generation

2. To use real data from PV/wind system and observe the system reliability with
real-time simulation results

3. To acquire simulation results and theoretical analysis from a real industrial
network model in PSCAD

4.To consist of doubly fed induction-based wind generator, RSC, GSC, solar
arrays, DC-DC converter grid, and dynamic loads

5. To use wind and solar energies with maximum efficiency by simulating the
real condition of wind and insolation with input datasets

6.To confirm the control system and the operation of the proposed system

This chapter primarily demonstrates the aforementioned six objectives of the
proposed system.

2. Design of the proposed system

The proposed system consists of two parts: PV and wind system. These systems
are examined in detail.

2.1 Solar photovoltaic system

2.1.1 Solar photovoltaic panel

The solar energy is converted into DC electrical power by a photovoltaic (PV)
system. The parameters of an equivalent circuit of a PV are the open-circuit voltage
(Voc), the short-circuit current (Isc), the maximum voltage (Vmax), and the maxi-
mum power point (MPP). The I–V stands for Current-Voltage and P-V curves are
shaped by these parameters. The PV cell represented by a current source is
connected parallel with a diode. The current, Ig, varies with the solar radiation level
that the surface is exposed to. The current, Id, which flows through the diode, is the
main reason for the nonlinear I–V characteristic of the PV cell (Figure 2).
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When we apply Kirchhoff’s current law to the circuit,

I ¼ Ig � Id � Ish (1)

The substitution of the related expressions for the shunt branch current Ish and
diode current Id in Eq. (1) yields the following:

I ¼ Ig � I0 exp
V þ IRsr

nkTc
q

 !

� 1

" #

�
V þ IRsr

Rsh

� �

(2)

Ig stands for the photocurrent, and it is the function of solar radiation on the cell
and cell temperature:

Ig ¼ IscR
G
GR

1þ αT Tc � TcRð Þ½ � (3)

The current I0 in Eq. (2) is called the saturation current, a function of cell
temperature, and given by

I0 ¼ I0R
Tc

TcR

� �

exp
1
TcR

�
1
Tc

� �

qeg
nk

(4)

A group of cells can be connected together either in a series or parallel combi-
nation. By connecting solar cells, PV modules can be created. Similarly, by
connecting PV modules together, a PV array can be created. The output power of
such PV systems can be calculated by the following equation:

Ppv tð Þ ¼ Ht tð ÞxPVAxμc tð Þ (5)

μc tð Þ in Eq. (6) is the hourly efficiency of the PV system which can be obtained
in terms of the cell temperature:

μc tð Þ ¼ μcr 1� βtx Tc tð Þ � Tcrð Þ½ � (6)

Tc tð Þ ¼ Ta þ λH tð Þ (7)

PVA ¼
1

8760
∑
8760

t¼1

PL,av tð ÞFs

Htηc tð ÞVf
(8)

Figure 2.
Equivalent circuit of solar PV cell.
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A PV panel generally consists of tempered glass, ethylene-vinyl acetate (EVA)
layers, solar cells, and back-sheet materials shown in Figure 3. Tempered glass has
been treated by heat or chemicals to increase its strength. Glass can be double or
single due to increasing strength, but triple glass is not recommended because of
reducing efficiency and low thermal transmittance. EVA is the adhesive material
that includes ethylene, vinyl, and acetate chemicals, and its layers provide excellent
thermal protection for solar cells. EVA layers provide to not pass too much of the
sunshine trying to reach the solar cells. Back-sheet contributes to mechanical bal-
ance, durability for harsh weather, and high-performance properties for the PV
module.

2.1.2 DC-DC boost converter

The input voltage of the step-up (boost) converter is always less than the
output voltage. Figure 4 shows the working principle of the DC-DC boost converter.
Figure 4(a) shows the on state. This state is included to store power in the inductor,
charge the inductor, which increases the current through the inductor.

Figure 4(b) shows the off state. This state is included to discharge power from
the inductor into the load and the capacitor and decrease current through the
inductor.

2.1.3 Three-phase inverter

Another component is the three-phase inverter shown in Figure 5. Inverters are
generally used for high-power applications. A six-transistor and six-diode

Figure 3.
PV panel layout.

Figure 4.
(a) On-state step-up converter and (b) off-state step-up converter.
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configuration is generally used for a three-phase output shown in the figure below.
Two types of control signals can be applied to the transistors: 180° conduction and
120° conduction. The 180° conduction provides for better usage of the switches and
is the preferred method. The switch states for a three-phase voltage source inverter
(VSI) are shown in Table 1.

2.2 Wind system

2.2.1 Wind turbine

Wind turbine technology is developed day by day, and several models are
designed to increase the power capability of the wind turbines. The mechanical
power of the wind turbine is related to its power coefficient Cp and wind velocity v
and represented by

Figure 5.
Three-phase inverter.

Switch states for three-phase voltage source inverter

State State no Switch states Vab Vbc Vca

G5, G6, G1 on, others off 1 101 Vs �Vs 0

G6, G1, G2 on, others off 2 100 Vs 0 �Vs

G1, G2, G3 on, others off 3 110 0 Vs �Vs

G2, G3, G4 on, others off 4 010 �Vs Vs 0

G3, G4, G5 on, others off 5 011 �Vs 0 Vs

G4, G5, G6 on, others off 6 001 0 �Vs Vs

G1, G3, G5 on, others off 7 111 0 0 0

G2, G4, G6 on, others off 8 000 0 0 0

Table 1.
Switch states for three-phase voltage source inverter.
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Pmech ¼
1
2
CpρπR2v3 (9)

The air density is represented by ρ, and the radius of the turbine propeller,
given by Eq. (9), is represented by R. The power coefficient can be described as
the ratio of the electric power produced by a wind turbine divided by the total
amount of wind power flowing into the turbine blades at a certain wind
speed. Every wind turbine has a unique power coefficient value. Power
coefficient is broadly defined as a function of the tip/speed/ratio λ, and the
equation is given by the value w corresponding to the rotational speed of the
wind turbine:

λ ¼
wR
v

(10)

When λ gets a specific value, it ensures a maximum of Cp. Turbine rotational
speed value provides to capture the maximum mechanical power attainable from
the wind for a specific wind velocity. Thus, turbine speed is followed precisely.
When the power coefficient is assumed to be at the optimum for a particular wind
turbine, the tip/speed/ratio values producing the maximum mechanical power of
the wind turbine reach their optimum value. This operation is effective only if the
nominal wind speed with the existing wind power does not exceed the rated capac-
ity of the generator.

2.2.2 Doubly fed induction generator

The back-to-back converter is a bidirectional frequency converter. This means
that it must manage power flow in both directions. The RSC and GSC and a
common DC bus combine to form this back-to-back converter. Park’s model is a
special model frequently used for induction generators. The study analysis is easier
when the rotor variables are referred to the stator side. A rotating reference frame is
more preferable, but in this study, a static stator-oriented reference frame is more
appropriate. Also, linear magnetic circuits are not negligible. Park’s model can be
expressed by the equations below:

vs ¼ Rs is þ
d
dt

ϕs (11)

vr ¼ Rrir þ
d
dt

ϕr � jwϕr (12)

For this model, v is the voltage, i is the current, R is the resistance, ϕ is the
magnetic flux, and w is the rotor electrical speed. The subscripts s and r indicate
stator and rotor quantities.

Stator voltage depends on the grid because of the connection of the stator to the
grid. The machine is controlled by the rotor voltage vr because rotor voltage is
adjusted by the converter. The stator and rotor fluxes are given by

ϕs ¼ Lsis þ Lmir (13)

ϕr ¼ Lrir þ Lmis (14)

Ls and Lr are expressed as the stator and rotor inductance. Lm is the magnetizing
inductance. Rotor voltage is the relatively important variable. This voltage can be
calculated from Eqs. (15) and (16):
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vr0 ¼
Lm

Ls

d
dt

� jw
� �

ϕs, σ ¼ 1�
L2
m

LsLr
(15)

where σ is the leakage factor and σLr is the rotor transient inductance. Eqs. (12)
and (15) yield

vr ¼
Lm

Ls

d
dt

� jw
� �

ϕs þ Rr þ σLr
d
dt

� jw
� �� �r

ir (16)

vr is the rotor voltage presented in Eq. (16). If the rotor is an open-circuit state, it
means that ir is equal to 0 and one term of the rotor voltage is vr0 given by Eq. (17).

vr0 ¼
Lm

Ls

d
dt

� jw
� �

ϕs (17)

Another term of the rotor voltage (vr) exists when the current (ir) flows in the
rotor. Voltage drop existing on rotor resistance (Rr) and the rotor transient induc-
tance (σLr) cause rotor voltage.

2.2.3 Rotor-side and grid-side converters

The main task of the RSC is to manage the reactive power and the active power
of the generator. The fluctuations that affect stator reactive power and the electro-
magnetic torque are also removed by the RSC. The main task of the GSC is to
maintain DC-link voltage stability against all possible directions and magnitudes of
the rotor power. In addition, the GSC is responsible to ensure operation with zero
reactive power, in other words, with a unity power factor. That is to say, the GSC
does not exchange reactive power; it only exchanges active power with the grid. As
a result, it can be said that the reactive power exchange is only carried out by the
stator.

3. Control of the proposed system

The circuit topology and the controller of the proposed system can be seen in
Figure 6. There are two main parts to the controller of the proposed system: the PV
system and wind system controllers.

3.1 Maximum power point tracking (MPPT)

The terminal voltage of the photovoltaic system is generally adjusted according
to the MPP voltage by an incremental conductance method. MPP is obtained from
the instantaneous conductance of the photovoltaic module in comparison to the
incremental conductance of the solar photovoltaic module. While instantaneous
conductance is the current divided by the voltage, incremental conductance is the
difference in current divided by the difference in voltage:

ΔI
ΔV

¼
I
V

(18)

ΔI
ΔV

>�
I
V

(19)

ΔI
ΔV

< �
I
V

(20)
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Eq. (18) shows that the PV module is operating at the MPP. Equation (19) shows
the left-hand region of the MPP on the P-V curve, and Eq. (20) shows the right-
hand region of the MPP on the P-V curve. The slope of the P-V curve is equal to
zero at MPP and is given by Eq. (21):

dP
dV

¼ 0 (21)

And also

dP
dV

¼ I
dV
dV

� �

þ V
dI
dV

� �

(22)

dP
dV

¼ I þ V
dI
dV

� �

(23)

By using Eq. (21) and Eq. (23), Eq. (24) is derived and it has small permitted
errors

I þ V
dI
dV

� ��

�

�

�

�

�

�

�

¼ e (24)

The incremental method is used to find the MPP of the PV module. It helps to
reduce power loss and system cost and improve the PV efficiency. It has the great

Figure 6.
Proposed system and controller.
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advantage of being a fast power tracking process. However, if the solar irradiation is
low due to a small current differentiation, it will be unbalanced, but it has more
accuracy, higher efficiency, and a faster power tracking process than other
methods. The detailed block diagram and controller are shown in Figures 7 and 8.

3.2 DC-DC boost converter controller

There are different types of controllers for different industries. Proportional-
integral (PI) controllers are appropriate for various application areas. By tuning the
parameters of these controllers, the desired output can be produced. This is a
primary necessity in the implementation of these controllers. For this reason, the
adjustment of the parameters of the controller has to be done with high speed and
high accuracy shown in Figure 9.

3.3 Three-phase inverter controller

The difference between the measured DC-link value of the inverter and the
reference DC-link voltage was calculated. The error signal obtained by the conven-
tional PI controller was used for the comparison of reference PI signals with carrier
signals to generate the gate signals shown in Figure 10.

Figure 7.
Incremental method block diagram.

Figure 8.
MPPT controller.
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3.4 Wind system controller

DFIG is named as “doubly fed” because two electrical parts of the machine
called as stator and rotor are connected to electrical sources, as shown in Figure 11.
There is a direct connection between the electric grid and the stator circuit; how-
ever, rotor windings are linked to an AC/DC/AC converter over slip rings. The
converter consists of two types of converters: the RSC (Crotor) and the GSC (Cgrid).
In Figure 11, the capacitor performs as the DC voltage source. A coupling inductor,
L, exists between the GSC and the grid used to connect to Cgrid. The induction
generator converts the rotational power of the wind turbine into electrical power
and this generated power is transferred to the electrical grid. In addition, pitch angle
commands are used to regulate the generated power of the wind turbine, the DC
busbar voltage, and also the reactive power—or the voltage at the grid terminals.
Pitch angle control is also enabled to limit the maximum output power to protect
the generator against a blast of wind.

Figure 9.
DC-DC boost converter controller.

Figure 10.
Three-phase inverter controller.

Figure 11.
DFIG-based wind system.
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The torque and speed of the DFIG shown in Figure 11 are controlled by the
RSC. The RSC primarily aims to control the rotor currents and thus deliver the
desired torque at the shaft of the machine. The RSC regulates the output power of
the wind turbine thanks to the torque controller. The real generated power
appearing at the grid side of the wind turbine is added to both the mechanical and
electrical power losses and is compared to the reference power. The rotor speed
error is reduced by using a proportional-integral controller. The reference rotor
current added in the rotor windings by the RSC controls the electromagnetic
torqueTe. The actual Iqr component of the positive sequence current is compared to
Iqr_ref , and the error is minimized to zero by using a proportional-integral
controller. The output of the controller for regulating the current is the voltage Vqr

generated by Crotor (Figure 12).
The GSC provides the flowing control of the real and reactive power from the

turbine system to the grid, as shown in Figure 13. DC bus capacitor voltage is
regulated by the grid-side converter. The control system consists of two control
loops. A DC voltage controller forms the outer regulation loop. The current
controller uses the output of the DC voltage controller as the reference current.
A current controller and feed-forward terms which predict Cgrid—the output
voltage—form the inner regulation loop. This loop regulates the magnitude and
phase of the GSC-generated voltage (Vgc) from the Idgc_ref generated by the DC
voltage controller and indicated by Iq_ref reference.

Pitch angle control is necessary to protect against network faults shown in
Figure 14. When the network experiences a fault, the generator continues to gen-
erate power; therefore the DC-link capacitance will be overcharged. This means

Figure 12.
RSC controller.
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that there is no control over the blade speed and the torque. Pitch angle control is
often preferred to braking mechanisms.

In addition to these measures, the reactive current flowing in the RSC controls
the reactive power at the grid terminals. The wind turbine has two regulation

Figure 13.
GSC controller.

Figure 14.
Pitch angle controller.

Figure 15.
I-V characteristic curve.
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modes. The first of these is the voltage regulation mode; it fulfills the following I-V
characteristic shown in Figure 15.

When the reactive current reaches the maximum current values, the voltage is
optimized by the reference voltage Vref , and the I-V characteristic has a specified
slope shown in Figure 15. Another mode is the VAR regulation mode; the VAR
controller provides constant reactive power at the grid terminals.

As a result, doubly fed induction generators are components that generate elec-
tricity in wind turbines. While the power generated by the wind turbine is
converted into electrical power, they adjust the amplitude and frequency of their
output voltages to maintain them at a constant value and also control the power
factor thanks to their control mechanism and structure.

4. Results and discussion

The combined PV/wind system with real dynamic input datasets was validated
by a simulation program called PSCAD/EMTDC. The simulation aims to evaluate
the accuracy and efficacy of the control strategy used for implementation in power
distribution systems. The related parameters of the proposed system are shown in
Table 2. The nominal frequency of the power grid is 50Hz for this simulation.

In this chapter, the configuration includes a variable speed-controlled wind
turbine and a DFIG. This topology is used for tracking the efficient use of wind

Parameters Value

480 kW PV array

Series-connected PV modules 20

Parallel-connected PV modules 16

Series-connected PV cells 108

Parallel-connected PV cell strings 12

Reference solar radiation 1000 W/m2

Reference PV panel temperature 25°C

PV cell

Effective area 0.01 m2

Series resistance 0.02 ohm

Shunt resistance 1000 ohm

Ideality factor of the diode 1.5

Bandgap energy 1.103 eV

Saturation current 10–9 A

Short circuit current 2.5 A

Wind energy conversion system

Cut-in speed 4 m/s

Rated speed 10.5 m/s

Cut-out speed 25 m/s

Rated power 5.1 MVA

Table 2.
Parameters of proposed system.
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power. The power coefficient, Cp, which is a function of wind speed/machine speed
is selected to be 1.2 p.u. (per unit). For this reason, the variations in wind speed
require variation in machine speed in order to keep the system operating at maxi-
mum Cp. In the Cp implementation used here, the nominal power of the turbine is
obtained when rotating at 1.2 p.u. mechanical speed. As described earlier, RSC and
GSC were used in this topology. The GSC is in charge of controlling the DC-link
voltage, and the reactive power control is normally set to inject zero Q (reactive
power of the system) for this converter.

As seen from Figure 16, the cut-in speed is 4m/s. The turbine has an oscillation
in its power rate and voltage level after start-up. It can be because of the synchro-
nization point with the grid. A start-up PI controller is used to set up the voltage on
the stator terminals before synchronizing. The rated speed is 11m/s. Beyond the
rated speed, output power is almost constant even if the wind speed accelerates. As
the wind speed increases above the rated speed, the mechanical force on the wind
turbine increases. After a certain point, this force may damage the turbine. Because

Figure 16.
The curve of wind speed versus output power.

Figure 17.
Wind speed versus hour for 1 day.
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of this, the braking system to stop the rotor beyond a certain wind speed—which is
called the cut-out speed—is reached. The cut-out speed is almost 25m/s.

The data included in Figure 17 includes wind speed in units of m/sec over a
24-hour period.

The solar irradiance in units of W/m2 is represented by a 24-hour time scale in
Figure 18. As shown above, the solar power varies over the day, and it has its peak
value at noon. This is the cell temperature (in units of degrees centigrade) graphic
in Figure 18, which is also important for power generation from the solar
energy source.

This is the cell temperature in units of centigrade degree (°C) graphic in
Figure 18 which is also important for the power generation from the solar
energy source.

The active power flow seen from the point of common coupling (PCC) during a
day is shown in Figure 19. Figures 18–20 show that PV plant generates power only
when solar radiation is available (in this case between 6 a.m. and 4 p.m.), and the
output of wind power generation system is proportional to wind speed. The graph
of the load which is real consumption data of a neighborhood and the graph of
active power flow to the electrical grid are also seen at Figure 19. When the electric
power demand of the loads is greater than the total produced power by wind power
generation system and the PV power generation system, the lacking power is

Figure 18.
Solar radiation and cell temperature versus hour for 1 day.
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Figure 19.
Active power flow versus hour for 1 day.

Figure 20.
Reactive power flow versus hour for 1 day.

Figure 21.
Wind torque versus hour for 1 day.
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provided from the electrical grid. Contrary, when the power demand of the loads is
less than the total produced power by wind power generation system and PV power
generation system, the remaining power is transferred to the electrical grid.

The reactive power flow seen from the PCC is shown in Figure 20. It is wind
torque graphic in Figure 21 which changes according to wind speed.

5. Conclusion

In this chapter, attention is mainly focused on the power control of a combined
PV/wind system for power generation. The goal is to use real data from both the
combined PV/wind systems and observe the system reliability with real-time simu-
lation results. In this simulated PV/wind system, it is engineered to reach the
maximum energy available from real conditions of wind speed and solar irradiance
using dynamic input datasets. The simulation results illustrate and verify the oper-
ation and control of the proposed system. The chapter showed that the use of
renewable energy resources provides higher energy potential, cost efficiency, oper-
ating and maintenance costs, an effective solution to energy demand, an attractive
investment alternative, and environmental sustainability. Moreover, the period of
financial return is shortened thanks to a combined PV/wind system, compared to
stand-alone PV or wind systems. In addition, the sun and wind energy complete
each other when the weather conditions are continuously changing. Thereby,
energy production is provided all the time, and the system reliability is also consol-
idated by preventing sudden electrical loss. This chapter is a great example for
further studies in terms of applicability because a real PV/wind system can be
established, observed, and supported by performing simulation studies.
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Chapter 15

Recovery of Photovoltaic Module
Heat Using Thermoelectric Effect
Felix A. Farret and Emanuel A. Vieira

Abstract

The growing demand for renewable energy sources, in particular for solar
technologies, requires more detailed studies to increase power and efficiency.
Among them, thermoelectric energy conversion is a well-known technology used
for decades including solar thermal generators (STEG), radioisotope thermoelec-
tric generators (RTG), automotive thermoelectric generators (ATG) and thermo-
electric generators (TEG). This chapter aims to demonstrate that the
thermoelectric effect (Seebeck effect) can be used to harness the thermal energy
retained in photovoltaic panels to increase their overall efficiency with its direct
conversion into electrical energy and vice versa. It is also observed that solar
radiation can be converted directly into electric energy, as in photovoltaic mod-
ules, or yet can be converted directly into electricity, as in thermoelectric mod-
ules. It is emphasised that although the energy conversion by thermoelectric effect
still has low electrical efficiency, this source is characterised by a high degree of
reliability, low maintenance, appreciable durability and absence of moving parts,
and it allows generating electric energy through recovery of the thermal energy
from several industrial processes. At the end of this chapter is presented a case
study related to the thermal energy absorbed by a polycrystalline photovoltaic
module to illustrate their increased efficiency and power in thermoelectric-
photovoltaic cogeneration.

Keywords: photovoltaic-thermoelectric cogeneration, thermal energy,
thermoelectric effect, renewable energy sources, solar energy

1. Introduction

In this chapter, the thermoelectric effect is used to exploit the thermal energy
accumulated in the operation of photovoltaic panels, reversing it into electric
energy. For this, a brief presentation of the thermoelectric effect is made to obtain
an equivalent circuit of a thermoelectric module and its associations (series and
parallel).

Traditionally, the term thermoelectric effect or thermoelectricity involves three
effects that can be identified separately: the Seebeck effect, the Peltier effect and the
Thomson effect. Figure 1 illustrates these three thermoelectric effects.

From the discovery of Alexandro Volta related to the production of electricity by
the mere contact between different metals, the researches on thermoelectricity took
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impulse and began looking for the origin of the thermoelectric effects [1]. These
effects can be reunited as follows:

• Seebeck effect (1822) explaining that an emf is generated by a pair of different
conductors whose ends are not at the same temperature with respect to their
junction.

• Peltier effect (1834) which refers to the release or absorption of heat at the
junction of two different materials when an electric current flows through
from one conductor to the other.

• Joule effect (1840) that relates the production of heat at a given time
whenever the material is carrying electric charges.

• Thomson effect (1856) refers to the production or absorption of heat when
an electric current passes through a circuit made of a single material and under
a temperature difference across its length.

The material properties listed above are used to explain how the thermoelectric
effect is able to produce a direct conversion of a temperature difference into an
electrical voltage and vice versa. On the left side of Figure 1, the thermal Seebeck
effect appears as a temperature gradient on the faces of a thermoelectric module
coupled to a pair of semiconductors, whereby an electric current flows through the
N-P direction of the junction. The Peltier effect represented on the right side of
Figure 1 consists of the production of a temperature gradient across the junction
between two conductors (or semiconductors) of different materials in a closed loop
when subjected to an electric voltage. On the other hand, thermoelectric generators
can act as heat engines, being less bulky and having no moving parts [2].

In principle, the association of the Peltier-Seebeck and Thomson effects may be
thermodynamically reversible, whereas the Joule effect is not reversible. This
nonreversibility of the Joule effect causes many authors to consider the existence of
only two thermoelectric effects.

2. Thermoelectric materials

The application of semiconductor materials in the construction of thermocou-
ples in some special cases has contributed significantly for electricity generation,

Figure 1.
Thermoelectric effect.
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refrigeration and heating, as well as being of interest to theoretical physics based on
the modern science of semiconductors. The energy applications of these thermoel-
ements are mainly in thermoelectric coolers, industrial and domestic heating
devices, thermoelectrically generated sound, ultrasonic generators, vacuum ther-
moelements, space applications in satellite power, marine applications in buoys and
headlights, as well as in medicine applications of cardiac pacemaker feeding.

For the sake of completeness, the principle of direct conversion of thermal
energy into electricity is also widely used today in temperature measurements by
means of thermocouples or thermo-junctions based on metals or metal alloys. In
this particular, Table 1 shows the Seebeck coefficient for some metal alloys and
semiconductors used to make thermoelectric modules on a commercial scale.

The economical and practical applications of thermoelectric materials depend on
the characteristics of the available thermoelements, their efficiency, temperatures
involved in the operation, stability of operation and costs involving raw materials in
the final preparation. As a rule, it should be noted that the thermal cycle of a
thermoelectric generation differs from others because it consists essentially of a
solid-state phenomenon where the thermal energy is converted directly into electric
energy. This direct conversion has made possible the construction of simple devices
such as transducers or power sources, which have practically no maintenance and
no moving parts, which makes them highly interesting in exact sciences.

The thermoelectric materials can be made of conductors, semiconductors and
insulators. In a more careful classification, it is necessary to take into account the
microscopic characteristics referring to the electron behaviour in the valence layer
of the material by action of an electric field [3]. A thermoelectric material with high
electrical conductivity, high Seebeck coefficient and low thermal conductivity can
be considered a good thermoelectric material [4].

It should be said at this stage that the efficiency of a thermoelectric device
depends both on the operating temperature of the materials and on the characteris-
tics of these materials, which can be expressed by the figure of merit given in
Eq. (1).

Semiconductor Seebeck coefficient (μV/°C)

Bi2Te3 (P-type) �230

Bi2xSbxTe3 (P-type) 300

Sb2Te3 (P-type) 185

PbTe �180

Pb3Ge39Se58 1670

Pb6Ge36Se58 1410

Pb9Ge33Se58 �1360

Pb13Ge29Se58 �1710

Pb15Ge37Se58 �1990

SnBi4Te7 120

SnBi3Sb1Te7 151

SnBi2:5Sb1:5Te7 110

SnBi2Sb2Te7 90

PbBi4Te7 �53

Table 1.
Seebeck coefficients for metal alloys and semiconductors.
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Z ¼
α2

σκ
(1)

where:
α is the Seebeck coefficient.
σ is the electric conductivity.
κ is the thermal conductivity.
Z is the figure of merit.
Eq. (2) relates the figure of merit to temperature. However, the figure of merit

does not have a constant behaviour as the temperature varies [1], but it can also be
expressed in a dimensionless form ZT [4]:

ZT ¼
α2

σκ

� �

T (2)

where:
T is the average temperature between the faces (hot and cold).
ZT is the figure of merit dependent on temperature.

3. Thermoelectric module

A “modern” thermoelectric converter essentially consists of a series of thermo-
electric semiconductors of N-type and P-type materials alternately connected. It is
noticeable that these semiconductor elements are electrically connected in series
and thermally in parallel by a series of metal contacts placed at each two ceramic
plates (Figure 2a).

A typical thermoelectric device consists of two ceramic substrates (alumina)
(Figure 2a), which serves both as base and electrical insulation, for thermoelements
(e.g. bismuth telluride) electrically connected in series and thermally in parallel as
in the case of ceramics [1]:

Tmax ¼ 0:5Z � T (3)

Conventional thermoelectric devices have various specifications according to
the type of application. The dimensions commonly range from 3 to 5 mm in thick-
ness and from 56 to 60 mm in lateral length. The faces exposed to the outside have a
square geometry. The maximum rate of heat pumping varies from 1 to 125 W [5].

Figure 2.
Thermoelectric module: (a) single TEG and (b) multistage TEG.
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The maximum temperature difference between the hot and cold sides can reach 70°
C. Typical thermoelectric modules contain from 3 to 127 thermocouples.

There are multistage (cascade) thermoelectric devices designed to meet the
requirements of large temperature differentials (ΔT can reach 130°C). The lowest
achievable temperature is <�100°C for multistage devices [5].

There are thermoelectric modules made up of several layers known as multistage
thermoelectric modules (see Figure 2b). The maximum temperature difference
obtained between the interfaces of each layer in a multistage thermoelectric module
is given by Eq. (3).

4. Equivalent circuit of thermoelectric modules

Section 1 explained how the Seebeck effect could generate an electrical voltage
from a temperature difference between the junction of two distinct semiconductor
materials and the ends of them. Eq. (4) states that the higher the temperature
differences between the thermoelectric junctions, the greater the electric potential
generated [6]:

V ¼ Nj

ð

T2

T1

α2 Tð Þ � α1 Tð Þ½ �dt (4)

where:
Nj is the number of junctions for identical thermoelectric pairs.
T1 and T2 are the temperatures at the extremes of the material pair.
α1 and α2 are the Seebeck coefficients of the semiconductor materials.
The equivalent electrical circuit of a thermoelectric module can be seen in

Figure 3a, where the output voltage V i across the terminals of a no-load module is
given by Eq. (5). As this circuit is not connected to any load, it does not circulate
electrical current through it:

V i ¼ α ∆T (5)

Figure 3.
Equivalent electric circuit: (a) open circuit and (b) circuit with load.
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where:
V i is the input source voltage.
α is the absolute coefficient of Seebeck.
∆T is the temperature difference between faces of the thermoelectric module.
When a load RL is connected across the circuit terminals of Figure 3b, a current

IL will flow through it according Eq. (6):

IL ¼
V i

Ri þ RL
(6)

It is shown in Figure 3b that the load voltage VL can be defined as the total
voltage generated minus the internal voltage drops in the module, as in Eq. (7) [7]:

VL ¼ V i � ILRi (7)

Eq. (7) can then be rewritten in terms of temperature difference and the Seebeck
coefficient by replacing IL given by Eq. (6) and Vi given by Eq. (5). The load voltage
VL can be rewritten as a function of the temperature and the Seebeck coefficient as
in Eq. (8):

VL ¼ α ∆T �
α ∆T

Ri þ RL
Ri (8)

The power generated by a thermoelectric module is a function of the generated
voltage as given by Eq. (9):

PL ¼
V2

iRL

Ri þ RLð Þ2
(9)

The power dissipated in the load can also be expressed as a function of the temper-
ature difference across the faces of the thermoelectric module, according to Eq. (10):

PL ¼
α2∆T2� �

RL

Ri þ RLð Þ2
(10)

Mathematically, the maximum power in the load PL,max is obtained by deriving the
expression of electric power in relation to RL and equalling to zero according to Eq. (11):

V2
i Ri þ RLð Þ � 2 RLV2

i

Ri þ RLð Þ2
¼ 0 (11)

Based on the identity of Eq. (11), it is concluded that RL ¼ Ri, both nonzero
resistors. The internal resistance Ri of each thermoelectric module is obtained by the
algebraic sum of the internal thermal resistances of the metallic material of the
junction with the sum of resistances of the N-P junctions and with the thermal
resistance of the physical contacts [8].

By making Ri ¼ RL ¼ Rmax,pot and replacing everything in Eq. (10), the maxi-
mum power is given as a function of temperature by Eq. (12) [9]:

PL,max ¼
α2∆T2

4 Rmax,pot
(12)

It should be noted that the performance of a thermoelectric module can be
characterised by the Seebeck coefficient, the internal resistance and the thermal

308

Renewable Energy - Resources, Challenges and Applications



conductance [7]. The thermal conductance of the thermoelectric module is given as
a function of the thermal conductance of each P-N junction. As the P-N elements
have equal volumes, the thermal conductance will be the same for both semicon-
ductors, and it is expressed by Eq. (13) [7]:

K ¼ 2
kAj

l
(13)

where:
Aj is the area of each thermoelectric junction.
κ is the thermal conductivity.
l is the thermoelectric module length.
The heat absorbed _Q h and the heat removed _Q c are expressed by Eqs. (14) and

(15) [7]:

_Q h ¼ α ILTh þ K Th � Tcð Þ �
1
2
I2LRi (14)

_Q c ¼ α ILTc þ K Th � Tcð Þ �
1
2
I2LRi (15)

where:
Th is the temperature of the hot face of the thermoelectric pair.
Tc is the temperature of the cold face of the thermoelectric.
α ILTh is the heat rate of the thermoelectric module.
α ILTc is the heat rate of the thermoelectric module.
1
2 I

2
LRi is the power dissipated.

K Th � Tcð Þ is the heat pumping between two thermal reservoirs.
The efficiency of the thermoelectric module can be obtained from the ratio of

the electric output power PL and the heat received in the thermoelectric module
according to Eq. (16):

ηTEG ¼
PL

_Q q

(16)

According to [10], the heat transferred through the module determines the
thermoelectric efficiency. Therefore, the thickness of the module is the parameter
that most affects the efficiency which is expressed as in Eq. (17):

ηTEG ¼
I2LRLwt

κ ATEGΔT
(17)

where:
wt is the thickness of the thermoelectric module.
ATEG is the face area of the thermoelectric module.

5. Association of thermoelectric modules

The arrangement of connections between thermoelectric modules resembles
that of the photovoltaic modules, which can be arranged in series or in parallel. If
the objective is to increase the electrical voltage across the thermoelectric modules,
the series connection must be used. If the aim is to increase the current through
the modules, they must be connected in parallel. A third option is a mixed
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series-parallel arrangement that provides an increase in power either by the increase
in voltage or current or both. In this way, the load current generated by the associ-
ation of the thermoelectric modules is represented by Eq. (18) [10]:

IL ¼
Ns α ∆T
NsRi
NP

þ RL
(18)

where:
Ns and Np are, respectively, the number thermoelectric modules in series and

parallel.
The voltage generated across the load by an arrangement of thermoelectric

modules is given by Eq. (19) [10]:

VL ¼ RL
Ns α ΔT
NsRi
NP

þ RL

 !

(19)

The maximum thermoelectric power occurs when the internal resistance Ri is
equal to the load resistance RL, and it is given by Eq. (20) [10]:

PL,max ¼
NT α Th � Tcð Þ½ �2

4 Ri
(20)

where:
NT is the total number of modules.
With Eq. (21) it is possible to determine the heat input in the thermoelectric

generator in watts [10]:

_Qw ¼ NT
α ThIL
NT

� 0:5Ri
IL
NP

� �2

þ k Th � Tcð Þ

" #

(21)

where:
NT is the total number of thermoelectric modules.
The efficiency of the thermoelectric generator is given by Eq. (22), which relates

the maximum power generated with the array of modules and the amount of heat
that had been absorbed by the array [10]:

ηTEG ¼
PL,max

_Qw

(22)

6. Layer temperatures in the photovoltaic modules

The determination of the temperature in a photovoltaic module is of great
importance for thermoelectric generation. For this, a Ross model was developed to
simplify the determination of temperature in a photovoltaic cell located between
the layers of the photovoltaic modules caused by the ambient temperature and solar
radiation as shown in Figure 4.

Ross determined the temperature coefficients for photovoltaic cells according to
the residential installation form (Table 2) [11, 12].

From the Ross observation, the temperature of the photovoltaic cell can be
determined with Eq. (23) [11, 12]:
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TCell ¼ TambKSGi (23)

where:
Tamb is the ambient temperature.
KS is the coefficient of Ross.
Gi is solar radiation.
The mechanism of heat transfer between layers that cause the temperature

difference between the photovoltaic cell and the polyvinyl fluoride layer, which
commercial trade mark is Tedlar®, occurs by conduction and can be expressed by
Eq. (24) [13]:

TCell � TTedlar ¼
_Q

∑Rthemal
(24)

where:
∑Rthermal is the sum of the thermal resistances of the photovoltaic cell.
_Q is the useful energy of solar radiation.
TTedlar is the temperature of Tedlar®.
Tcell is the temperature of the photovoltaic cell.
Table 3 lists the thickness of the photovoltaic module layers with the thermal

conductivities of each constituent. The thermal resistance between the Glass-
Tedlar® layers is determined then by Eq. (25) [13]:

∑Rthemal ¼
dGlass
kGlass

þ
dEVA
kEVA

þ
dTedlar
kTedlar

(25)

Figure 4.
Layers of a photovoltaic module.

Type of PV installation Ross coefficient

Integrated into the roof 0.058

Small distance to the roof (<10 cm) 0.036

Great distance to the roof (>10 cm) 0.027

Free 0.020

Table 2.
Ross coefficients, KS.
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where:
dGlass is the thickness of the glass.
dEVA is the thickness of the ethylene vinyl acetate (EVA).
dTedlar is the thickness of the Tedlar®
kGlass is the thermal conductivity of the glass.
kEVA is the thermal conductivity of the ethylene vinyl acetate (EVA).
kTedlar is the thermal conductivity of the Tedlar®.
By knowing the approximate temperature of the photovoltaic cell and isolating

the term Tedlar® in Eq. (24), the temperature at the lower surface of the Tedlar®
layer is estimated by Eq. (26) [13]:

TTedlar ¼ TCell �
_Q

dGlass
kGlass

þ dEVA
kEVA

þ dTedlar
kTedlar

" #

(26)

7. Temperature of the absorption plate and its occupation in the
thermoelectric area

Much of the radiation on photovoltaic panels is absorbed as heat flowing
through the constituent layers. To calculate the temperature of the absorption plate,
the parameters shown in Table 4 take into account the dimensions of the photo-
voltaic plate. The internal temperature of the plate is determined by Eq. (27)
[13, 14].

The temperature on the hot side of the thermoelectric module is considered to be
the internal temperature of the absorption plate given by Eq. (28):

Tint,board ¼ TTedlar �
LA

κAAA
(27)

where:
LA is the thickness of the absorption plate.
kA is the thermal conductivity of the absorption plate.

Description Values

Layer thickness of EVA, dEVA 0.5 mm

Layer thickness of Glass, dGlass 0.4 mm

Layer thickness of Tedlar®, dTedlar 0.15 mm

Thermal conductivity of EVA, kEVA 0.34 W/m2 K

Thermal conductivity of Glass, kGlass 1.0 W/m2 K

Thermal conductivity of Tedlar®, kTedlar 0.167 W/m2 K

Table 3.
PV layer thicknesses and thermal conductivity of some elements [6].

Definition Values

Thickness, LA 0.005 m

Thermal conductivity, kA 237 W=m2°C�1

Absorption plate area, AA 0.0643 m2

Table 4.
Characteristics of the absorption plate.
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AA is the area of the plate that absorbs heat.
TTedlar is the temperature of Tedlar®.
Tint,board is the internal temperature of the absorption plate.
The area occupied by thermoelectric modules is a limiting factor for determining

the size of the thermoelectric conversion. To estimate the area that the thermoelec-
tric system will occupy, one can use Eq. (28):

AT ¼ w ℓ NT (28)

where:
AT is the total area of the TEG module.
w is the width of the TEG.
ℓ is the length of the TEG.

8. Determination of the power obtained from a TEG

The power generated by a TEG depends on the internal temperature in the
thermoelectric absorption plate, which is an essential parameter for determining the
thermoelectric energy generated. Therefore, using Eq. (18) for the considered
parameters, the load current can be expressed by Eq. (29):

IRL ¼
Nsα Tint,board � Tambð Þ

NsRi
NP

þ RL
(29)

Reordering Eq. (19) for the data parameters, the load voltage is finally deter-
mined by Eq. (30):

Vc ¼ RL
Nsα Tint,board � Tambð Þ

NsRi
NP

þ RL

" #

(30)

The maximum power of the thermoelectric generation given by Eq. (31) occurs
when the internal resistance Ri is equal to the load resistance RL:

PL,max ¼
NT α Tint,board � Tambð Þ½ �2

4 RL
(31)

9. Case study

In this case study, the steps used in the laboratory of CEESP-UFSM to determine
the production capacity of a small photovoltaic-thermoelectric cogeneration assem-
bly are shown. The temperature estimation used as input parameter the data of the
automatic meteorological station of the National Institute of Meteorology (INMET)
for the city of Santa Maria-RS, Brazil, in the period of January 17, 2018–January 23,
2018. The same methodological procedure of this case study can be used to any
other location by taking into account the historical temperature data of the place.

In the simulations performed for this section, the reference photovoltaic module
is the YL010P-17B 1/13 from the manufacturer YINGLI SOLAR with the character-
istics described in Table 5. As a prototype, the parameters of this TEGmodule using
the bismuth telluride thermoelectric element are listed in Table 6. From the data of
solar radiation, ambient temperature and wind speed, it was possible to estimate
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with Eq. (23) the temperature of the photovoltaic cell. The temperature of the
Tedlar® layer is given by Eq. (26) with the thermal flow directed to the thermo-
electric generator. With this, the load power generated by the thermoelectric mod-
ules is determined with Eq. (31) with the modules subjected to a positive
temperature gradient, i.e. the temperature of the Tedlar® layer is higher than the
ambient temperature.

The thermoelectric microgenerator used in this case study is composed of three
parts, absorption plate, thermoelectric modules and heat sink, as shown in Figure 5
considering the dimensions and the internal temperature of the photovoltaic plate.
A thin layer of thermal paste was used to improve the heat transfer between the
photovoltaic module and the constituent layers of the thermoelectric
microgenerator. The electrical connections of the thermoelectric microgenerator are
shown in Figure 6 where the thermoelectric modules are arranged in series in a
total of six modules which in turn are connected in parallel with the photovoltaic
module.

Figure 7 is the record of temperatures measured in the week between January
17, 2018, and January 23, 2018. The blue line data represents the temperature of the
photovoltaic cell, and the red line represents the ambient temperature. Notice that
there is a significant difference between the ambient temperature and the temper-
ature of the photovoltaic cell. With this, heat reduces the efficiency of the photo-
voltaic cells but has a reasonable potential for thermoelectric cogeneration. The
internal temperature of the absorption plate is the same as the hot surface of the

Description Values

Rated voltage 17.1 V

Rated current 0.59 A

Open circuit voltage 24.8 V

Short circuit current 0.65 A

Peak power 10 � 5% Wp

Conversion efficiency 11.1%

External module area 0.09 m2

Table 5.
Data of the photovoltaic modules, YL010P-17B 1/13.

Description Values

Maximum voltage 15.4 V

Maximum current 10.5 A

Internal resistance 1.24 Ω

Maximum temperature variation 67°C

Seebeck coefficient 0.02875 V/K

Thermoelectric junctions 127 pairs

Width, w 40 mm

Length, ℓ 40 mm

Thickness 3.9 mm

Table 6.
Parameters of the thermoelectric module.

314

Renewable Energy - Resources, Challenges and Applications



Figure 5.
Layer distribution of the PV-TEG system.

Figure 6.
General diagram of PV-TEG cogeneration.

Figure 7.
Temperatures of the photovoltaic cell and the environment.
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thermoelectric modules and is calculated by Eq. (27). The average temperature
estimated for the absorber plate is 0.0002°C which is lower than the temperature of
the Tedlar® layer given by Eq. (26).

The area of the heat-absorbing plate corresponds to 71.44% of the area of the
photovoltaic panel, which is 0.09 m2. Figure 8 shows the temperature variation in
the photovoltaic cell, the temperature of the absorber plate and the ambient tem-
perature. In this figure, the theoretical temperature of the absorber plate is slightly
less than the temperature of the photovoltaic cell and is also significantly higher
than the ambient temperature. The greater is the difference between these param-
eters, the greater is the thermoelectric generation as specified by Eq. (31). The most
important parameter for increasing thermoelectric generation is the temperature
difference between the hot side and the cold side of the module. The average
temperature difference between the TEG surfaces in the practical tests was 23.88°C
for the given period. This estimation considered that the heat sink temperature was
maintained at 5°C above room temperature.

Figure 9 is an estimate of the thermoelectric generation calculated for the period
from January 17, 2018, to January 23, 2018.

The total thermoelectric generation estimated with the data used in this section
is 96.86W for a 1-week period accounting for 71 hours of electricity generation. The
temperature variation between the absorber plate and the TEG ambient tempera-
ture was always positive. During this period, the estimated average of hourly energy
production in the TEG microgenerator was 1.37 Wh.

Figure 10 shows the theoretical electricity either in the photovoltaic module or
in the TEG module during the period considered in this section. Soon after, the
power of the thermoelectric generator was estimated using Eqs. (23)–(31). The total
theoretical energy generated in the photovoltaic module was 479 W, and the total
energy generated in the TEG module was 96.86 W.

It is important to mention at this point that both generation profiles shown in
Figure 10 have the same shape a part of their scales. This is due to the fact that there
is a proportional correlation between incident solar irradiance and the bottom surface
of the photovoltaic module where the TEGs are connected to the absorber plate.

Table 7 shows the theoretical electricity generated by the cogeneration system
described in this case study. This shows that after coupling the TEG module to the
photovoltaic panel, the total electric energy generated had an increase of 20.2%
when compared to the photovoltaic system without cogeneration.

Figure 8.
Temperatures of (a) PV-cell, (b) inner face of the absorption plate, and (c) ambient.
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10. Conclusion

This chapter analyses the use of thermoelectric generators in photovoltaic
cogeneration to exploit the residual thermal energy in a direct, renewable, viable,

Figure 10.
Energy generation profiles: (a) PV module with cogeneration, (b) TEG module, and (c) PV module without
cogeneration.

Electric power

PV module without cogeneration 388.14 W

PV module with cogeneration 479 W

TEG module 96.86 W

PV + TEG cogeneration 575.86 W

Table 7.
Total theoretical electric power along a week.

Figure 9.
Estimation of the TEG energy.
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efficient and sustainable way. It shows that the capture of the residual energy by the
Seebeck effect for cogeneration of electric energy can be useful and efficient in
several fields of human activities concerning its easy application, low weight,
reduced size and simplicity of operation.

A thermoelectric generator operates noninvasively, indirectly taking advantage
of the thermal energy of other systems where it is inserted without negative inter-
ference in the process. Another characteristic of the thermoelectric generators is
their modularity, which allows the expansion of cogeneration to match certain
output power or to change their way in association with other thermoelectric
modules.

Even if the thermoelectric generation is still limited to low temperature gradi-
ents (ΔT < 25°C), it can be seen that this technology will have benefits when
associated with photovoltaic systems. This is due to the increase of the heat transfer
from photovoltaic modules to the environment, at the same time, generating an
additional amount of electric energy in the TEG module without increasing any
further conversion area exposed to the sun.

The heat transfer technique used in the case study described in this chapter
shows that it is possible to exploit the residual thermal energy of a photovoltaic
module to improve its own performance. This has been suggested as a practical way
to improve thermoelectric cogeneration (Seebeck effect) with photovoltaic modules
(PV-TEG) and to increase energy efficiency of other associated hybrid systems.

The possibilities of thermoelectric-photovoltaic cogeneration are still greatly
reduced by the limitations imposed by their low temperature gradients and effi-
ciency. An improvement can be expected, for example, with a significant increase
in the number of interconnected thermoelectric modules. Another point is that
there is a limitation in the contact area between the thermocouples and the bottom
surface of the photovoltaic module. Of course, this would increase the assembly cost
and complexity of the generator, which could only be justified in particular cases
that would not allow any other alternatives.
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Chapter 16

Renewable Energy Application for
Solar Air Conditioning
Rubeena Kousar, Muzaffar Ali, Nadeem Ahmed Sheikh,
Faik Hamad and Muhammad Kamal Amjad

Abstract

This chapter presents an overview of various solar air conditioning technologies
such as solar PV, absorption, desiccant, and adsorption cooling systems. It includes
feasibility and comparative analysis of numerous standalone and hybrid configura-
tions of solar cooling systems, which were investigated in past. In addition, recent
developments in use of solar energy as a regeneration source to dehumidify desic-
cant wheel in different applications are also discussed. Details of system technolo-
gies and climate-based performance comparison in terms of various performance
factors, for example, COPth, Q latent, Q sensible, COPsolar, SF, PES, and Ƞcollector for

solar-assisted configurations are highlighted. It is observed that hybridization of solar solid

desiccant system results more efficient and cost-effective cooling system as latent and

sensible loads are treated independently, especially when regeneration process of desiccant

wheel is integrated with solar energy. This review will help to explore further improve-

ments in solar-assisted cooling systems.

Keywords: cooling technologies, solar air conditioning, hybrid desiccant,
solar collectors, separate load handling

1. Introduction

Earth has varying climates and environmental conditions depending upon the
location and the time of the year. Air conditioning is meant to change the environ-
mental conditions of a space by regulating its humidity, temperature, distribution,
and cleanliness [1]. Whereas there are many objectives of developing the heating,
ventilation, and air conditioning (HVAC) systems, the ultimate objective is to
provide human comfort against extreme weather conditions. Various studies in
literature report the fact that human performance is affected by extreme weather
conditions. For example, Gagge et al. [2] studied subjects at different temperature
ranges (12–48°C) and compared their physical response while concluding that the
environmental conditions had drastic effects on the performance of human beings.
Decreased performance could be resulted in humid and hot environments with
more chances of illness and other health problems. Thus, in extreme environments,
the need of efficient air conditioning becomes extremely important.

The air conditioning appliances have a fair amount of pollution effect as most of
these systems use energy that is generated using fossil fuels [3]. The demand of
electricity has an ever-increasing trend, as a result of which it has increased from
4661 MTOE in 1973 to 9384 MTOE in 2015 [4]. The availability of electricity as a
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source of energy has been strained due to ever increasing air conditioning demands.
It has been reported that energy consumption for space conditioning will be
increasing by up to 50% during next 15 years [5]. It is therefore the need of the time
to evaluate alternate and renewable energy resources in all sectors, especially in air
conditioning. Solar energy is one of the most efficient, clean, and affordable energy
alternatives available today, and its use for space cooling and heating has proved to
be feasible [6].

The utilization of renewable energy sources like solar energy is being given a
serious consideration to meet the power requirements of the air-conditioning sector
as energy demands drastic increase for air conditioning applications [7]. In addition,
solar energy is both eco-friendly and energy efficient technology [8], which has
motivated researchers toward development of hybrid air conditioning systems.

The air conditioning systems are classified into two main categories as shown in
Figure 1.The first one is known as closed sorption technologies including absorption
and adsorption systems, and second one is open sorption technologies including
desiccant system. They are further classified as solid desiccant and liquid desiccant
systems. However, these technologies are integrated with renewable energy sources
especially solar energy source.

The energy saving potentials of absorption systems are more as compared with
conventional systems for air conditioning and cooling applications [9]. These sys-
tems have main advantage of less moving parts [10]. To check the feasibility of
solar-assisted absorption system under different climates was investigated by
Baniyounes et al. [11], and results show that these systems have ability to save up to
80% when integrated with 50m2 solar collector’s area. Similarly, in another multi
climate application study highlighted by Martínez et al. [12] of solar-assisted
absorption system, it is shown that the system has ability to achieve 60–78% ther-
mal comfort. In another study of two-stage solar absorption system, a maximum of
1.4 COP was reported [13].

Moreover, to improve the system performance, solar-assisted absorption system
was coupled with fix speed and variable speed solar loop pump, and results showed
that 11% increment was observed with variable speed pump [14]. The results of
transient simulation-based parametric study of different configurations of solar-
assisted absorption system show that reduced size system configuration gives 43%
SF and 4.1 year payback period, which was found economically best among other
configurations [15]. In another study, parabolic trough collector-assisted absorption
system with a capacity of 16 kW was analyzed by simulations and experimentally.
The results show that system achieves COP in the range of 0.65–1.29 with solar
collector efficiency 26–35% and 82% PES when compared with conventional system
[16]. Similarly, direct air cooled LiBr-H20 system integrated with solar collector was

Figure 1.
Classification of thermal cooling technologies.
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study experimentally for cooling season reported that 0.6 COP was achieved at 12.8°
C temperature of chilled water [17].

The second type of closed sorption technique adsorption cooling systems is also
evaluated by different researchers as solar-assisted adsorption cooling system was
replaced by convention refrigeration system for the application of grain cooling and
storage [18]. In another simulation study of solar-assisted adsorption system saves
23% primary energy as compared to conventional and achieves average COP in the
range of 0.1–0.13 and provides 14-22oC chilled air temperature for domestic appli-
cation [19]. Whereas the drawback of adsorption system was highlighted in [20]
that these systems have complicated operating and maintenance mechanism with
high cost and less efficient when used for cumulative loads [21, 22].

To avoid environmental hazards of absorption systems, desiccant systems are
used as alternative for air conditioning purposes. Commercial conventional desic-
cant cooling systems are (1) liquid desiccant cooling system (LDCS) and (2) solid
desiccant cooling system (SDCS). The liquid desiccant evaporative cooling system
gives 68% of energy savings yearly compared to conventional system [23]. An
experimental study show that average primary energy ratio was 1.6 and 30% of
energy saving was achieved by liquid solar desiccant cooling system [24]. In another
similar experimental study, results show that COP of the desiccant system increased
about 54% over vapor compression system with reheat and achieved 33–60%
energy savings [25]. In an economic comparison of proposed and conventional
liquid desiccant system, results show that payback period of proposed system to
return initial cost was 7 years and 8 months [26]. Significant energy savings were
achieved in Hong Kong for three different commercial buildings where liquid
desiccant system was deployed to handle latent and sensible loads [27].

However, performance of DCS can be improved by utilizing low grade renew-
able energy sources for regeneration purposes. Collector efficiency has been
reported to increase further from 56% under hot and humid weather when desic-
cant system integrated with evacuated tube collectors was used [28]. PV panels
have also been used for solar energy collection, which minimized the environmental
pollution and maximized economic benefits [29].

Solar pond powered liquid desiccant evaporative cooling shows that indirect
evaporator cooler was more effective than direct evaporative cooler [30]. However,
the LDCS has disadvantages as crystallization risk and difficulty in design for small
applications. Desiccant moves with supply air that is harmful for users. For large
systems, cost of operating devices increased to handle large loads. To overcome
these demerits, solar-assisted LDCS replaces by solar-assisted SDCS as SD cooling
system has numerous advantages, for example, these systems are energy efficient,
environment friendly with no contribution to ozone layer depletion, reduce elec-
tricity demands in hot and humid conditions and provide dry, clean, and comfort-
able environment, can handle latent and sensible loads separately, and cost effective
as low grade energy can be used to remove moisture.

The SDCS has great potential to work efficiently in dry, humid, hot, and very
hot climates, saves energy consumption, and provides clean environment. In humid
climate, evaporative cooling has not been found efficient for greenhouses, poultries,
vegetable, and fruits stores as compared to conventional vapor compression and
vapor absorption systems [31]. Furthermore, studies show that solid desiccant
cooling system provides CFCs free clean air conditioning [32–34]. Another feature
of SDACS is that it can handle sensible and latent loads separately as compared to
conventional systems [35, 36] and provides improved indoor air quality by control-
ling temperature and humidity. Desiccant systems have been reported to handle
51.7% humidity load. Conventional systems need more fossil fuel energy to control
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humidity and temperature, which pollute the environment [35, 37, 38], whereas
desiccant system serves as an alternative to conventional systems for wet market
applications, and results show that 1–13% less CO2 emissions can also be achieved
by them [36]. In hot and humid climate, electric energy saving by desiccant system
was found to be 24% [39], and 46.5% energy savings were achieved as compared to
conventional systems [40]. It was predicted that desiccant system can efficiently
use low grade renewable energy and increase COP as compared to conventional
systems [35]. Furthermore, 50–120% increase has been reported in COP by utilizing
solar energy, and reduced gas usage has also been achieved [41, 42]. Many experi-
mental and simulation-based studies were carried out to make developments in
standalone and hybrid desiccant air conditioning systems [43] as this technology
development was started in 1979 by Shelpuk and Hooker [33], and its applications
are expanding widely due to more efficient as compared with conventional
systems [44].

2. Solar-assisted solid desiccant air conditioning

SASDAC system has four main components (1) desiccant dehumidifier, (2)
sensible heat exchanger, (3) cooling unit, and (4) solar regeneration heat source.
Main component of solid desiccant system basic working principle is elaborated
below and pictorially presented in Figure 2. During process at stage (1–2) hot and
humid air from outside enters in system and passed through desiccant wheel and
becomes hot and dry as desiccant wheel absorbs moisture. This hot and dry air
passes through heat recovery wheel (2–3) where heat exchange between return and
primary air takes place. Then this air passes through humidifier at stage (3–5)
moisture added to obtain desired cooling effect and enters in conditioned space. At
stage (6–7), air returns from room and passed through humidifier where moisture
added to reduce temperature. This moist air passes through heat recovery wheel at
stage (7–8) and becomes hot. This hot air passes through heating coils at stage
(8–10) and desiccant material regenerated by increasing the temperature using
solar energy.

Figure 2.
Working principle of solar-assisted solid desiccant cooling system [20].
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2.1 Classification of solar-assisted hybrid desiccant cooling system

The SAHSDCS is combined ability of air-conditioning system and cooling unit to
remove latent and sensible loads separately by desiccant dehumidification process
and cooling unit, respectively, while regeneration of solid desiccant is achieved by
solar energy [45]. In other words, driving force for the process is water vapor
pressure; moisture is transferred to the desiccant material from air when it is higher
than on the desiccant surface, till an equilibrium is achieved. On the other side,
desiccant material is regenerated by heating, and water vapor pressure increases on
the surface of DW. When low vapor pressure air comes in contact, DW due to
pressure gradient moisture transfers to the air, and desiccant material is
regenerated.

The main classification of the hybrid solar-assisted solid desiccant cooling sys-
tem is based on the cooling units used to reduce the temperature of dehumidified air
and removes moisture to achieve comfort conditions. Figure 3 presents a proposed
classification for solar-assisted hybrid solid desiccant cooling system. Hybridization
of SASDCS can be done with various conventional cooling technologies, which are
DEC, VC, VA, and innovative modern evaporator cooler called Maisotsenko cycle
(M-cycle).

Figure 3.
Classification of solar-assisted hybrid desiccant cooling system.
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2.2 Desiccant materials

Desiccant materials can be defined as materials that can adsorb water vapor
from moist air and regenerated at low temperature [46]. Classification of desiccant
materials is found in the literature as solid or liquid desiccant, natural or artificial
desiccant, composite and polymer desiccant, bio or rock-based desiccant. Figure 4
presents the classification of desiccant materials used in solid desiccant systems.

Silica gel is a granular or beaded form with amorphous microporous structure
[47]. Large amount of water vapors can be adsorbed by desiccant material and can
also be desorbed at low regeneration temperature. Similarly, composite desiccants
are developed from synthetic zeolite and silica gel to achieve high dehumidification
under different climatic conditions [43].

Studies have also shown that composite desiccants can give better results as
compared to conventional silica gel, for example, [35]. Synthetic zeolite is suitable
for different applications where dehumidification is required due to strong ability to
adsorb moisture contents [48]. Water sorption analysis of clinoptilolite shows that
less dehumidification capability is compared to silica gel and alumina [49]. Acti-
vated alumina has shown satisfactory results when used for desiccant dehumidifi-
cation [50]. Furthermore, use of liquid desiccants, for example, lithium chloride,
lithium bromide, and calcium chloride results in good COP of desiccant air condi-
tioning because it regenerates at lower temperature [51]. Higher performance found
at high humidity and low regeneration temperature [52].

As compared to silica gel, dry coconut performs better at low regeneration
temperature [53]. Another naturally available porous adsorbent material is clay.
The performance of this type of desiccant materials depends on their source and
activation type. It was found that when bentonite clay was chemically treated
with hygroscopic materials, their water vapor adsorption capacity increased
by 20% [54].

Figure 4.
Classification of desiccant materials.
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2.3 Solid desiccant cooling cycles

Pennington [55] patented the earliest desiccant cooling mechanism in 1955. Since
then many researchers have investigated the area. A desiccant can absorb water
from its surrounding environment. The solid desiccant adsorbs moisture from air.
Jain et al. [45] have classified the solid desiccant cooling cycles as shown in Figure 5.

Pingeton cycle is known as ventilation cycle in which air exhausted at the end of
regeneration process and fresh air intake for further process. When building
exhaust cannot be incorporated for coprocessing, a modified ventilation cycle also
proposed but the drawback of this cycle is low cooling capacity and COP than
standard cycle due to high temperature and humidity ratio. To increase the cooling
capacity of the system, recirculation cycle was developed in which return air reused
in process side and fresh air used for regeneration side but its COP not more than
0.8, the drawback of this cycle is lack of fresh air in conditioned space. Another
cycle was developed by integrating an additional heat exchanger to take advantages
of both ventilation and recirculation cycles named Dunkel cycle.

3. Hybridization of solar-assisted solid desiccant cooling system

This section presents recent research trends and literature review of SAHSDS.
The major hybridization options for SADCS are already mentioned in Section 3.1.

Many research studies have shown that hybridization increases COP of SASDCS.
An experimental investigation of SASDCS shows that COP of the system was
increased due to solar energy utilization between 50 and 120% [41]. In another simu-
lation study, the electrical COP of the systemwas found to be in the range of 1.22–4.07,
and to regenerate desiccant, temperature rangewas 50–70°C,while at constant airflow
rate, COP was found to be 3.2 [56]. Moisture control is an important aspect of the
HVAC system. A two-stage air dehumidification system studied shows that this sys-
tem has ability to removemoisture from incoming air by 8–10 g water per kg of dry air
in tropical climate, and thermal COP of system was found to be 0.6 [57]. Similarly, in
study of another two-stage SDACS COP was found 0.97 [58]. It was found that self-
cooled solid desiccant coated heat exchanger system has higher thermal COP [59].

Use of solar energy reduced the 21% natural gas usage yearly, and experimental
results showed that 35% of total cooling load was handled by solar energy [42].
Another simulation-based study reported that dehumidification decreased the
latent load and provided humidity level for human comfort but increased the
sensible load. It has also been observed that PV panels could easily meet the
requirement of energy demand but they were unable to fulfill the air-conditioning

Figure 5.
Classification of desiccant cooling cycle.
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demand [60]. For cooling and hot water production, it was reported that by using
minimum backup electric energy, hybrid system performed better as SDCS reduced
both the temperature and the moisture content of the incoming air using solar
energy [61].

Bader et al. [62] presented their study for 17 cities in different regions of world
and gave recommendations for the configurations and the design of solar desiccant
system for different international regions. Impact of collectors on air conditioning
system has also been studied. Evacuated tube collector was used to utilize 44% of
solar energy, which achieved below 18% moisture content in 2 days [63]. Another
study reported that solar air collector’s efficiency was 50% when flat plate collector
was used in Germany and Spain, whereas two-stage desiccant system provided 88%
dehumidification efficiency in China [64].

System comparisons have been carried out alongwith financial analysis to assess the
feasibility to show that SDACS performs more effectively than conventional systems
with payback periods 4.7 years in Berlin and 7.2 years in Shanghai [65]. In experimental
study, it was found that highest COP and exergy efficiency were achieved for Dunkel
configuration in ventilation mode as 0.6 and 35%, respectively, while the Uckan and
Dunkel configurations consumed 50% lower electrical energy [67].

3.1 Solar-assisted hybrid solid desiccant-based direct evaporator cooling
system (SAHSD-EVC)

In SAHSD-EVC system, air passes through desiccant wheel where moisture is
absorbed by desiccant material due to pressure difference, and temperature rises at
the exit. This hot and dehumidified air then flows through heat recovery wheel and
then DEC/IEC to cool the air at desired conditions for space. In regeneration side,
return air flows through evaporator cooler, heat recovery wheel and then heating
coil where temperature of air increases by using solar water heating system. This
hot air passes through desiccant wheel and regenerates the desiccant material. A
schematic diagram of such system is presented in Figure 6.

Literature reports various studies of these systems. Simulation results show that
SAHDC-EVC for pre-cooling post-cooling of air achieved higher COP and payback
period of about 14 years by economic assessment [68]. In other study, it was found
that hybrid system provided comfort conditions in different climate zones and
achieved highest and lowest COP values 1.03 and 0.15, respectively [69]. It has also
been reported through simulation study that the cooling capacity of the system is
increased by 40–60%, and energy consumption is reduced by 20–30% [70]. To
achieve comfort conditions, SAHSD-EVC without thermal back up was analyzed
for different cities of Australia, and it was found that ventilation cooling cycle-
based desiccant system is not suitable for tropical climates [71]. SAHSD-EVC with
active heat pump cooling and dehumidification can be achieved simultaneously by
pre-heating regeneration air [72]. Full year performance with SAHSD-EVC was
investigated under different climates, and primary energy savings were found up to
50% in south Europe and hot climatic conditions whereas in Frankfurt it was about
66% [73]. Furthermore, comparison between numerical and experimental results of
SAHSD-EVC showed the latent load for 51.7% can be totally handled by the two-
stage desiccant cooling unit [37]. Similarly, another SAHSD-EVC achieved a 0.7
COP with 22% of solar fraction during the cooling season, and COP can be increased
by increasing collectors’ area [74].

Seasonal analysis has predicted that 60% humidity load was efficiently handled by
hybrid system and 70% of total cooling, and 40% heating load was handled by solar-
assisted two-stage desiccant cooling system [75]. It has also been reported that air
inlet velocity in regeneration side has strong effect on optimal rotational speed in case
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of one rotor six-stage solar desiccant cooling system [76]. Experimental investigation
of SAHSD-EVC has revealed that thermal COP is strongly affected by optimal cycle
time. System used 100% fresh air for mild conditions, and for high humidity, it was
proposed to use primary return air with fresh to attain satisfactory supply air condi-
tion [77]. It was found that the energy performance of SAHSD-EVC system was more
sensitive to outdoor humidity ratio as higher humidity ratio decreases the COP [78].
To investigate SAHSD-EVC by selecting optimum hot water and supply air condi-
tions, system provides supply air 5.15 g/kg humidity ratio with supply air 28.3°C
temperature and 1.78 COP [79].

3.2 Solar-assisted hybrid solid desiccant-based vapor compression cooling
system (SAHSD-VC)

SAHSD-VC cooling system handles latent and sensible loads separately as desic-
cant wheel works to dehumidification of process air while vapor compression unit
performs cooling operation as shown in Figure 7. In process side, ventilated or
recirculated air first passes through desiccant wheel where moisture is absorbed due
to pressure difference and dehumidifies the air. During this dehumidification pro-
cess, temperature increases. This hot air passes through the heat recovery wheel
where it is cooled and then passes through vapor compression unit to attain desired
cooling and comfort conditions for selected space. In regeneration side sensibly,
heated air from conditioned space passes through heat recovery wheel where it
cools the air in process side, and temperature of the air rises at exit of heat wheel,
but humidity remains constant. This hot air passes through heating coils of solar
water heating system, which utilizes solar energy to elevate the temperature of
water and transfers heat to regeneration air, and as result of it, desiccant material
regenerated, so hot and humid air available at exit of desiccant dehumidifier.

In simulation-based study, it was found test control strategy for cooling season
and compared with compression system that SAHSD-VC saves 40% energy in
French climate [80]. Furthermore, another study results show that under Beijing,
Shanghai, and Hong Kong, weather proposed system can remove 57, 69, and 55%
moisture and reduce 32, 34, and 22% electric power. However, hybrid system is
found feasible for humid, temperate, and extreme humid weather conditions.

Figure 6.
Solar-assisted hybrid solid desiccant-based direct evaporator cooling system.
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In simulation-based study, it was found that SAHSD-VC operates under the condi-
tion with higher evaporation and condensation temperature to achieve COP of
about 5.7 and adjustable MRC [81].

Another experimental study found that SAHSD-VC system performance
increased as compared to VCS [82]. Similarly, in another study, SAHSD-VC is
capable to handle high latent load and has energy saving potential than conventional
system by 49.5% in the Chinese restaurant and 13.3% in the wet market [83]. In
another study of two-hybrid cooling systems which were regenerated by solar and
electric energy shows that solar SAHSD-VC saves more energy in humid climates
than conventional vapor compression system [84]. It was reported in another study
of SAHSD-VC that electric COP during summer operation was 2.4 and heat rejected
by the chiller used for preheating airflow in regeneration side can reduce the
collector area by about 30% [85]. Another experimental study conducted to exam-
ine the SAHSD-VC, 18% energy savings with 0.83 COP and 48% desiccant effi-
ciency were achieved [86]. Similarly, experimental study shows that SAHSD-VC
saves 46.5% energy than conventional system [39]. In experimental investigation of
SAHSD-VC shows that process air humidity 61.7% reduces in hot and humid
climates, and by varying the ambient conditions, results indicate that system
performance is very sensitive to ambient conditions [87].

To predict the performance of rotary solid desiccant dehumidifier in SAHSD-VC
using ANN shows that maximum percentage difference between the ANN predic-
tions and the experimental values was found to be 7.27% for latent load handling and
3.22% for dehumidification effectiveness [88]. In another study, it was found that
SAHSD-VC provides cold and dry supply air of 26°C, 8.9 g/kg and the corresponding
COP reaches to 7.0 in summer, whereas in winter, supply air from the system is 26.6°
C, 14.1 g/kg and the COP reaches up to 6.3 [89]. In another study, author reported
that SAHSD-VC with solar panels having total collecting area of 102 m2 provides 77%
of required regeneration heat to operate the system [90]. Similarly, SAHSD-VC using
PV panels and PVT as power source, power consumption was 19.9 and 10.4%
respectively. While in recirculation mode, 61.4 and 57.9% for ventilation and
recirculation mode, respectively, less power as compared to reference system [91].
Furthermore, hybrid systemwas optimized by varying the temperature and humidity
of the process air. Due to higher evaporation temperature, 75% share segment of the

Figure 7.
Solar-assisted hybrid solid desiccant-based vapor compression cooling system.
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evaporator remains dry, therefore the consumption of electricity is reduced. The
system required 37.5% lower energy as compared to standalone VCS [92]. In another
SAHSD-VC study, capacity of VCS is reduced from 23 to 15 kW at the full demand,
and the sensible capacity of the system is also improved from 0.47 to 0.73 with
payback period is 5 years, and total savings for 20 years life cycle is 4295.19 USD [93].
In experimental comparison of VCS and SAHSD-VC by different operating parame-
ters shows that at room temperature 26.7–10°C, the most suitable rotor speed is 40–
50 rph, and moisture extraction ability of SAHSD-VC was improved by 17.6–27.1% as
compared to the VCS [94].

3.3 Solar-assisted hybrid solid desiccant-based vapor absorption cooling
system (SAHSD-VA)

SAHSD-VA cooling system as shown in Figure 8 is designed to handle the latent
load by desiccant and sensible cooling load by absorption, and the results show that
proposed system feasible for high cooling demands with 36.5% lower energy con-
sumption and reduces carbon emissions [95]. In an investigation of a SAHSD-VA
shows that SAHSD-VA is environmental friendly and suitable for handling high
latent loads. In comparison with other cooling technologies, SAHSD-VA with micro-
generators reduces 34% emissions [96]. To improve the performance of solar-assisted
absorption system by three integration strategies of components, they found that
proposed strategies have less primary energy consumption and up to 50.6 and 25.5%
year round energy savings than VCS and basic VA system, respectively [97]. In detail,
a SAHSD-VA using six different configurations was investigated, and the results
show that SAHSD-VA consumes 57.9% less power than SDCS [91].

3.4 Solar-assisted hybrid solid desiccant-based M-cycle cooling system
(SAHSD-M)

SAHSD-M cycle cooling system has been schematically presented in Figure 9.
The process side air flows through desiccant wheel where moisture is absorbed and
its temperature increases. Hot and dry air then passes through heat exchanger and

Figure 8.
Solar-assisted hybrid solid desiccant-based vapor absorption cooling system.
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M-cycle where air is divided in parts. Working air flows in wet channels, whereas
product air travels through dry channels and gets moisturized, and sensible heat
transfer takes place. As a result, this air becomes warm and saturated and discharges
to atmosphere while remaining part of air moves in dry channels and cooled below
the wet bulb temperature and delivered to conditioned space. In regeneration side,
air passes through heat wheel and then through solar heating system and becomes
hot and moves to desiccant wheel where desiccant material is regenerated.

The SAHSD-M is suitable for hot and dry climate and less suitable for hot and
humid climate of Guangzhou and Shanghai [98]. To analyze proposed SAHSD-M, at
low regeneration temperature 50–60°C, SAHSD-M provides comfort conditions for
moderate climate [99]. Similarly in another numerical study, SAHSD-M with cross
flow Maisotsenko cycle heat and mass exchanger was compared with a conventional
system, and it was found that SAHSD-M system performance was in comfort zone
in typical moderate climate conditions [100]. Furthermore, two-stage SAHSD-M
for hot and humid climate and transient analysis show that system average COP was
0.46 [101]. Another study of SAHSD-M was designed to assess the solar energy
utilization for two different configurations in humid climate. Average COP for two
configurations is 0.2495 and 0.2713 and with solar shares 32.2 and 36.5%, respec-
tively [102]. A numerical study of the different arrangements of the SAHSD-M
under different inlet air conditions was carried out, and then based on results
modified, the third configuration that provides thermal comfort regardless of the
outdoor conditions [103]. Similarly, a hybrid system was compared with DAC
under different operating parameters. It was found that Maisotsenko evaporative
coolers are 16% more efficient than indirect evaporative coolers, and hybrid system
has 62.96% higher value of COP than DAC [104].

4. Analysis and discussion

As noticeable from the data presented in Section 3, SASDAC systems are an
important research area which is highly published, and efforts are still being made
to attain good solutions to utilize freely available solar energy to develop systems
which can perform efficiently in different climatic zones.

Figure 9.
Solar-assisted hybrid solid desiccant-based M-cycle cooling system.
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4.1 Performance-based studies on SAHSDCS

Table 1 presents performance-based studies conducted in past by different
researchers to highlight different SAHSDCS in terms of COP, cooling capacity,
energy savings, moisture removal, etc.

References Research

type

Climate Desiccant

wheel

System

description

Findings

[71] Experimental,
simulation

Hot Two stage D + EV Ventilation cooling cycle is not
suitable for tropical climates

[77] Experimental Hot and
humid

Single
stage

D + EV COP increases

[105] Simulation Humid Single
stage

D + EV Energy saving high moisture
removal

[106] Experimental Hot and
humid

Single
stage

D + EV The COP was found 0.46 with a
CC of 353.8 W

[78] Experimental,
simulation

Tropical
climate

Single
stage

D + EV Comparative difference of
experimental and simulation
results varies from 0.2 to 3%,
and the humidity ratio varies
from 9 to 14%

[79] Experimental — Single
stage

D + EV System supply air at 28.3°C,
5.15 g/kg with 1.78 COP

[73] Simulation Multiple
climates

Single
stage

D + EV Save 50% primary energy

[74] Simulation Subtropical Single
stage

D + EV Achieved 0.7 COP with 22% of
solar fraction

[107] Simulation Multi
climates

Single
stage

D + EV The maximum system COP is 7

[86] Experimental,
simulation

Hot and
humid

Single
stage

D + VC 18% energy savings with a COP
of 0.83 and 48% efficiency

[108] Experimental Multi
climate

Two stage D + VC 35.7% of the CC provided by the
SAHSD-VC

[84] Numerical Hot and
humid, hot
and dry

— D + VC SAHSD-VC saved more energy
than VCS

[90] Experimental South
European

— D + VC Innovative system is still very
efficient as its PER is twice as
high as the one of the considered
reference systems

[100] Numerical Two stage D + M Higher temperature
effectiveness than the
traditional solution

[102] Experimental Humid Two stage D + M COP for two configurations are
0.2495 and 0.2713, and solar
shares are 32.2 and 36.5%,
respectively

[103] Simulation,
modeling

Moderate
climate

Single
stage

D + M Provide comfort conditions and
desiccant wheel regenerated at
low temperature

Table 1.
Performance-based studies on SAHSDCS.
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Table 2 presents performance of SDEC system that was compared with con-
ventional VAV system for office building for different climates. Solar collector
area was taken 760m2, 3 kg/s volume flow rate, and 3.5m3 storage tank volume.
A simulation model of the building is developed using Energy Plus software. Simu-
lation results show that if economic factors are considered, the application of the
SDEC technology would be more beneficial in Aw climate zone applications with an
annual energy savings of 557 GJ and CO2 emission reduction of 121 tones. The
maximum system COP is 7. For Cfb climate, the SDEC system is not as energy

Kӧppen climate classification Average COP summer Average COP winter

Csa (subtropical) >2 ≈0

Cfa (semiarid) 2.6 0.55

Aw (Tropical wet) 7 2

Cfb (oceanic climate) >2 ≈0

Table 2.
Performance comparison of SADCS for different climates [107].

References Working

fluid

Research

type

Climate System

description

Findings

[80] Silica gel Experimental,
simulation

Hot and
humid

D + EV Saves 40% energy for French
climate.

[61] Silica gel,
titanium
dioxide

Numerical,
experimental

Multiple
climates

D + EV Titanium dioxide is more
efficient than silica gel

[109] Lithium
chloride

Modeling,
experimental

D + EV A comparison of experimental
and simulation results shows
good compliance for wheel
operation after adjusting
relevant model parameters

[67] — Simulation Hot and
humid

D + EV Dunckle cooling cycle has higher
COP

[37] — Simulation Hot and
humid

D + EV 51.7% latent load totally handled
by hybrid system, 49% solar
energy used for heating

[83] Silica gel Experimental Hot and
humid

D + VC Save energy consumption by
49.5% in the Chinese restaurant
and 13.3% in the wet market

[39] Silica gel Numerical,
experimental

Hot and
humid

D + VC 20% energy consumption
reduces at high humidity

[85] Silica gel Experimental Humid D + VC Primary energy savings 50%
achieved

[88] Synthesized
metal
silicate

Simulation,
experimental

Hot and
humid

D + VC Hybrid system saves primary
energy

[110] Silica gel Experimental Hot D + AB 47.3% primary energy
consumption lower than
conventional

Table 3.
Comparison-based studies on SAHDAC.
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efficient as the conventional VAV system. SDEC system is technically and environ-
mentally more feasible for high cooling demand in hot and humid climates.

4.2 Comparison-based studies on SAHDAC

Literature survey shows that SAHDAC system performs efficiently as compared
to conventional systems as listed in Table 3 in different climatic conditions.

Table 4 presents a feasibility study of three different solar-assisted cooling
technologies including SDEC system, SDCC system, and SAC system that was
carried by [111]. These systems then compared to conventional VCS. Performance
of each system was measured in terms of SF, COP, PBP, and annual energy savings.
It was found that SDEC performs efficiently in hot and humid climate as it is most
economical and environment friendly.

Different configurations of DEC based on operating cycle were investigated by
Ali et al. [112] in different Kӧppen climate zones, and results show that perfor-
mance of ventilated cycle is more suitable in BWh(arid) and Cfa (semiarid), while
ventilated Dunkel cycle for Dfb (temperate), Cwa (dry summer), and Csa (sub-
tropical) are weather conditions as shown in Table 5.

4.3 Economic and optimization-based studies

To evaluate the economic and optimal SAHSDCS, many researchers work in this
area and find payback period of solar thermal source as well as cooling and dehu-
midification system, and also parametric analysis was performed to find optimal
system for different climates and applications as shown in Table 6.

4.4 Effect of solar collector on SAHDCS

Table 7 presents summary of performance of solar collectors used in SAHSDC.
It is based on the previous research work carried out in various climates in the world
by researchers. The efficient utilization of solar energy for system performance is
very encouraging to use solar energy.

Kӧppen climate classification SF COP Annual energy

savings (GJ)

SDEC SDCC SAC SDEC SDCC SAC SDEC SDCC SAC

Csa (subtropical) 0.68 0.45 0.6 2.9 1.9 2.9 196.88 34.14 211.22

Cfa (semiarid) 0.79 0.62 0.7 8.8 2.98 3.4 349.77 25.51 261.5

Cfb (oceanic climate) 0.55 0.4 0.43 2.1 1.8 1.9 141.52 11.75 158.03

Aw (Tropical wet) 0.81 0.6 0.68 25.5 6.2 3.6 855.88 384.34 277.64

Table 4.
Comparison of cooling technologies in different climates [111].

Configuration Climate zones with Kӧppen climate classification

(Dfb) (Cwa) (Csa) (BWh) (Cfa)

Ventilation 0.19 0.76 0.65 2.46 3.03

Ventilated Dunkel 0.4 0.89 1.01 1.66 1.75

Table 5.
Operating cycle-based performance of DEC in different climate zones.
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4.5 Applications of solar-assisted solid desiccant system

Fast technical developments in HVAC systems during last few years have pro-
duced severed environmental problems as these systems contribute to human com-
fort with harmful effects on environment through ozone depletion and global

References Research

type

Climate System

description

Findings

[68] Experimental,
simulation

Hot and humid D + EV Payback period of solar collector 14 years
and system 1 and 1.5 years, uncertainty
in the COP was 11.76%

[113] Numerical,
experimental

Hot and humid D + EV 4.86 years for the energy cost 0.45
LE/kW h

[101] Experimental Hot and humid D + M System average COP was found 0.46

[114] Experimental Hot and humid D + EV 21–22°C temperature can be achieved
with standalone optimized system

[75] Numerical,
experimental

Hot and humid D + EV 60% of the humidity load can be handled
by desiccant system and 40% of the
heating load can be handled by collectors

[72] Simulation Hot and humid D + EV Hybrid system saves 45.5 MWh

[76] Numerical — D + EV Velocity of regeneration side air affects
the moisture removal ability

Table 6.
Economic and optimization-based studies of SAHSDCS with findings.

Ref Year Collector

type

Collector

area

Outcomes

[68] 2009 FPC 12m2 Payback period of solar collector 14 years

[80] 2008 FPC 100 m2 40% energy saving for French climate

[75] 2014 ETC 15 m2 Collectors contribute to handle 40% load

[61] 2012 FPC 12, 14 m2 Collector efficiency varies 50–70% for different locations

[106] 2016 ETC 14 m2 64.3°C attained by solar collectors for regeneration

[73] 2012 FPC 285 m2 Saves 60.5% primary energy

[37] 2013 ETC 92.4 m2 49% of total heating load handled by solar collectors

[74] 2012 FPC 10 m2 22% solar fraction during cooling season

[86] 2013 FPC 10 m2 Coefficient of performance of 0.83

[108] 2011 FPC 90 m2 Average efficiency of solar heating subsystem 0.32

[85] 2012 FPC 22.5 m2 Summer and winter collector efficiency 38 and 30%,
respectively

[90] 2018 FPC 102 m2 Primary energy ratio improved

[110] 2010 ETC 100 m2 High solar thermal gain in cooling season

[66] 2016 ETC 100 m2 SF for Abu-Dhabi lower than Riyadh

[102] 2016 PV/T 681, 656 m2 Solar shares are 32.2 and 36.5% for proposed
configurations

Table 7.
Performance of solar collectors used in SAHSDCS.
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warming. So, some serious efforts put to develop ecofriendly and economic systems
for different applications, and solar-assisted hybrid solid desiccant systems were
found feasible where cooling and dehumidification required. Table 8 shows the
potential applications of SASDAC systems in different areas like commercial,
domestic, and industry.

5. Conclusion

Performance of air conditioning systems can be enhanced by hybridization in terms
of coefficient of performance, cooling capacity, and solar fraction as well as economi-
cally more feasible specially when integrated with renewable energy resources such as
solar energy for regeneration purposes which cut down the peak electricity energy
demand in hot and humid weather as compared to conventional systems.

As dehumidification in desiccant wheel results conversion of latent loads to
sensible load and to remove this sensible load evaporator coolers are used to meet
required cooling comfort conditions in hot and humid climates. When solar energy
used as regeneration source of desiccant, it reduces the electricity cost, and these
systems are environment friendly.

Hybridization of conventional vapor compression with solar-assisted solid des-
iccant results reduction in cost and improves the performance of system under
various climatic conditions having high humidity and becomes environment
friendly when freely available cheap solar energy uses to regenerate the desiccant
wheel and auxiliary thermal energy requirement decreases.

Hybridization of solar-assisted solid desiccant with vapor absorption system
results in reduction in source temperature as conventional vapor absorption system
required high source temperature and system performance improved, and it
became suitable for hot and humid climates.

Hybridization of solar-assisted solid desiccant system with Maisotsenko cooler
results no moisture addition in process air, so more comfort conditions achieved
easily as compared to simple evaporator cooler and solar-assisted solid desiccant-
integrated Maisotsenko cooling systems are sensitive to environment, airflow rate,
and rotational speed of desiccant wheel than humidity ratio change.

For right selection of solar-assisted hybrid cooling system in any climate, dry
bulb temperature, relative humidity, and availability of solar energy are very
important factors that should be considered.

Acknowledgements

Authors are thankful to their parent institutions for providing the support for
the research.

Applications References

Commercial [42, 56, 58, 64, 65, 95–98, 101, 107, 108, 115, 116]

Residential, office, hospital buildings [73, 89, 91, 94, 105, 117, 118]

Automobile, marine, and museum air conditioning [119–123]

Storing food and fiber drying [44, 63]

Hot water production [115, 124]

Table 8.
Applications of SASDCS.
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Abbreviations

AHU air handling unit
ANN artificial neural network
CFC chloro fluoro carbon
COP coefficient of performance
D desiccant
D + AB desiccant absorption
D + EV desiccant evaporative
D + M desiccant Maisotsenko
D + VC desiccant vapor compression
DAC desiccant air conditioning
DEC direct evaporator cooler
DINC direct/indirect
ETC evacuated tube collector
FPC flat plate collector
GJ giga joules
HD hybrid desiccant
kW kilo watt
m/s meter/sec
MRR moisture removal rate
MRC moisture removal capacity
MWh mega-watt hour
PBP payback period
PES primary energy saving
PV photovoltaic
rph revolution per hour
SAC solar air conditioning
SAHSDCS solar-assisted hybrid solid desiccant cooling system
SASDCS solar-assisted solid desiccant cooling system
SCOP system coefficient of performance
SDACS solid desiccant air conditioning system
SDCC solar desiccant compression cooling
SDEC solar desiccant evaporative cooling
SF solar fraction
USD united states dollar
VAC vapor absorption cooling
VAV variable air volume
VCS vapor compression system
W watts
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Chapter 17

Thermal and Hydraulic Analysis of
Transfer Medium Motion Regime
in Flat Plate Solar Collector
Yedilkhan Amirgaliyev, Murat Kunelbayev,
Kalizhanova Aliya, Ainur Kozbakova,
Omirlan Auelbekov and Nazbek Katayev

Abstract

In the research herein, we have considered the thermal and hydraulic analysis of
transfer media motion mode in the flat solar collector. We have substantiated the
thermal and hydraulic parameters of the flat plate solar collector. Heat absorbing
flat solar collector tubes hydraulic analysis has shown, that using the heat transfer
standard size there might be located the pipeline, the length of which 2.5 times more
than of the collector’s body, sufficiently increasing at that insolation time on the
transfer media.

Keywords: flat plate solar collector, heat, hydraulics, transfer media

1. Introduction

Flat plate solar collector is a type of the heat exchanger, in which the liquid
absorbs the energy from the solid surface, exposed to the solar radiation. Dependent
on the potentially reached temperature, those equipment types might be classified
according to the following parameters: low temperature, average temperature and
high temperature. In the work herein we concentrate at low temperature solar
collectors, where the maximum temperature, reached by the working liquid, lower,
than 100°C. Those types devices thermal characteristic is based on defining the
collector’s performance and heat losses for the environment. Growing interest in
cutting the capital cost of the systems thereof is focused at raising the thermal
efficiency at the expense of optimizing the usage of materials for collectors’ con-
struction [1].

The work [2, 3] considers industrial applying the solar heating systems which
needs considerable amount of hot water. In the research there has been investigated
the usage of the solar collector sets, located sequentially, and the system has been
experimentally tested to check its adequacy for providing the demanded thermal
loading. The work [4] has studied the energy efficiency of independent and cen-
tralized heating systems accounting the solar plants integration; specified the
energy specific consumption, additional power consumption, which reduces the
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buildings energy performance. The work [4] has investigated the large-scale solar
collector plant for using in hostels, pools, restaurants and production enterprises.
The work has been focused at the assessing the performance, without accounting
actual collectors’ design and consumption capacity. The work [5] presents the
integration of renewable power sources for a big meat company. There considered
the renewable energy sources: solar power, biomass, some types of wastes and
geothermal energy sources. Work [6] has studied the solar energy thermal integra-
tion in the process of fish canning applying the combined analysis and exergy
analysis.

Pressure drop in water pipeline networks construction for energy distribution
has been considered in [7], when there has been revealed, that the considerable
energy saving might be reached using the pressure fall through the pressure man-
agement strategy in the network in the serial-parallel hydraulic circuit. The work
[8] presents some solar water heating construction aspects, appropriate for big and
regular demands to the hot water in hospitals and dormitories. There have been
experimentally analyzed different schemes of the solar collectors switching ways,
such as cascade, series, parallel and true parallel. Proceeding from the outcomes
thereof the system with big number of solar collectors shows the maximum effi-
ciency and economic feasibility. In the work [9] there has been conducted the
economic assessment of industrial solar thermal plants in Greece. Also, we have
considered the mathematical model of separate constructions and operation mode
of thermosyphon circulation double circuit solar collector. Proceeding from the
analysis results we have managed to optimize individual structural elements, as
well, predicted the thermal regime and alternative solutions selection for designing
the flat solar collectors and their operation regime selection [10]. In [11], the
thermohydraulic performance parameter was calculated, which was used and
presented to find a useful increase in thermal energy taking into account the equiv-
alent thermal energy necessary for the production of working energy, as well as
hydraulic losses as a result of expanded surfaces on the plate of the solar collector
absorber were calculated. In [12], the influence of the shape of the absorber on the
heat-hydraulic characteristics of the collector was studied for three general models
with air flow. In [13], the experimental characteristics of the hydro-hydraulic
parameters of compacted-bed solar air heaters were investigated. The parameter of
thermohydraulic characteristics, called the “effective efficiency,” was calculated,
which was used to find a useful increase in thermal energy, taking into account the
equivalent thermal energy. During the experimental work, it was observed that the
thermo-hydraulic efficiency decreases with increasing values of the ratio of the
layer depth to the size of the element and the porosity of the layer, but it increases
with increasing mass air flow, reaches a maximum and subsequently decreases with
a further increase in mass flow. In [14], optimization of thermohydraulic charac-
teristics in tripartite artificially roughened solar air heaters was solved. The optimal
thermo-hydraulic characteristics of such a solar air heater are both quantitatively
and qualitatively better than that of single-sided rough solar air heaters. In [15], the
thermohydraulic characteristics of a forced convection solar air heater using the
surface of a fin absorber were investigated. The parameters of energy efficiency are
experimentally calculated, such as absorbed thermal energy, thermal efficiency of a
solar air heater, heat-hydraulic efficiency of an air heater. Verma and Prasad in [16]
investigated the optimal thermo-hydraulic characteristics of solar air heaters, in
which they determined the maximum heat transfer and the minimum pressure
drop. Mittall and Varshney in [17] calculated the optimal thermo-hydraulic charac-
teristics of a metal-mesh solar heater. In [18], an experimental study calculated the
parameters of the thermal analysis of triangular glass covers with artificial triangu-
lar solar heaters.
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The goal of the work hereby is to link the thermal project with hydraulic design
to specify the location of the solar collectors which will correspond to both
demanded thermal load and prescribed pressure drop.

2. Model of research

In the working hereby the researchers study the thermal and hydraulic analyses
of transfer medium motion regime in the flat-plate solar collector.

To carry out the works the researchers analyzed a new flat solar collector, as well,
experimentally investigated and substantiated the thermal and hydraulic transfer
medium motion regime hydraulic parameters in the flat plate solar collector.

Figure 1 shows the flat plate solar collector’s model. Concept and novelty is in
the fact, that in distinction from the known design principle, the collector contains a
transparent glazed unit 2 with double glass and with a reduced pressure, as well, a
parametric frame 1. Wooden frame bottom 7 is made of 8 mm thickness plywood
with an attached heat sealing film 5 with foil. In the gap between the glazed unit and
frame bottom there is lied a flexible thin-walled stainless corrugated tube in the coil
form tubes edges are attached to output and input protruding tubes 6.

Figure 1 demonstrates the flat plate solar collector mockup. Solar collector is the
basic heat generating module of the solar plant. To achieve the set goal we have
elaborated a principally new flat plate solar collector, based on which there will
be constructed the standard series solar plants for water and buildings heating
(Figures 2–4 and Table 1).

Thermal mode in the solar collector elements is defined with the form and
dimensions of its profile, thermal-physical properties of constituents parts and
climatic conditions.

Heat exchanger’s heat loading might be computed proceeding from the energy
balance as [19]:

Q ¼ mcΔT (1)

where Q—heat loading, m—water flow, ΔT—water temperature raising, pre-
scribed (Tout-Tin), where Tout—water output temperature, and Tin—inlet tempera-
ture. From the design equation and assuming, that the collector’s absorbing surface
is under the constant temperature (T), the demanded surface square equals to [20]:

Figure 1.
Principal diagram of flat solar collector.
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A ¼
Q

hΔTLm
(2)

where A—heat transfer surface square, h—heat transfer film factor, and ΔTLm—

logarithmic mean temperature difference, accessible to the heat transfer. If the

Figure 2.
Flat plate solar collector’s mockup [12].

Figure 3.
Principal diagram of solar heat supply: (1) thermally insulated body; (2) translucent covering;
(3) tank-absorber; (4) circulating pump; (5) thermal pump; (6) pipeline; (7) tubular energy heating; (8, 9)
thermometers for measuring the water temperature at inlet and outlet from a tank absorber and environment;
(10) set of electric meters К 501; (11) autotransformer; (12) tank-accumulator; and (13) controller.

Figure 4.
Diagram of thermal flows, passing via collector elements surfaces: (1) upper cover, made of translucent
material; (2) gap spacing; (3) absorber; (4) lower cover (heat insulator); and (5) copper tubular spiral [12].
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collector (А) surface square is expressed as a member of the collector’s geometry,
then we obtain:

A ¼ πdiLtNtUp (3)

where di—tube inner diameter, Nt—tubes quantity per a collector, and Up—

collectors amount in parallel. Heat length (Lt) is an exchanger length, necessary to
satisfy the demanded loading. Uniting the Eqs. (1)–(3) and rearranging, we obtain
the thermal length, which equals to

Lt ¼
mCp Tout � Tinð Þ

πdiNtUphΔTLm
(4)

The film heat transfer factor might be computed according to a formula [21]:

h ¼
4200 1:35þ 0:02ð Þv2

di
0:2 (5)

It is important to note, that in the above equation di shall be used in (mm);
T—water temperature, and v—speed, which can be computed as follows:

v ¼
m
ρAc

(6)

If the term ρ—water density, andAc—free flow square,whichmight be expressed as:

Ac ¼
πdi

2

4
NtUp (7)

Hydraulic length (Lh) is the heat exchanger length, necessary for conformity to
the denoted pressure fall. Pressure fall at the heat exchanger core can be expressed
as in [19]:

Parameters Value

Absorbing plate material Copper

Absorber plate dimensions 2 m � 1 m

Plate thickness 0.4 mm

Glazing material Hardened glass

Glazing dimensions 2 m � 1 m

Glazing thickness 4 mm

Insulation Foam plex (foam, polyurethane)

Collector tilt angle 45°

Absorber’s thermal conductivity 401 W/(m K)

Insulation thermal conductivity 0.04 W/(m K)

Transmittance-absorption factor 0.855

Sun apparent temperature 4350 K

Ambient temperature 303 K

Radiation intensity 1000 W/m2

Table 1.
Specifications of flat plate solar collector.
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ΔP ¼
2fρLhv2

di
(8)

where f—friction factor, which for Reynolds numbers less than 2100 is specified
as follows [19]:

f ¼
16
Re

(9)

and for Reynolds numbers exceeding 2100, prescribed as in [19]:

f ¼
0:054
Re 0:2

(10)

where Reynolds number is expressed as in [19]:

Re ¼
dim
μAc

(11)

Uniting and rearranging (6)–(8) we obtain:

Lh ¼
ΔPρdi

5Nt
2Up

2
π
2

32fm2 (12)

In order to give the flat plate collector a standard dimension it is necessary to
locate in its body an extended heat absorbing tube. If to add to the collector’s heat
absorbing tube a spiral form, then in the solar collector with a standard body dimen-
sion there might be placed the transfer media channel with a length, exceeding a body
height several fold. Due to big amount of local resistances the hydraulic losses mag-
nitude will be high. In that connection we forced to use the big capacity circulation
pump which will increase financial expenditures. Therefore we shall minimize the
hydraulic losses magnitude and at the same time maximize the collector’s heat
absorbing tubes length For that purpose there shall be used several heat absorbing
tubes, connected between with rack-type tools and other fittings, as it is shown on the
Figure 1. Such technical solution will broke down the overall flow of the transfer
media in the collector into several smaller ones, which, in turn, will reduce amount of
the pipeline local resistances, simultaneously having increased the time of the transfer
media being under the solar radiation. Apart from that, the given solution will allow
increase the transfer media speed, and accordingly, raise its flow, using a circulation
pump with less capacity, cutting thereby the financial expenses. Speed increase and
transfer media flow will give a possibility to upgrade the heat output factor from a
tube to liquid, which, in turn, will increase the solar collector performance.

When water is heated and its density in the collector’s circuit is decreased there
appears surplus hydrostatic pressure P(Па)

ΔP ¼ g ∗ ρw tc ncð Þ � ρw tbð Þð � ∗ F½ (13)

F ¼
db þ dc ∗ sin Sð Þ

2
þ dc�b (14)

where g—gravity acceleration, m/s2; F—vertical distance between the solar
collector and tank-accumulator centers, m; db—tank-accumulator height, m;
dc—collector’s length, m; dc-b—distance between the tank-accumulator bottom and
collector’s upper part, m.
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Such pressure is balanced with the head loss, caused with total collector circuit
hydraulic resistance, consisting of the collector’s copper tubular spiral resistances of
input and output transfer media of pipelines and devices for their connecting with a
collector and tank-accumulator. Upon calculating the pressure losses in the body the
hydraulic circuit is broken down into linear and nonlinear parts.

Each element of a copper spiral consists of a linear part and two nonlinear parts
(apart from the upper and lower coils, which contain one nonlinear element each).

Overall spiral elements quantity is computed according to a formula:

ne ¼
L� dc � 2 ∗ dkkð Þ

dk� 2 ∗ dkk
(15)

where dkk—distance from the collector’s edges to the linear part of the upper
and lower spiral elements, m; dkk—distance from the right and left collector’s sides
to the copper spiral elements, m.

Due to the fact, that the spiral elements amount, in compliance with the collec-
tor’s constructive properties shall be an integer and even number, the value ne is
rounded off to the nearest even number.

Distance between the spiral elements is defined from the expression:

de ¼
dk� 2 ∗ dkk

ne
(16)

Arc lengths of linear (ll, m) and nonlinear (ln, m) parts of the copper spiral
element.

ln ¼ π ∗
se
2

(17)

ll ¼
L

de� 2 ∗ ln
(18)

Pressure drop in the spiral element linear part is described with an equation:

∆P ¼
32μ tð Þ ∗ ll

d2
∗ vaver (19)

where μ—transfer media dynamic viscosity average along the spiral linear part
length, H�c/м2; vaver—heat transfer average speed.

Pressure loss in the nonlinear spiral element of the collector is computed from
the expression:

∆Pln ¼ ξ ∗
vaver
ρ

(20)

where ξ—local resistance factor.
Collector’s nonlinear spiral part local resistance represents the pipe rotation for

90° and it is computed according to the formula

ξ ¼ 0:051þ 0:19
d
R

(21)

where R—radius of the spiral copper tube rotation m, R = se/2.
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For simulating hydraulic resistances fall in the copper tubular spiral at collector
modules, obtained based on the equations.

• at the first area of the collector:

HR ¼ n ∗
64 ∗ ðμðtb 3ð Þ þ μ tc 1ð Þð Þ ∗ ll

π ∗ d4
þ 2 ∗ n� 1ð Þ ∗ 2ξ ∗

ρðtb 3ð Þ þ ρðtc 1ð Þ

π ∗ d4
(22)

• at i-m collector’s art (i = 2, … , nк � 1):

Hc tð Þ ¼ n ∗
64 ∗ ðμðtc t� 1ð Þ þ μ tc tð Þð ÞÞ ∗ ll

π ∗ d4
þ 4n ∗ ξ ∗

ρðtc t� 1ð Þ þ ρðtcði0ÞÞ

π þ d4
(23)

Heat amount qк(Дж), incoming from a collector to a tank-accumulator we will
define, using a formula

qc ¼ cw tcð Þ ∗ ρw tcð Þ ∗ tc ∗ gc (24)

In flat plate solar collectors heat absorption area and working liquid conditions
are not favorable enough, particularly, when the heat receiver (boiler) is placed
horizontally. Actually, the liquid motion speed is low here and it is heated from top,
and, as a result, convective currents mixing the liquid do not develop. At the boiler’s
sloping position under known conditions there might happen the natural convec-
tion improving the heat transfer [22].

Task solution of heat transfer between radiant heat absorbing surface and power
liquid flat heaters upon applying the forced and natural convection (first type
boundary conditions) presents sufficient difficulties. In case of applying the natural
convection to the forced flow the velocity gradient on the wall will depend on the
interrelated parameter part, defining both forced and free flow. In that case velocity

gradient A ¼ dWA
dy

� �

r0
is not known in advance (for circular tube) A ¼ ρW=d, for

flat one A ¼ 6W=h, Að Þ can be defined from the motion equation.
Let us use the motion equation in a simplified form, omitting inertial terms, but

taking into account the upward force. Supposing the liquid physical properties
being constant and presenting the density in the form of linear temperature, we will
obtain [22]:

∂
2Wx

∂y2
þ
gβ tc � t0ð Þ

v
þ

1
μ

∂P
∂x

¼ 0 (25)

where β—volume coefficient; t0—flow temperature far from the wall, admitted
as equal to the inlet temperature, as within the thermal initial section the tempera-
ture in the flow core changes ineffectually.

The equation for temperature distribution is given by [11]:

t� tc
tc � t0

¼

Ð n
0 e

�η3dη
Ð

∞

0 e�η3dη
(26)

where tc—wall temperature, η ¼ A
gdx

� �1=3

y
y—new independent variable.

Denominator (26) represents the gamma function, the values of which are
tabulated [13]:
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ð

∞

0
e�η3dη ¼ Г

3
4

� �

¼ 0, 8930 (27)

Having substituted in (25) the value from (26) and upon integrating it we can

define A ¼
dWx
dy

� �

y¼0
. To carry out integration we approximate (26) and reduce the

equation as follows:

t� tc
tc � t0

¼ 1þ b1e�η þ b2e�2η þ b3e�3η (28)

which meets boundary conditions and upon the constants appropriate selection
conforms quite well with (25). Having inserted tc � t0 from (28) into (25), we find

∂
2Wx

∂y2
∙

gβ tc � t0ð Þ

v
1þ b1e�η þ b2e�2η þ b3e�3η� �

�D (29)

ðwhereÞ D ¼
1
μ

∂P
∂x

≈ const

Boundary conditions are in the following form: x ¼ 0, t ¼ t0

Wx ¼ 6W
Y
h
�
Y2

h2

� �

,Wx ¼ 8W
Y
d
�
Y2

d2

� �

(30)

The first equation is for flat, the second—for circular tube. Having executed
integration and used boundary conditions we obtain the expression for
nondimensional velocity speed on the wall. For a flat tube

φ ¼
Ah2

v
¼ 6Re þ 0:43Gr

gx
Prφh

� �1=3

(31)

Re ¼
Wh
v

;Gr ¼
gβ tc � t0ð Þh3

v2

Unfortunately, the expression thereof contains non evident φ. Therefore in (31)
it was substituted with an approximate relationship:

φ ¼ 6Re þ 0:92
Gr3=4

Pr1=4
α

h

� �1=4
(32)

As you can see, the initial supposition about φ or А
� �

consistency is not justified.
However, φ changes in length relatively ineffectually φ � x1=4

� �

. Therefore, it will
not be a great mistake if to use an average value in the section with the length:

φ ¼
Ah2

v
6Re þ 0:736

Gr3=4

Pr1=4
e
h

� �1=4
(33)

Let us define now local heat-transfer coefficient, assigning it to the difference
between the wall temperature and liquid temperature at the inlet to the heating
area. Such definition technique αð Þ is convenient hereby, as at small values 1

Pe
x
d the

liquid average mass temperature changes weakly in length
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α0 ¼
gc

tc � t0
¼ �

λ

tc � t0

dt
dy

� �

y¼0
(34)

Having used the correlation obtained previously, we find:

dt
dy

� �

y¼0
¼

A
gax

� �1=3 dt
dη

� �

η¼0
¼

A
gax

� �1=3 tc � t0
0:893

� �

(35)

consequently α0 from (32) and (33)

α0¼
λ

0:893
A
9ax

� �1=3

(36)

Having substituted the value A from (10) in (11) we find the expression of
Nusselt criterion for flow in a flat tube [18]:

Nu ¼ 1:467

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pe
h
l
þ 0:123 GrPr

h
l

� �3=4
3

s

(37)

where Nu ¼ αd
λ
; Pe ¼ Wd

d ; Gr ¼ gβ tc�t0ð Þd3

v2:

In case of flow in a circular tube the similar analysis brings to an expression [18]:

Nu ¼ 1, 615

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pe
h
l
þ 0, 092 GrPr

h
l

� �3=4
s

(38)

where NU ¼ αd
λ
; Pe ¼ Wd

d ; Gr ¼ gβ tc�t0ð Þd3

v2

3. Results

For searching the optimal hydraulic regime in the pipeline system of the solar
collector, presented on the Figure 1, it is necessary to carry out the hydraulic
analysis. Its main point is in specifying the total pressure drop in collector tubes and
defining optimal offset quantity and, accordingly, the length of heat absorbing
tubes in the solar collector body with a square if 2 m2. Pressure loss in the pipeline
area (Па)—linear and local resistances, are found according to the formula (24):

ΔP ¼ RLþ z (39)

where R—specific linear pressure losses per 1 m pipeline, Pa/m (depends on the
pipeline diameter and water flow passing along those tubes). L—length of the area
being computed, m; z—local pressure losses in the area, Pа. Defined according to
the formula (25):

z ¼
X

ξ
v2

2g
(40)

where g—free fall acceleration, m/s2; v—transfer media speed, m/s,
P

ζ—local
resistances factors sum.
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Having assumed, that pressure losses in the areas A–G and A/�G0 is a constant
magnitude, the hydraulic computation has been executed only for one standard coil
and reduced to a Table 2. As a designed consumption value there has been selected
the minimal magnitude of the circulation pump consumption with a minimal
capacity UPS 25-40 (Table 3).

Figure 2.Hydraulic computation of heat absorbing tubes of a solar collector with
several tubes.

As it is seen from the Figures 1 and 5, the values of total pressure losses will not
allow using a low capacity pump, which will bring to increasing the heating system
cost. Using bigger diameter tubes will allow cutting the total pressure losses, but it
will considerably increase the solar collector cost. If to draw attention to the for-
mulae (13) and (14), then we can see, that along with increasing the collector’s
insulated edge width, performance of the solar collector rectangular profile direct
edge is reduced, and therefore reduced also the solar collector efficiency. Then it
may be concluded, that using several collector tubes with less edge size allows
upgrade the flat solar collector efficiency (Figure 6).

When using one pipe with the edge of a flat solar collector, the efficiency of the
entire collector area will appear. That is, from Figures 7 and 8 it can be seen that
the water flow in the heat-absorbing single tube of a flat solar collector depends on
the sum of the local resistance coefficients, which is an exponential function that
increases to a critical maximum of the water velocity (Figures 9–12).

Using one tube as an edge of a flat plate solar collector is the efficiency of an
overall collector square. That is, from the Figures 7 and 8 it is seen, that the water
consumption in one heat absorbing tube of a flat plate collector from the sum of the
local resistance factors is an exponential function, which grows to the critical
maximum water speed.

Figure 13 demonstrates the pressure loss in the linear part of the flat plate solar
collector spiral element. It is known, that the pressure fall is an important factor for
the thermosyphon systems performance. Accordingly, in the work herein a flat
plate solar collector is being studied for predicting the pressure fall on it. Various
dimensions collectors have been used as a control example, in which the model has
been tested within 3–8% in terms of normalized mean square deviation.

Figure 14 demonstrates total amount of spiral elements of the flat solar collector
copper spiral element. From the figure it is clear, that the more quantity of a flat
plate solar collector copper spiral elements, the bigger the distance from the collec-
tor edges to the linear upper and lower spiral elements.

The study of convective heat transfer in flat solar collectors is considered, as can
be seen from the analysis of heat transfer studies using round and flat pipes with
matching forced and free convection, vertically or horizontally, with different
liquids; flow direction (Figure 15).

Upon specifying the coefficient of heat transfer from the heating area to the
heated water the thermal flow is defined according to the flow rate and temperature
difference of the water being heated at outlet and inlet. Water temperature is
specified at outlet and inlet and the surface temperature through thermocouples
readings average [22].

Experiments have been carried out at the heat transfer surface’s obliquing angles
ϕ = 30°, 35°, 40°.

At that, the number Re = 150–500, i.e., the experiments have been executed
mainly at water flow laminar regime.

As a determining temperature there has been accepted the water temperature
and as a characteristic dimension—the channel equivalent diameter d = 4f/S.

Accepted in the model dimension d secures its geometric similarity to
experimental flat solar collectors.
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In the result, experimental data in the dependency form Nu = f(Pld/l) and
Nu/Pr0.44 = f(Re) is given in the Figures 16 and 17 [22].

Figures 16 and 17 show number for the liquid plays an important role in the
points spacing as regard to the curve. In all cases, the lines are with a slope 1/3, as
in the research herein we have considered only laminar mode [22].

Obtained semiempirical formula allowing, in concept, processing and
summarizing accumulated experimental data on the heat transfer upon convective
heat transfer in the flat plate solar collectors as well gives a possibility to compare
the results of theoretical investigations of heat transfer characteristics to
experimental data.

Figure 5.
Diagrammatic representation of flat plate solar collector with extended heat absorbing tubes.

Figure 6.
Dependence of water consumption on the water flow and linear pressure drops of heat absorbing tubes of the flat
solar collector with several tubes [12].
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Figure 7.
Dependence of water consumption on the speed and losses on local resistances of heat absorbing tubes of flat solar
collector with several tubes.

Figure 8.
Dependence of water consumption on the speed and total pressure losses of heat absorbing tubes of flat solar
collector with several tubes.

Figure 9.
Dependence of water consumption on the speed and specific linear pressure losses of heat absorbing tubes of flat
solar collector with several tubes [21].
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Figure 10.
Dependence of water consumption on the speed and specific linear pressure losses of heat absorbing tubes of flat
solar collector with one tube.

Figure 11.
Dependence of water consumption on the speed and total pressure losses of heat absorbing tubes of flat solar
collector with one tube.

Figure 12.
Dependence of water consumption on the speed and local resistances factors of heat absorbing tubes of flat solar
collector with one tube [21].
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Figure 13.
Pressure loss in linear part of flat plate solar collector’s spiral element linear part.

Figure 14.
Total amount of flat plate solar collector’s copper spiral elements.

Figure 15.
Nusselt criterion for liquid flow in flat tube [21].
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4. Conclusion

Flat plate solar collector heat absorbing tubes hydraulic analysis has shown, that
using the standard size transfer media channels we can place a pipeline, the length
of which 2.5-fold bigger than the collector’s body length, and at that, the time of the
transfer media being under solar radiation considerably increases. At that, the
overall pressure losses in the collector’s pipeline turned out to be relatively low,
which allows increasing the transfer media speed with the aim to transfer from
laminar flow to turbulent, which in its turn, raises the heat output factor from a
tube to the liquid, and consequently, also, the flat plate solar collector’s efficiency.
Apart from that, the calculations have proved, that the optimal hydraulic regime,
necessary for securing all above mentioned conditions in the pipeline system having
been elaborated, can create even the least powerful circulating pump. As well, in the
process of research it has been stated, that making use of several tubes will upgrade
the performance of a flat plate solar collector.

Obtained semi empiric formulae, which allow, in principle, processing and
generalizing accumulated experimental data on heat transfer at convective heat
transfer in flat plate solar collectors, as well they give a possibility to compare the
theoretical researches outcomes of various heat transfer characteristics to
experimental data [22].

Figure 16.
Nusselt criterion dependence on Reynolds criterion for liquid flow in the flat solar collector [22].

Figure 17.
Dependence of Nusselt-Prandtl criterion on Reynolds criterion for the liquid flow in the flat plate solar
collector [22].
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Chapter 18

Offshore Renewable Energy
Giovanni Rinaldi

Abstract

Offshore renewable technologies hold the potential to satisfy a considerable 
amount of the global energy demand in the coming years. In this chapter, the 
main sources of renewable energy related to the oceans (waves, tides, and offshore 
winds) will be characterized and discussed, with reference to the challenges related 
to their use. Thus, the main devices capable of exploiting these resources will be 
presented. Their working principal, together with operational and technological 
requirements, will be described, highlighting strengths and weaknesses of each 
technology and providing examples of the past and current experiences. The ele-
ments of project management, as well as environmental impact and public percep-
tion, will be included. Finally, conclusions on the current viability of ocean energy 
devices will be drawn, together with guidelines for their future exploitation.

Keywords: offshore wind, wave, tidal, marine energy, reliability, availability, 
maintainability, economics

1. Introduction

While world population and global energy demand are rapidly increasing, 
the effects of carbon emissions and other contaminants are stimulating the quest 
for clean, carbon neutral, and renewable energy sources. Despite in the last few 
decades some technologies like photovoltaic and onshore wind have hugely pro-
gressed, these alone seem unlikely to satisfy all the electricity needs. Among the 
main reasons for this limitation are the unpredictability of the resource and the lack 
of suitable space in land. As a result, novel and reliable sources of energy are being 
proposed and investigated. Among these, offshore renewable devices, operating 
in the oceans and open seas, have been identified as suitable alternatives able to 
provide a substantial contribution to the energy mix. The theoretical resource 
from offshore technologies including offshore wind, wave, and tidal energy has 
been estimated between 260,000 and 330,000 TWh/year [1]. This represents a 
huge potential, which if properly exploited would be able to satisfy the electric 
energy demand of coastal locations and remote islands and more in general of all 
the countries having a direct access to sea. However, the oceans constitute a harsh 
environment, in which it is difficult to access and operate, with several limitations 
and augmented difficulties compared to onshore projects. For this reason, a number 
of technical, economical, logistical, and environmental challenges towards the 
successful exploitations of offshore resources exist.

In this context, this chapter aims at providing an overview of the current pos-
sibilities and experiences in the offshore renewable energy sector. In Section 2, the 
offshore resource in its various forms (wind, currents, and waves), as well as the 
most common parameters used to characterize it, will be presented and discussed.
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In Section 3 the existing devices and technologies used to produce electricity 
from offshore resources, together with typical energy metrics, will be described. 
Among them, offshore wind represents the most advanced and successful offshore 
sector so far. This is mainly due to the experience with onshore wind projects, for 
what concerns the power production, and with oil and gas projects, for what con-
cerns the foundation and platform of the device. Tidal energy, which uses a similar 
system to extract energy from the tides, is steadily advancing towards commercial 
availability. Despite several attempts and a handful of successful stories, nowadays 
wave energy still looks like the most challenging sector. Finally, other niche technol-
ogies that can be related to the use of offshore resources are ocean thermal energy 
conversion (OTEC) and salinity gradient (also known as “osmotic power”).

In Section 4 other challenges related to the successful deployment of offshore 
renewable devices will be discussed, together with their implications on current 
academic investigation and industry efforts.

In Section 5, a summary on the current possibilities and challenges for the suc-
cessful exploitation of offshore renewable energy devices will be provided, and a 
series of guidelines for future work considered.

2. Offshore resource

This section provides an overview of the offshore resources from which energy 
can be extracted. The physical phenomena involving the formation and propaga-
tion of winds, waves, and currents are hereinafter described with a view on energy 
production.

2.1 Wind

Wind is a direct effect of the thermal energy provided by solar radiation on 
earth. This generates gradients of temperature in the atmosphere, which in turn 
produce variations of pressure which move masses of air around the globe. Besides 
being affected by the Coriolis force, the intensity and direction of the propaga-
tion of these depend on several factors, such as the conformation of the territory, 
possible obstacles (e.g., buildings), and the roughness of the area on which the wind 
blows. Due to the lack of vegetation and other obstacles, the roughness over oceans 
and open seas is extremely low, allowing the wind to travel and develop undisturbed 
over long distances. This means that offshore winds are generally stronger but also 
steadier than onshore winds.

In terms of energy extraction, these features translate in an increased potential, 
as a result of the possibility to use bigger turbines and have less variability of the 
resource over time. In this regard, it must be remembered that the power extract-
able from the wind varies with the cube of the velocity, meaning that even small 
increases in the wind speed may generate large increases in the energy production. 
Besides, more stable winds generate less turbulence, with positive effects on the 
structural integrity of the devices and on the reliability of their components.

2.2 Currents

Ocean currents are driven and affected by primary and secondary forces. 
Primary forces are those that start the movements of masses of water and determine 
their velocity. These are mainly caused by the relative motions and gravitational 
effects of the sun, moon, and earth but also geothermal processes, such as varia-
tions in temperature and salinity, and tectonic movements (e.g., earthquakes). 
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Secondary forces are those which influence the direction and nature of the flow and 
are affected by the seabed composition, bathymetry, and gyres.

A distinction is often made between tidal currents, generated by the gravita-
tional effects, and nontidal currents, associated to solar heating force mechanisms. 
Another important distinction is between deep-water circulation, mainly generated 
by temperature and salinity variations (and therefore also called “thermohaline”), 
and surface circulation, mainly generated by wind forces transmitting motion to 
layers of waters below through friction.

The power extraction phenomena are the same regulating wind energy. In this 
regard, it must be noticed that water current speeds are typically much lower than 
wind speeds but also that sea water is much denser that air. For instance, for the 
same area of flow, the energy contained in a current of 1 m/s is the same energy 
contained in a wind of approximately 10 m/s. As a result, tidal turbines are gener-
ally much smaller than a wind turbine of the same nominal capacity.

2.3 Waves

Waves are generated by the action of the wind blowing over the sea surface. The 
size and other characteristics of the waves are determined by a series of factors. 
Among these, the most important are the intensity and duration of the wind which 
generated them, as well as the distance over which the waves can propagate (called 
“fetch”). In this regard, waves generated at a long distance from the considered region 
are defined “swell,” whereas waves generated by local winds are called “wind sea” or 
“wind-generated” waves. In general, swells are more energetic than local waves. Other 
factors which affect the propagation of waves are the water depth and the bathymetry.

Waves are generally measured in terms of their elevation, in meters, at a certain 
location as a function of time. This can be compared to the up and down movements 
of the sea surface experienced by a buoy. Other important parameters are the wave 
period (in seconds) and the wave length (in meters).

Figure 1. 
Scatter diagram of the Atlantic Marine Energy Test Site (AMETS) in Belmullet, Ireland. Data recorded 
during 1 year. Wave occurrence is reported in terms of their significant wave height and energy period and as a 
percentage of the total sample recorded. Image retrieved from [2].
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For simplicity, regular sinusoidal wave theory is often used to describe sea 
waves. However, real sea waves are characterized by high irregularity, and spectral 
analysis is needed for a thorough description. In this case, ocean waves can be repre-
sented with good approximation as a superposition of sinusoidal (regular) waves.

The amount of energy contained in waves is usually quantified through the 
energy flux across a vertical plane parallel to the wave crest. Most of this contribution 
is given by the upper layer of water, closer to the sea surface. The power or energy 
flux is proportional to the significant wave height HS, defined as the mean wave 
height (trough to crest) of the highest third of the waves, and the wave period T.

A common way of providing information about the wave climate at a certain 
location for marine energy applications is the “scatter diagram.” This provides the 
joint occurrence of the combinations of HS and T over a certain period of time  
(e.g., 10–20 years). An example of scatter diagram is shown in Figure 1.

3. Offshore renewable energy technologies

Once the offshore resource is defined, the existing devices and technologies 
that can be used to convert it into electrical energy are presented. Thus, the three 
main types of offshore energy converters are described, and common elements of 
infrastructure for offshore renewables included. A brief description of less common 
technologies related to marine energy is provided at the end of the section.

3.1 Offshore wind energy

Offshore wind is without doubt the most established and mature among the off-
shore renewable sectors. It is the only offshore industry which has already reached 
a commercial stage, with offshore wind farms competing against other renewable 
energy technologies, even without any subsidized tariff in some countries. Europe 
is currently the biggest offshore wind market, with most of the turbines installed 
in the North Sea and countries like the UK, Denmark, Belgium, and Germany are 
among the top users. However, thanks to the quickly decreasing costs, offshore 
wind is rapidly spreading also in other countries (e.g., the USA and China). In addi-
tion, several offshore oil and gas companies are increasingly looking at diversifying 
their portfolio with offshore wind installations.

The reasons for this success are twofold. On one hand, as discussed in the previ-
ous section, stronger and steadier winds make the offshore wind resource extremely 
suitable to energy conversion, allowing for the use of devices with high nominal 
power (e.g., from 2 to 3 MW for the individual turbine, for projects of 10–20 years 
ago, to 15 MW, for present and future projects). On the other hand, the experi-
ence gained with the onshore wind sector allowed for the use of an already mature 
and established technology, i.e., the three-blade horizontal-axis wind turbine. As 
a result, the work towards making the technology economically viable could be 
focused mainly on the adaptation to the offshore environment, reducing the efforts 
and expenses in order to make the device technically viable.

The operational principle of offshore wind turbines is essentially the same as 
their onshore counterparts, with the wind acting on the blades of the turbine to make 
them rotate. Through a shaft, typically connected to a gearbox (except for “direct 
drive” machines), this kinetic energy is then converted into electricity by means of 
a generator. At this point, the electricity is transported onshore using subsea cables 
and then distributed to the grid. Sometimes offshore substations are used in order to 
collect the energy produced by several wind turbines before exporting it to the shore, 
in order to reduce losses by increasing the voltage (typically from 33 to 155 kV).
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The trends for the future indicate a significant increase in offshore wind proj-
ects, with bigger turbines at increasing distances from the shore. However, this 
means also greater depths, posing new challenges for the installation, operation, 
and maintenance of the devices. As a result, floating platforms are being inves-
tigated as an alternative to the conventional fixed foundations used to install the 
wind turbine. Traditional bottom-fixed turbines are generally employed for depths 
up to 50 m, exploiting a series of structures (e.g., monopoles, tripods, caissons, and 
jackets) to fix the turbine to the seabed. Despite being technologically less mature, 
floating offshore wind installations are able to remove this limitation, permitting 
projects in water depths up to 600 m or in shallow waters with irregular seabed, by 
using different kinds of floating platforms. Some examples of offshore wind turbine 
foundations, for both bottom-fixed and floating devices, are shown in Figure 2 [3].

3.2 Tidal energy

Tidal energy converters (TECs) are essentially rotatory machines, similar 
to wind turbines, but with the obvious difference that they operate underwater 
instead of open air. Despite a range of concepts and technologies exists, the most 
diffused design is also in this case the three-blade horizontal-axis turbine. Other 
concepts include two-blade turbines, vertical-axis turbines, and oscillating hydro-
foils. For a comprehensive list of tidal energy concepts, see [4, 5]. Four prototypes 
for tidal energy conversion are shown in Figure 3.

TECs are generally anchored to the seabed by means of gravity-based founda-
tions but can also be embedded in existing structures, e.g., dams (in which case 
they are called “tidal barrages”). In addition, TECs can be linked to floating struc-
tures, in order to take advantage of the same benefits available to floating offshore 
wind turbines, discussed in the previous section, as well as to allow for easier 
maintenance.

Their working principle is analogous to that of wind turbines, with blades able to 
pitch their blades depending on the flow speed, as well as the entire turbine able to 

Figure 2. 
Typical options for offshore wind foundations in function of water depth and rated capacity of the wind 
turbine. The first two designs (from the left) represent bottom-fixed solutions, whereas the other ones represent 
floating platforms. Source: EWEA (2013).
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spin depending on the direction of the incoming flow. Also in this case, both designs 
with gearbox or direct drive exist, and the transmission of electricity to shore fol-
lows the same technical adjustments available to offshore wind turbines.

Due to the challenges posed by the marine environment (e.g., water tightness, 
corrosion, biofouling, etc.), the development of the tidal energy sector is being 
slower than that of offshore wind devices. However, several tidal power plants have 
been already operational for a number of decades (e.g., the La Rance project, in 
France, from 1966). More recently, four tidal turbines of 1.5 MW have been installed 
near the Pentland Firth (northern Scotland, UK) as part of the MeyGen project [7].

3.3 Wave energy

Wave energy can be certainly considered the most challenging of the offshore 
renewable technologies. Despite a high number of designs and concepts have been 
conceived to harness the huge potential of the waves, this sector is still far from 
reaching the commercial stage. Among the reasons for this slow progress, together 
with the issues applying to all offshore technologies, survivability is probably the 
main one. Engineering devices able to cyclically withstand the loads of waves, 
as well as survive extreme conditions during storms in open sea, while produc-
ing energy have proven to be extremely difficult. Another fundamental issue in 
efficiently harnessing wave energy consists in the intrinsic nature of the resource, 
due to the fact that waves are characterized by strong nonlinearity and their energy 
distributed over wide areas and varying according to a high number of factors (e.g., 
bathymetry, winds, depth, obstacles, distances, etc.).

As a result of this variability, hundreds of devices and prototypes have been 
developed to exploit wave energy. Nonetheless, depending on their working 
principle, wave energy converters (WECs) can be classified in a limited number of 
categories, of which the most popular are:

• Point absorbers

• Attenuators

• Oscillating water columns (OWCs)

• Oscillating surge converters

Figure 3. 
Schematic drawing of different tidal energy concepts. Infographic retrieved from [6].
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• Overtopping devices

• Submerged pressure differential devices

For a comprehensive review of wave energy concepts, the reader can refer to 
[8, 9]. A schematic classification of WECs is shown in Figure 4. Within the same 
category, both fixed (either to the seabed or to the shore) and floating devices exist. 
In addition, several types of power takeoff (PTO) systems exist to convert the kinetic 
energy of the waves into electricity (e.g., linear generators, hydraulic rams, air and 
water turbines, elastomers, etc.).

A brief description of the working principle of each of these technologies is 
hereinafter provided.

Point absorbers are characterized by being significantly smaller than the wave-
length of the waves they operate in. These devices are generally similar to buoys, 
connected to the seabed, which exploit the upward and downward movements of 
the waves to produce energy. These can be directly connected to a linear generator, 
or pump water onshore where a conventional hydroelectric turbine is used.

Attenuators are devices composed of multiple floating bodies connected to one 
another, which flex in a relative motion as the waves pass by. The device is anchored at 
one hand, and it is designed to be always aligned to the direction of the coming waves. 
Hydraulic rams are actioned by the motion of the floating bodies, generating the pres-
sure needed to activate a hydraulic motor which in turn is used to generate electricity.

Oscillating water columns are fixed or floating devices which are characterized 
by having an internal chamber. This can be partially filled with water as the waves 
approach the device. The remaining space of the chamber remains filled with air, 
which is compressed and sucked back according to the motions of the water column 
actioned by the wave. The air, in turn, drives a turbine which spins always in the 
same direction regardless of where the airflow comes from.

Oscillating surge converters are gravity-based devices sitting on the seabed, on 
which a float (or flap) is connected by means of a hinge and is free to move as the 

Figure 4. 
Schematic illustration of different WECs categories, divided according to their working principle and working 
location (distance from shore). Image retrieved from [9].
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waves push against it. The float is then connected to a pump, which brings pressur-
ized water on the shore for the conversion of energy into electricity.

Overtopping devices are designed in such a way that waves can go over them, add-
ing water in a reservoir above the sea level. Once in the reservoir, the water is then 
conveyed towards a conventional low-head hydroelectric turbine, which converts 
the potential energy of the accumulated water into electricity. Also for this kind of 
WECs, both onshore and offshore (floating) versions exist.

Submerged pressure differential devices are fixed on the seabed and exploit 
the pressure differential created by the passage of a wave over them. A flexible 
membrane (e.g., rubber or an elastomer) or an external displacer of the device is 
cyclically compressed by the waves. This functions as a pump which activates a fluid 
through a conventional hydroelectric system for energy conversion.

In order to estimate the energy that can potentially be produced by a WEC, 
the scatter diagram of the selected location is used in combination with the power 
matrix of the device. This expresses the amount of power that is generated by the 
WEC for a certain combination of HS and T. In most WECs, control algorithms 
are used in order to tune the response of the device to the frequency of the incom-
ing waves. In order to maximize the energy extraction, the control system aims at 
maintaining the device in resonance, by making the natural frequency of the device 
as close as possible to that of the current sea state.

3.4 Other technologies

Other technologies which exploit the oceans in order to produce electricity are 
OTEC and osmotic power plants.

OTEC stands for “ocean thermal energy conversion,” and it is a technology 
which exploits the temperature differential between the water on the surface and 
water at much higher depths (typically beyond 1500 m). A difference in tempera-
ture of at least 20°C is desired in order to activate a thermal cycle. As such, this 
technology is especially suitable for locations benefitting from a warm water surface 
all year round, e.g., the Maldives [10]. Through heat exchangers, a power turbine 
is then activated before condensing the fluid and restarting the cycle. The main 
advantage of this kind of technology is that the resource (the temperature gradient) 
is practically constant, allowing the power plant to reach a very high availability.

Osmotic power plants exploit the differential in salinity between the fresh water 
of a river and the salty water of the sea. Electricity is produced by using a series of 
membranes in a process of osmosis.

4. Offshore renewable device challenges

As discussed in the introduction and anticipated in the previous section, a 
number of challenges are preventing the offshore renewable sector from giving a 
significant contribution to the current energy mix. These limitations are mostly 
technical but also economical, environmental, and social which are currently being 
faced in order to support the ocean energy sector. The most common problematics 
to the deployment of offshore renewable devices will be discussed in this section.

4.1 Installation, operation, and maintenance

The oceans constitute a harsh and difficult environment, which requires a series 
of specific solutions in order to install and maintain the devices. These include 
offshore assets, like vessels, workboats, and helicopters, but also suitable onshore 
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logistics, like maintenance harbors and electrical substations. Both onshore and 
offshore formed technicians and personnel are needed to take care of all the phases 
of an offshore renewable farm, from preliminary surveys to final decommission-
ing after the life cycle. Health and safety considerations and protocols need to be 
prepared and followed for each specific plant and operation.

A fundamental difference from onshore power plants is that marine renewables 
suffer from a higher degree of isolation. In other words, any operation is subject to 
strict meteorological conditions, which may significantly affect the start and dura-
tion of each activity. In fact, suitable conditions must be verified with respect to 
several variables, e.g., wind, waves, currents, and visibility. If any of the metocean 
parameters exceeds one of the pre-established thresholds, the operation has to be 
postponed or delayed until when all the parameters reach a suitable value.

Being huge machines, composed of a high number of different components, the 
installation of offshore renewable devices requires specialized vessels with lifting 
capabilities and able to operate far from shore. However, this provides the possibil-
ity to create a supply chain for those regions willing to invest in the infrastructures. 
Similarly, the operation and maintenance (O&M) of the devices is constituted by a 
series of preventive and corrective activities that require specific assets. Condition 
monitoring instrumentation is often integrated in order to monitor the status of the 
components and detect possible malfunctioning of the device. In this way, eventual 
repairs or replacements can be scheduled beforehand, reducing the risk for failures 
which might make the device unavailable for extended period of times.

4.2 Economics

The impact of the technical challenges described in the above section is firstly 
economic. Purchasing or chartering specialized vessels with specific capabilities 
has enormous repercussions on the finance of renewable projects. The costs of 
installing and operating a device offshore are also highly variable, depending on the 
location and the period of the year (prices generally increase in the summer, due to 
the major request as a consequence of more suitable operating conditions).

Before the installation, the device must be declared functional and technically 
ready to produce energy. With the exception of the offshore wind sector, which could 
benefit from analogous onshore machines, bringing tidal and wave energy machines 
to technical maturity will require a significant economic effort. Each device has to 
pass through a stage-gate process, during which the device is brought from the initial 
concept to the full-scale prototype, passing through various phases of numerical and 
experimental modelling. A technology readiness level (TRL) metric is often used to 
evaluate the stage of development of an offshore renewable device.

Apart from the device, a number of additional elements are needed to secure the 
device in the established location and allow for the transmission of electricity to the 
onshore grid. Moorings, anchors, foundations, electrical substations, and subsea 
cables are all items that must be specifically designed for each project, adding up to 
the final cost of the same. In most cases, station-keeping or transmission infrastruc-
tures play a pivotal role in the economic viability of an offshore project.

Lastly, the fact that most of the offshore renewable technologies are novel and 
innovative means that specific parts and components must be designed and manu-
factured ad hoc. This translates into high costs for each individual component, 
which cannot be purchased off the shelf and therefore for the final device. Once 
these technologies will be proven to be functional, series production will aid in 
reducing the price per component for most of these items. Besides, the novelty of 
the technology often affects the confidence of possible investors, posing barriers to 
the financial support of offshore renewables.
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4.3 Environmental constraints

Several concerns have been raised with respect to the environmental impact 
of offshore renewable farms. These regard possible perturbations to the coastal 
dynamics (e.g., reduction of the wind and wave climate). Mitigation in this case 
could be provided through a proper siting and orientation of the offshore farm. 
However, both elements of the offshore and onshore infrastructure would modify 
the original landscape and could introduce dangers in the local ecosystem (e.g., 
spills and leakages).

Concerns exist also about marine organisms affected by the device, e.g., 
impacted by the blades of a TEC or trapped in the chambers of a WEC. Similarly, 
new elements and materials might provide the opportunity for invasive species to 
proliferate. Nonetheless, they might have beneficial effects on the local marine life, 
by creating new shelters for shellfish and crustacean.

For these reasons, every offshore renewable project is thoroughly assessed 
through an environmental impact assessment (EIA). This is constituted by a series 
of studies and surveys, sometimes lasting for years, which aim at identifying all 
the possible risks to the environment as a consequence of the offshore farm con-
struction and operation. As a result, the viability of the project is assessed and the 
go-ahead given only in case of favorable conditions. Besides, mitigation measures 
are proposed in order to minimize the impact of all the identified risks.

Finally, life cycle analysis (LCA) studies are conducted in order to assess the 
environmental effects (including carbon emissions) related to all the stages of the 
project, from pre-development and consenting to final decommissioning.

4.4 Social impact

Another source of concern when an offshore renewable project is being devel-
oped is the social perception and its possible related consequences. The coastal 
communities living nearby the selected location might be reluctant to the construc-
tion of the offshore farm. Visual impact, noise, and possible effects on the local 
ecosystem are among the main reasons for this reluctance.

Besides, possible conflicts may arise from sharing the offshore location with 
existing activities in the same area. These regard competition with navigation (both 
commercial and touristic) and fishing activities.

Also in this case, suitable agreements and mitigation measures must be identified 
beforehand through communication and engagement with local public bodies and 
communities. However, if too complex, planning and permitting procedures may 
slow down the construction of an offshore farm and make possible investors desist.

5. Conclusions

In this chapter, an overview of the current possibilities and challenges in the 
exploitation of offshore renewable energy is presented. Oceans and marine areas 
provide a huge potential for electricity production. In this regard, an important dif-
ferentiation between theoretical and economic potential must be taken into account. 
If the first represents the overall resource physically available, the latter represents 
the final potential of the resource after considering technical, social, environmental, 
and economic constraints. Thus, any assessment on the energy that can be converted 
from offshore winds, waves, and currents should take these limitations into account. 
Nonetheless, the marine environment can provide a reliable, continuous, and pre-
dictable source of energy; therefore any effort should be made in order to harness it.
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As discussed, within the offshore industry, some sectors and technologies are 
at a more advanced stage of development than others. Therefore, the performance 
of some devices must be improved, while the gap between consolidated and novel 
technologies filled. This can be achieved in different ways, depending on the maturity 
of the technology. For established technologies like offshore wind turbines, efforts 
will be made towards improving the reliability and longevity of the devices, in order 
to maximize the availability and power production, increase the life cycle, and 
minimize operating costs. For novel technologies like wave energy converters, the 
focus will be on improving the power capture and conversion, while engineering 
devices are for surviving in the harshest conditions. For most devices, investigation 
and improvements of both kinds will be needed in order to obtain an effective and 
efficient technology.

In all cases, the main aim is the reduction of costs on all the phases of the project. 
This can be achieved by following the best practices and managing the project 
adequately. An effective project-management plan covering all the phases of the 
offshore farm, from pre-feasibility study to decommissioning or repowering, 
should be implemented. This process starts with studies assessing the feasibility of 
the project. It continues with the initial design, when not only functional but also 
easy to maintain (and possibly recycle) devices should be chosen. Thus, due to the 
risk and expenses related to the installation and maintenance of an offshore farm, 
a suitable holistic strategy for these phases should be chosen. The decision-making 
process in this case should be supported by tools specifically created for the offshore 
renewable sector. Assets management skills are thus required throughout the entire 
project life cycle. The final objective is to produce a reliable and cost-effective proj-
ect, able to compete against both other renewable and nonrenewable developments.

Hence, a number of barriers preventing offshore renewables from significantly 
contributing to the global energy production remain. However, suitable mitigation 
measures exist and should be adopted. The support provided by governments and 
public bodies is and remains fundamental until the technologies are fully mature. 
This will provide the opportunity to meet sustainability objectives while creating 
new jobs and investment prospects.

© 2020 The Author(s). Licensee IntechOpen. Distributed under the terms of the Creative 
Commons Attribution - NonCommercial 4.0 License (https://creativecommons.org/
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Chapter 19

Wind Speed Analysis Using Signal
Processing Technique
Omer Akgun and T. Cetin Akinci

Abstract

In this study, wind energy, the formation of this energy, and the necessary
stages for the production of electrical energy will be discussed. Then, the countries’
investments in wind energy will be mentioned. In the mathematical background,
statistical methods and signal processing methods are used in the calculation of
wind energy efficiency. In this chapter, a detailed analysis of the use of wind speed
data with signal processing techniques will be made using the hourly wind speed
data of Istanbul for the last 10 years. This data will be analyzed by the Fourier
method. Afterward, analyses will be made with short-time Fourier transform
(STFT) and bi-spectrum analysis method, and these results will be compared.
The data obtained from the study can be considered as a framework for the wind
farms to be constructed.

Keywords: wind speed, STFT, bi-spectrum analysis, data analysis

1. Introduction

The growth increase of the world population and the development of technology
and industry cause the need for energy consumption. Energy consumption in the
world increases by an average of 4–5% every year [1, 2]. Energy production from
fossil fuels is less preferred due to reduced reserves and environmental sensitivity.
Research has shown that humanity consumes a thousand years of fossil fuel forma-
tion in 1 day. Here, it shows that renewable energy sources are the most optimal
solution in energy production [1–4].

Today, the most widely used renewable energy sources are hydraulic, wind,
solar, geothermal, and biomass energy. Renewable energy sources are the ones that
can renew themselves continuously, have no additional costs other than investment
costs, and do not cause environmental problems. Among renewable energy sources,
wind energy is the most popular today. Wind consists of solar radiation heating the
ground surfaces differently [2, 4–7]. There are some advantages of using wind
energy. Wind energy is a source of energy that does not create environmental
pollution, is abundant in the atmosphere, and does not require very high technology
for energy production. The conversion of wind energy to electrical energy is pro-
vided by using wind turbines [4–8]. The recent development of wind turbine
technology increases the amount of energy produced and reduces initial costs. This
form of energy production, which is also friendly to the environment, has been
supported by many developed countries and turned into a state policy [1–3].

Determination of wind energy potential is the most important feasibility study
before wind turbines are installed. There are many studies in the literature in

383



different disciplines for determining wind potential. Wind power has reached a
capacity of over 600GW in 2018 worldwide. According to 2018 statistics, China
has a maximum capacity of 221 GW, using more than one-third of the world’s
capacity. America 96.4 GW, Germany 59.3 GW, India 35 GW, and Spain 23 GW
capacity are ranked with [7–10].

However the advantages and disadvantages of wind energy vary according to
sources [11]. The following are the benefits of wind energy: It is a clean source of
energy and has no emissions. It is a local energy source, not dependent on external
sources. It uses 1% of the investment area, and agriculture and animal husbandry
activities can be done in these areas. It is a cheap source of energy. Idle areas can be
used for turbine installation. It creates high employment. The drawbacks of wind
energy are as follows: Image can create pollution. It may create noise pollution.
It may disrupt radio and TV signals. In bird migration routes, it may harm
birds [12–15].

As with most renewable energy sources data, wind speed is analyzed in non-
stationary signals group. As can be expected, extreme winds during the typhoon
and thunderstorms show non-stationary characteristics. The analysis of these data
cannot be characterized by the use of static mathematical models. The frequency
contents and amplitudes of these non-stationary signals may vary with time. In this
study, signal-based analysis methods are used in the analysis of wind speed. Weibull
distribution is known to be the most important statistics used in low wind speed
analysis [16, 17]. Detailed data processing methods are needed to investigate the
wind speed potential. In the analysis, the continuity of the wind speed is first
investigated by statistical methods. The next stage is the efficiency and cost
research. Fourier-based time-frequency methods with Weibull distribution provide
a great convenience in wind speed analysis. The general purpose of this study is to
analyze the wind speed data with spectral methods and to compare these analysis
results.

2. Statistical and mathematical background for wind speed analysis

The wind speed is evaluated in a group of non-deterministic, nonlinear signals
with no specific statistical and parametric values. Variation of wind speed according
to time, day, and season requires statistical analysis to determine its potential.
Anemometer is used to measure wind speed. Wind measurements in practice are
minute, 10 minute, and hourly data. The data in the longer range is obtained by
averaging these data. These data are divided into classes of wind speeds of 1 m/s
each, and the energy in a given region is calculated by this frequency distribution.
At this stage, Weibull distribution was found to be the most optimal approach for
wind speed distribution [16].

2.1 Statistical analysis

The wind potential of a region is determined by a series of detailed statistical
and mathematical methods to be performed in the region. Frequency of wind speed
data and collection over a long period of time, data collection methods, etc. signif-
icantly affect the accuracy of the analysis result. Statistical parameters are used to
analyze the data collected over time. It is possible for data to exhibit a sinusoidal
property, while the mean and median values are expected to be close to zero, but it
is possible that these values have moved away from zero. In the analyses, the most
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basic mean value μ and standard deviation, σ, can produce significant results in
non-periodic signals [16–21]. For a particular set of signs {xi}, they are defined as in
the following equations:

μ ¼
1
N

X

N

i¼1

xi (1)

σ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N

XN

i¼1
xi � μð Þ2

r

(2)

Eqs. (1) and (2) above are N data numbers. Here, the standard deviation refers
to the average distribution of variables in a data set. A small standard deviation
value means that the values of the data group are distributed around the average. In
practice, the data is expressed by the normal probability distribution (Gaussian)
called the central limit theorem. Here, the two functions obtained from the
Gaussian distribution, skewness (α) and kurtosis (β), are given in Eqs. (3) and (4):

α ¼

1
N

PN
i¼1 xi � μð Þ3

h i

σ3
(3)

β ¼

1
N

PN
i¼1 xi � μð Þ4

h i

σ4
(4)

Frequency distribution of wind speed is determined by different statistical dis-
tributions such as Gamma, Rayleigh, and Weibull. Among these methods, Weibull
distribution is the most preferred method. This method is well suited to wind
distribution [21–25].

2.1.1 Weibull parameters method

TheWeibull distribution was introduced byWaloddi Weibull in 1951 to estimate
the life expectancy of machines. Continuous random variables are used to describe
random events in which the variable can take any value in a given range. The
Weibull distribution is continuous and at the same time flexible distribution and is
applied in many random statistical applications.

In wind speed analysis, it can be used to identify wind speed changes in an area
at an acceptable level of accuracy. Weibull distribution is determined by the shape
and scale variable. The area expressed as a probability distribution is 1 in total. The
Weibull distribution curve is skewed. As a result of the calculations, if the Weibull
distribution parameter, k = 3 and 4, is obtained, the distribution is similar to the
normal distribution. If parameter k takes the value of 1 as a result of calculations,
the distribution is an exponential function. The Weibull distribution function is the
most common method used to calculate wind speed and density in wind speed
analyses [16–25]:

vð Þ ¼
k
c

v
c

� �k�1
e

v
cð Þ

k

(5)

In Eq. (5) above, v is the wind speed, f is the frequency, k is the shape parameter,
and c is the scale [22–25].
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2.2 Time-frequency methods for wind speed analysis

The conventional Fourier transform only yields a spectral distribution over time
and cannot represent the transient properties of a non-stationary process. In order
to define the time-varying properties of non-stationary processes, methods such as
short-term Fourier transform (STFT), Wigner-Ville distribution (WVD), and
wavelet transform (WT) have been developed.

STFT uses a fixed-width window to capture the time-frequency distribution, so
limited resolutions are captured in the analysis with STFT. In this sense, it may be
possible to achieve better results with wavelet transform. Time-frequency methods
are discussed in the following section [26].

2.3 Fourier transform and STFT

The Fourier transform (FT) method is used to extract information from the
signal and to process the signals. This method is one of the most effective methods
used for signal analysis. With FT, a signal can be represented as the sum of the
different amplitudes, frequencies, and the fundamental components in the phase.
Processing here provides a great convenience in the computer environment.
The basic equations for Fourier transform are given in Eqs. (6) and (7)
below [27, 28]:

f xð Þ ¼ 1
ffiffiffiffiffi

2π
p

ð

∞

�∞

F kð Þeikxdk (6)

F kð Þ ¼ 1
ffiffiffiffiffi

2π
p

ð

∞

�∞

F xð Þe�ikxdx (7)

FT, short-time Fourier transform (STFT) and spectrogram were developed
based on Eqs. (6) and (7). With this method, time-frequency localization can be
obtained clearly. Here, an x (t) signal of fixed window size and frequency resolution
is used. The generalized equation for STFT is given below in Eqs. (8) and (9). In
addition, the spectrogram equation is shown in Eq. (10) [27, 28]:

STFT x tð Þf g � X τ, fð Þ ¼
ð

∞

�∞

x tð Þg t� τð Þe�j2πftdt (8)

STFT x nð Þf g � X m, fð Þ ¼
X

∞

n¼�∞
x nð Þg n�mð Þe�jωn (9)

x tð Þf g � X τ, fð Þj j2 (10)

2.4 Reassigned spectrogram

This analysis yields successful results for non-stationary signals. Contains a
detailed analysis of spectral content of non-stationary signals. Within the limits of
the analysis, it is possible to obtain better resolution using only more information
from the power spectrum. The basis of the calculation is that the instantaneous
frequency (IF) in each FFT frequency band is equal to the first derivative of the
short-term FFT (STFT) phase at time T, and this is given in Eq. (11) [29, 30]:

IF ¼ ∂=∂t ðarg ðSTFT ðω,TÞÞÞ (11)
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2.5 Welch analysis

Welch analysis is one of the most effective methods used for spectral estimation.
The purpose of spectral estimation is to determine the frequency-dependent distri-
bution of the power in a signal. The Welch method, a nonparametric method, is
used as a more effective method. In this method, the time series is divided into
sections that may overlap, and then the improved periodogram of each section is
calculated and the average of the periodograms of these sections obtained is calcu-
lated. The average of these improved periodograms reduces the variance of all data
over a single periodogram estimate. The Welch method estimates the power spec-
tral density by averaging the improved periodograms. The first improved
periodogram expression is given in Eq. (12):

P
Λ

xx
ið Þ fð Þ ¼

TS

K:M

X

M�1

n¼0

xi nð Þw nð Þ:e�j2πfn

�

�

�

�

�

�

�

�

�

�

2

(12)

where f = fs is the normalized frequency variable, K is the normalized constant,
and w (n) is the windowing function. The expression of the constant K is given in
Eq. (13). Power spectral density estimation is given in Eq. (14) [31–33]:

K ¼
1
M

X

M�1

n¼0

w2 nð Þ (13)

P
Λ

xx
W fð Þ ¼

1
L

X

L�1

i¼0

P
Λ

xx
ið Þ fð Þ (14)

2.6 Bi-spectral analysis

Phase relations between frequency components are not taken into account in
signal analysis using quadratic statistics or power spectrum. Therefore, these methods
do not provide information against phase information. In addition, second-order
statistics and power spectrum cannot make statistical definitions of non-Gauss pro-
cesses. High-level statistics and spectrum studies are conducted for the more precise
definition of random processes and the processing of phase information.

In addition to suppressing Gaussian probability-distributed activity, the bi-
spectrum reveals signals originating from the nonlinear process—bi-spectral analy-
sis; the background is used to detect low-level but diagnostic important signs
masked by FKG. The power spectrum of the random signals is defined by AFD in
Eq. (15), and the third-order heap spectrum is shown in Eq. (16). The expression in
this equation is called the bi-spectrum. In this case, when the sign is a stationary
random process with real value, it can be expressed as in Eq. (17) [33–35]:

Px
2 fð Þ ¼ AFD Cx

2 mð Þ:e�j2πmf
�

(15)

Bx f 1, f 2
� �

¼
X

∞

m¼�∞

X

∞

n¼�∞

Cx
3 m, nð Þ:e�j2π mf 1þnf 2ð Þ (16)

B w1,w2ð Þ ¼ X w1ð Þ:X w2ð Þ:X ∗ w1 þw2ð Þ (17)

3. Analysis and application

When applied as of 2014, Istanbul-Turkey wind data are used. Data are hourly
wind speed from the State Meteorological Service. In addition, 2015 data were used
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for testing purposes for analysis. Figure 1 shows the time-amplitude graph of the
wind speed.

When the time-amplitude and time-energy graphs are evaluated together, the
wind speed reaches the highest values of the whole year in the first months of the
year (first 1500 samples) (Figure 2).

Figure 3 shows the frequency-amplitude graph of the wind speed. The graph
shows an amplitude that continues up to approximately 0.015 Hz, followed by a
noticeable peak at 0.045 Hz, decreasing frequency amplitude. This peak can be
defined as the fundamental frequency of wind speed.

The power value generated by the annual wind speed in the Welch power
analysis consists of a peak that reaches a maximum value of 340 units. Accordingly,
it remains remarkably small on a hill of approximately 30 units (Figure 4).

When evaluated together with the time-frequency spectrogram (Figure 5) and
the reassigned spectrogram (Figure 6), the red regions with high amplitude
reaching up to 0.02 Hz in the first months of the year (first 1800 samples) are
remarkable. The second high-amplitude region (between 6500 and 8000 data)
corresponds to the last months of the year at frequencies of 0.01 Hz. In addition, the
continuous distribution in the 0.045 Hz region, which spans almost the whole year,
is noteworthy.

Figure 1.
Time-amplitude graph of wind speed.

Figure 2.
Time-energy graph of wind speed.
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Figure 3.
Frequency-amplitude graph of wind speed.

Figure 4.
Frequency-power graph of wind speed.

Figure 5.
Time-frequency spectrogram of wind speed.
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The contour map of the bi-spectrum consists of two basic rings. The density ring
consisting of high-amplitude peaks inside contains 0.1 Hz regions, and the outside
small-amplitude ring covers 0.2 Hz regions (Figure 7).

Figure 6.
Reassigned spectrogram of wind speed.

Figure 7.
Contour map of bi-spectrum estimation of wind.

Figure 8.
Histogram of wind speed.
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In Figure 8, wind velocities around 0–2.5 amplitude and 3 amplitude of wind
velocity were observed at most. This can be seen with annual rh4mean = 2.3360
average value and rh4var = 2.2962 varying values.

Figure 9.
Probability density function graph.

Figure 10.
Graph of probability distribution function of wind speed.

Figure 11.
Cross-relationship chart (2014–2015).
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In Figures 9 and 10, when the probability distribution and density function are
evaluated together, they are concentrated especially in 1–3 regions of the informa-
tion signals.

When Figure 11 is examined, it is seen that the cross-relationship is maximum in
the first months and last months of the year (the season with the highest wind
speeds).

4. Conclusions

In this study, Istanbul wind speed data were used. The data were obtained
hourly from the national meteorological station. In the study, the seasonal variation
of wind can be observed clearly from the time-amplitude graph of the wind speed.
In addition, the wind speed data were analyzed using signal processing methods.
These analyses are STFT, reassigned spectrogram, frequency power analysis, bi-
spectral in-phase surface, and probability density function. In addition, cross-
relationships and histogram between 2014 and 2015 were obtained by statistical
analysis. In signal processing analyses, the distinction of seasonal transitions during
the year can be determined by low- and high-frequency levels. Again in the autumn
and winter seasons where the wind speed is higher, the frequency level at which the
wind speed has reached can be clearly determined. The results of the statistical
analysis of the histogram and cross correlation are quite satisfactory, and the rela-
tionship between the wind speed between 2014 and 2015 is quite similar, especially
in autumn and winter seasons. Again, the dominant frequency was found to be
around 0.04 Hz.

If this study evaluated as spectral analysis, it can be seen that the observed wind
profile is a combination of some dominant modes defined by terms such as synoptic
or large scale and mesoscale. With thıs assumptıon, these dominant scales are seen
as the relative maximum ın power spectral analysis of wind speed. This assumption
shows itself as the correct spectrum amplitudes ın this study. It shows consistency
in terms of seasonal similarıty in the first months of the year and in the last month
of the year, as seen from the cross-relation chart. The symmetrical distribution in
Figure 7 also proves that the wind speed is seasonally similar. Similarly, Figure 2
energy distribution also proves the seasonal wind speed distribution and the accu-
racy of the relationshıp between spectral analysis and energy. In this sense, thıs
study shows that the analysis of spectral methods is parallel to statistical methods in
the analysis of wind speed data.
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Chapter 20

Wind Turbine Integration
to Tall Buildings
Ilker Karadag and Izzet Yuksek

Abstract

Having a far distance from the ground levels exposed to turbulent wind
conditions, tall buildings have the potential of generating wind energy. However,
there are many challenges to incorporating wind generation into urban areas.
These include planning issues besides visual impacts. So, as to integration, there is a
need for a combined approach that considers wind energy harvesting besides these
issues. At this point, a multidisciplinary approach can fill the gap between the
architectural design and the wind engineering processes. Based on this approach,
this chapter presents design strategies from the literature to integrate wind energy
to tall buildings using computational fluid dynamics (CFD) simulation. It is
intended to guide further researches on wind energy and consequently to contribute
to the environmental quality of urban areas and sustainable development of
the cities.

Keywords: building-integrated wind turbines, building aerodynamics,
wind energy, computational fluid dynamics (CFD), wind efficient design

1. Introduction

Tall buildings are common forms of urban settlements, and they involve too
many functions with plenty of spaces on a low base area with the advantages of
having too many floors. Besides, they have important impacts on local wind
characteristics around the near-field urban area. Strong winds are usually acceler-
ated at the roof level within the urban environment around tall buildings, due to
particular aerodynamic configurations generally associated with this type of build-
ings. When it comes to a simple rectangular tall building, it is the flow separated
from the windward side edge of the roof which led to shear layers with increasing
wind velocities [1]. This flow may result in high wind velocities and turbulent wind
conditions. For wind energy harvesting, higher wind speeds are mostly desired to a
limit velocity, but higher turbulence levels are mostly not intended since the fluc-
tuations in wind speed reduce the energy extracted from the wind turbine. Besides
the turbulence, intensity increases the fatigue loads on the wind turbine. So, the
assessment of wind flow around the building is very important for a thorough
understanding of the flow characteristics.

Assessment of the wind flow around the buildings is conducted with both
experimental and numerical methods. The experimental method ensures reliable
information as to airflow in and around buildings; however, the available data is
mostly limited due to the expensive experimental processes which require too many
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sensor locations for high-resolution data. Besides, the approach is not practical
for an architect or engineer trying to determine the optimal location of the wind
turbine. The parametric tools embodied in CFD codes make it very easy to try
different geometrical forms or a principal form with different angle of attacks.
However, the experimental method may extend the time consumed on optimiza-
tion since it requires re-configuration of the experimental setup. In addition, wind
tunnel testing has some limitations which CFD overcomes. As stated in [2], CFD
does not have scaling problems and similarity constraints since simulations can
be conducted at full scale.

The literature as to wind energy harvesting mostly constitutes of the planning
and design issues of the wind farms; unfortunately, rare studies have been
conducted on wind turbine integration to tall buildings located in dense urban
areas. In this chapter, beyond describing wind energy systems of a number of tall
buildings, a design methodology from architectural and engineering perspectives is
proposed. Within this study, CFD assessment of the wind conditions around a
number of tall buildings is given with the estimated amount of the energy generated
with the wind turbine. First, the wind turbine integration strategy of these cases is
described from the architectural design perspective. Then, brief information about
these buildings and their surroundings are explained. Following that, the results of
the numerical simulations are given and conclusions are derived.

2. Methodology for the assessment of wind energy potential
in an urban area

Wind energy potential assessment mostly starts with climate data analysis. So,
a thorough understanding of the local climate which is based on a detailed analysis
of long-term (at least 30 years) meteorological data is required [3]. After this data
has been achieved, a correlation between terrain roughness of the meteorological
station site and the examined urban area is set. For this aim, aerodynamic
information of the site and the building are investigated.

Mostly, meteorological stations are located on open areas which have aero-
dynamic roughness length of y0 = 0.003 m, where wind speed is measured at 10 m
height and the mean wind speed values are taken on an hourly basis. To transfer this
data to the site examined, a logarithmic wind speed profile can be used since it
provides mean wind speed distribution with height taking aerodynamic roughness
lengths into consideration. These data are used as the inlet boundary condition
for CFD simulation to achieve wind speed velocities at different heights from
the ground.

The result of the combination of weather data and the aerodynamic information
is used in the CFD simulation as an input to assess wind velocities and turbulence
conditions around the building accurately. At this point, it is required to use a
convenient mathematical model. The turbulent flow within urban or industrial
environments is in general modeled by the Navier-Stokes Equations [4]. In detail, as
being an economical solution, steady-state 3D Reynolds-averaged Navier-Stokes
(RANS) equations are used mostly. On the other hand, large eddy simulation (LES)
undeniably has the potential to provide more accurate and more reliable results
than simulations based on the Reynolds-averaged Navier-Stokes (RANS) approach.
However, LES entails a higher simulation complexity and a much higher computa-
tional cost. The equations in these turbulence models are solved with commercial or
open-source CFD codes. The most important point for the architect or engineer who
will run the simulation is to comply with the CFD guidelines. The best practices
largely advised in the literature are the Architectural Institute of Japan (AIJ) CFD
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guidelines [5] and the COST 732 Best Practice Guideline for CFD [4] simulation of
flows in the urban environment. In both of these guidelines, the grid dependence of
the solution is advised to be checked. It should be confirmed that the prediction
result does not change significantly with different grid systems. In the best practice
guidelines, it is indicated that at least three systematically and substantially refined
grids should be used so that the ratio of cells for two consecutive grids should be at
least 3.4 [4]. The value of 3.4 means finer grids with 1.5 times the grid number in
three dimensions. As a practice, to improve the computational mesh in the neces-
sary regions where solid geometry and fluid field contacts and separation of flow
occur is advised.

Criteria for convergence are another important parameter of numerical simula-
tions. For this purpose, as indicated in the Architectural Institute of Japan (AIJ)
CFD guidelines, it is important to confirm that the solution does not change by
monitoring the variables on specified points or by overlapping the contours among
calculation results at different calculation steps [5].

A large computational model needs to be created, and different zones with
respect to aerodynamic roughness lengths should be arranged. For instance, in the
wind comfort study [6], the nearby area around the analyzed tall building is
modeled explicitly (zone 2), and the far field containing an urban area with tall
buildings is implicitly modeled (zone 3) using aerodynamic roughness length of
y0 = 2 m (Figure 1a). While the whole domain area is 1400 m by 2600 m, the area
with explicitly modeled buildings was 400 m by 400 m. An upstream domain
extension of 5H and a downstream domain extension of 15H were left in the domain
as advised in the guidelines [4]. The site of interest in the center of the computa-
tional domain is modeled in detail (zone 1). This zone includes smaller computa-
tional cells than the zone at the extension of the explicitly modeled region as
illustrated in Figure 1b. A high-quality and high-resolution grid that consists of only
cut cells is developed to gain fast convergence.

Once the meshing process was complete, boundary conditions were determined
(inlet, outlet, etc.), the appropriate turbulence model and wind velocity profile
were selected, and CFD simulations are run. Then the analysis results were exam-
ined in detail in a post-processing software, and the necessary conclusions are
derived. At the last stage, an appropriate wind turbine model was chosen, and
design proposals were developed to integrate the chosen wind turbine system to the
case building. Then, the amount of energy that can be produced with the proposed
system is calculated. In predicting power output from a wind turbine, a common
approach in the literature is to take the power curve provided by the manufacturer

Figure 1.
Computational domain with zone management (a) and mesh refinement levels of different zones (b) [6].
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and combine it with a wind speed frequency distribution function, such as
a Weibull distribution or Rayleigh distribution, and integrating across the range
of wind speeds in which generation takes place.

3. Building-integrated wind turbines

In most cases, the energy of the wind is gained through wind farms to supply
economical clean power with a renewable energy source. However, the land is
restricted in urban and suburban regions, and this is regarded to be a significant
limitation on large-scale wind turbine installation. An alternative choice is to use
building-integrated wind energy systems [7]. Wind energy installations near build-
ings have received far less attention [8–10]. The idea of the on-site generation of
micro-wind energy is significant because the energy is being generated near where
it is needed. In [8], the authors distinguish between three categories of possibilities
for integration of wind energy generation systems into urban environments: (1)
locating stand-alone wind turbines in urban locations, (2) retrofitting wind turbines
onto existing buildings, and (3) full integration of wind turbines together with

Study Data

collection

approach

Site model

(concerned building)

Simulated flow Key findings

Lu and
Sun [11]

CFD Lee Shau Kee building
(97.4 � 38.7 � 69.9 m)
(L, W, H). Kowloon,
Hong Kong

RNG k-ε Minimum height of 1.4 m
above the roof is
recommended for turbine
installations. Building
proximity effects can
increase the wind power
significantly (1.5–5.5 times)
at 4 m above the building
roof

Tabrizi
et al.
[12]

CFD field
measurements
from one
location

Bunnings warehouse
H ¼ 8.4 m.
Port-Kennedy,
Western
Australia.
The radius of the
surrounding:
200 m

Steady RANS with
k-ε. Computational
domain (H):
0.2 km

A small HAWT is
recommended to be
installed in the middle of

the roof

Al-
Quraan
et al.
[13]

Wind tunnel
experiments

EV Building (76 m
high)
Equiterre building
(23 m high) Montreal,
Quebec, Canada

Homogeneous
terrain

Accuracy of wind tunnel
results depends on the
upstream terrain

Yang
et al.
[14]

Field
measurements
from two
locations. CFD
field
measurements
from 10
locations

The building has
dimensions of
68.9 � 62.5 � 33.5 m
(L, W, H).
Central metropolitan
Taipei, Taiwan

Nonhomogeneous
terrain standard
κ-ε. RNG κ-ε.
Realizable κ-ε.
Computational
domain (L, W, H)
16 � 8 � 0.3 km

Recommend increasing the
hub height and install
microturbines on the
windward side of the
building.
Curved roof edges increase
the power density

Table 1.
Examples of recent studies for actual site locations [7].
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architectural form. Categories 2 and 3 are often referred to as building-integrated
wind turbines (BIWT). Within the scope of this chapter, category 1 is excluded
since to position a stand-alone wind turbine in an urban area is not a form of the
building-integrated wind energy system.

As to category 2, there are very few research studies on wind power utilization
over existing buildings in urban areas. Table 1 shows examples of recent actual
building studies conducted by means of field measurements, wind tunnel experi-
mentation, and CFD. Details of the considered models and test descriptions, as well
as key findings, are provided in the table [7].

Category 3 includes aerodynamically designed building forms for full integration
of wind turbines. As is well known, in urban environments the mean wind speed is
lower than the one in rural areas. The wind speed in urban areas, however, is
significantly high at specific locations near to tall buildings. It can be described as
micro-generation to produce urban wind energy such as that generated by small-
scale wind turbines installed on or around tall buildings. As previously stated, a
main benefit of such systems is that the energy generated can be consumed straight
at the assembly site, and the building’s user obtains renewable additional energy.
The use of wind power for distributed generation in tall buildings is becoming
increasingly appealing. Since the theoretically produced energy is a function of the
wind speed cube, a tiny rise in wind speed can lead to a significant difference in the
generation of wind power. It is therefore of concern to correctly evaluate the wind
resource in an urban area and try to improve it through different aerodynamic
methods. This is opposite to the traditional strategy of wind engineering where the
priority is on decreasing wind speeds and pressures in order to minimize wind-
induced lateral loads to secure structural system.

When it comes to building-integrated wind turbines, the Bahrain World Trade
Center, the Strata Tower in London, and the Pearl River Tower in Guangzhou,
China, are very important examples and pioneers in this field. Therefore, their
wind turbine integration strategies are given in the following subsections
correspondingly to depict the interdisciplinary approach between architecture
and wind engineering.

3.1 Bahrain world trade Center

The Bahrain World Trade Center is the focus of a master scheme to refurbish an
existing hotel and shopping mall on a distinguished location overlooking the Ara-
bian Gulf in Manama, Bahrain’s central business district. The two 50-story sail-
shaped office towers taper to 240 m high, supporting three horizontal-axis wind
turbines with a diameter of 29 m (Figure 2). The elliptical plan forms and sail-like
profiles function as airfoils, funneling the onshore breeze between them and pro-
ducing a negative pressure behind them, thus accelerating the wind speed between
the two towers. Vertically, tower form is also a consequence of the airflow dynam-
ics. Their airfoil sections are decreasing in size as they taper upwards [15]. Com-
bined with the increasing onshore breeze velocity at increasing heights, this impact
produces a near-equal wind velocity regime on each of the three turbines. Under-
standing and using this phenomenon is one of the main variables that enabled the
practical implementation of wind turbine systems into a design of a tall building.
Wind tunnel experimentation verified how the towers’ forms and spatial relation-
ship reshape the airflow, forming a “S”-like flow whereby the center of the wind
stream stays almost perpendicular to the turbine within a 45° wind azimuth, either
side of the central axis. This improves the power generation capacity of the turbines
while at the same time decreasing fatigue on the blades to acceptable levels during
wind skewing across the blades [15].
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The horizontal-axis wind turbines placed between the towers are normally pole-
mounted and rotate to match the wind direction to maximize the energy output.
Therefore, it is very hard to place such turbines to tall buildings located in a climate
with variable direction wind conditions. Most architectural projects deploying
building-integrated, horizontal-axis turbines, as in the case of the Bahrain World
Trade Center, implement the concept of a fixed turbine. It seems more useful to
deploy vertical-axis wind turbines since they advantage from the benefit of being
fully omnidirectional. However, large-scale verified vertical-axis turbines were not
accessible for building applications at the moment of design development for this
building. The fixed horizontal turbine suffers the disadvantage of being able to
function only with wind from a restricted azimuth range, if issues with blade
deflections and stress are to be prevented due to excessive skew flow. The form of
the towers was designed from the beginning of this project to catch the upcoming
wind and channel it between the towers. Comprehensive wind tunnel testing lat-
terly validated by CFD, illustrations of which are displayed in Figure 3, showed that
the upcoming wind is in fact deflected by the towers in the form of a S-shaped
streamline that runs through the space between the towers at an angle within the
wind skew tolerance of the wind turbine. Engineering projections indicate that the
turbine will be capable of operating between 270° and 360° of wind directions, but,
to be on the safe side, turbine calculations and initial operating regimes are set on a
more limited range between 285° and 345°. The turbine will automatically follow a
“standstill” mode in all wind directions outside this range. It is no coincidence that
the buildings are oriented towards the prevailing wind which is extremely domi-
nant. The funneling of the towers amplifies the wind speed up to 30% at the turbine
position. Together with the form of the towers (bigger impact at ground) and the
velocity profile of the wind (lowest at ground), this amplification has the impact of
balancing the energy output to the extent that the upper and lower turbines gener-
ate 109 and 93% compared to 100% for the turbine at the middle [15].

3.2 Strata tower, London

Strata Tower is a tall residential building in central London (Figure 4) which
was the tallest one when it was constructed in 2005. The architects in the design
team of the tower examined the effectiveness of several alternatives to achieve the
most suitable lean, clean, and green option. As a residential tower, general energy

Figure 2.
Wind turbines integrated in between the Bahrain world trade Center towers; elevation view (a) and a general
view from the pedestrian level (b) [7].
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consumption loads are significantly lower than similar retail or commercial office
development, and thus the chance of achieving the required percentage of renew-
able energy on-site is comparably more possible [16].

The architects initially did not plan to design a building with wind turbines;
however, they came through an extensive sequence of design alternatives, assessing
each renewable option on their own merits and in the context of the site. For
instance, ground source water solutions were thought, but the site’s harsh limita-
tions meant that the water pools would not be far enough from each other to remain
feasible. Moreover, energy savings would be reduced by pumping through the
entire building’s height. Photovoltaic option was also thought, but the
corresponding technology available at that time (2005) would have led to 80% of
the southern facade being enclosed with photovoltaic (PV) cells, this too far
compromising the amount of glazing needed to provide sufficient daylight into the
spaces and views from the apartments. Commercial problems prevailing in 2005
would also have rendered this choice too costly, added to which photovoltaics have
a life-span of about 15 years and must be kept carefully clean. This alternative
would have had a major impact on service fees. Photovoltaic integration would also
negatively affect the facade’s cost per square meter. Similarly, biomass boiler option

Figure 3.
CFD images by Ramboll, showing airflow patterns near towers, simulated at the level of the top turbine for different
free, undisturbed wind incidence angles with respect to an “x” axis (i.e., horizontal line connecting towers).
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Figure 4.
Strata SE1, London © will Pryce.

Figure 5.
Orientation study based on prevailing wind direction; site plan sketch with wind rose (a) and an illustration of
airflow distribution around the tower (b) © BFLS.
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was also considered, but the ongoing energy costs related with transporting and
delivering the fuel, and the availability issues of such fuel, along with the need for a
150-m (492-foot) flue operating the entire building height, meant that this option
was marked down. As such, a number of options inevitably lead to a wind energy-
based solution [16].

The wind rose for London has a mainly south-westerly axis in summertime;
therefore the curved facade was appropriately oriented to catch wind from this
prevailing direction (Figure 5).

Once considering the introduction of wind turbines as a site-based renewable
energy option, funneling and guiding the wind is a main design element that can
considerably improve the wind turbines’ prospective operational production. In
fact, the design solution for Strata Tower is another iteration of that taken for the
Bahrain World Trade Center also using the concepts of a “Venturi” to direct wind
flow, but differently in between the two towers (Figure 6). There are also other
significant distinctions—particularly the scale of the project, the reality that the
three turbines are installed externally on linking bridges and the hot-humid site
which required full air conditioning to help tackle any negative acoustic effects [16].

Figure 6.
Strata tower: Airflow patterns around the wind turbines [13].
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The turbines do produce noise, like any other typically roof-mounted piece of
plant. The Venturi-like enclosures, however, effectively concentrate the noise away
from the flats instantly below into two sound cones. All measures to regulate and
minimize noise generation have been discussed, and these measures have actively
improved efficiency in some cases. Within the Venturi-like enclosures, careful
placement of the turbines on the plan has a significant impact both in general
performance and in regulating noise output. Furthermore, in contrast to the more
standard three-bladed turbine used on larger versions, opting for a five-bladed
turbine provided further noise decreases (Figure 7) [16].

To sum up, the energy output needed for building-integrated wind turbine
solution is completely case dependent. The overall production requirement for
Strata Tower is 50 megawatt hours of electricity per year in the case of the design
load requirement. This is about 8% of the complete energy consumption of the
building.

3.3 Pearl River tower, Guangzhou, China

A typical instance of BIWTs and building-integrated photovoltaic (BIPV) in Asia
is the Pearl River Tower in Guangzhou, China. It is a 309-m-high 71-story building
completed in 2011 and designed to increase velocity through the nozzle effect by
making flow openings in the building (Figure 8) [17]. Inside the building are
mounted a total of four 8-m-high vertical-axis wind turbines, each at the inner
opening on the left and right sides [18]. There are four openings in the Pearl River
Tower adjacent to the two-level mechanical floors (Floor 24, from 104 to 111.3 m,
and Floor 50, from 205 to 212.7 m), with a bell-mouthed form at both ends of each
opening. Opening-1 and opening-2 are at the lower elevation, with opening-1 being
placed on the west and opening-2 on the east. Likewise, opening-3 and opening-4
are located in pairs next to the upper mechanical floor (Figure 9). The Pearl River
Tower’s orientation is parallel to Guangzhou’s prevailing wind direction, which
seeks to maximize turbine power output. Furthermore, the Pearl River Tower is
aerodynamically formed with a concave wall on the southern surface and a convex
wall on the northern surface that enables better intensification and funneling of the
wind through the openings (Figure 9).

Figure 7.
Strata SE1’s turbine deck © BFLS.
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A helix-shaped vertical-axis wind turbine is installed on the floors inside each of
the four openings (Figure 10). These turbines have an 8-kW rated power with
25 m/s rated speed. Such a turbine is designed to generate electricity when there is a

Figure 8.
Pearl River tower: Positions of the openings [18].

Figure 9.
Pearl River tower: Airflow patterns around the wind turbines [17].
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wind velocity range of 2.7–40 m/s. This turbine’s swept area is about 10 square
meters. It is worth noting that while vertical-axis wind turbines (VAWTs) may
usually have lower energy efficiency than widely used horizontal-axis wind tur-
bines (HAWTs), they appear to be particularly favored in urban wind energy
development. Due to the lower tip velocity, the noise effect of VAWTs is relatively
low, and VAWTs in urban settings can resist high turbulence. Most remarkably,
VAWTs are omnidirectional, so wind and turbulence can be extracted more effi-
ciently from all directions with reduced loss of effectiveness. This is particularly
appealing for the installation of wind turbines in urban settings where wind direc-
tion is extremely variable owing to adjacent buildings and structures’ interference
effects [18].

It has been shown through the results of the study [18] that the design of Pearl
River Tower makes a good use of the aerodynamic features of the super-tall build-
ing, which can result in a significant enhancement of wind speed in the four
openings. However, due to the mostly weak wind condition in Guangzhou, the
estimated power outputs from the four building-integrated wind turbines are rela-
tively low. Nevertheless, it is expected that the integration of wind turbines into tall
buildings will have a remarkable potential to contribute a significant part of the
energy requirement of tall buildings in urban areas having high wind velocities.

4. Conclusions and further research

Urban wind energy is the use of wind energy technology in urban and suburban
built environment applications. This chapter offers only some opinions on the
progress made in the evaluation of wind resources in urban regions, the use of
appropriate wind turbines to enhance the utilization of these resources, and the
important role of architectural and urban aerodynamics in designing buildings
accordingly to increase wind energy output. It is not meant to be comprehensive,
but rather it is preferred from the point of view of architects in the context of
buildings and cities to provide some perspectives on the abovementioned subjects.
It is indicated that while important progress has been made in the field, there is a

Figure 10.
Pearl River tower; aerodynamic configuration on the facade (a) and the detailed view of the helix-shaped
vertical-axis wind turbine (b) © SOM.
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strong need for additional comprehensive research, especially in the area of urban
aerodynamics and wind resource assessment, in order to optimize the generation
and utilization of urban wind energy.

It is also concluded that wind conditions can change considerably depending on
the building form. Therefore, CFD simulation is required to analyze the effect of the
form of the building, accurately. Aerodynamically designing the building leads to
improvement in power density and may potentially result in large changes in spatial
variability. On the other hand, preliminary comprehensive studies as to the wind
resource assessment are very important for the efficiency of a wind turbine system;
otherwise, it would not be possible to benefit from this type of system, sufficiently.
It is also derived that to accurately position the wind turbine, detailed analyses
should be conducted on determining highly turbulent flow areas which can reduce
the amount of energy yielded from the wind turbine.

Moreover, it should be noted that research on wind turbine integration to build-
ings has been mostly conducted by wind engineers. Wind engineering solutions are
very crucial in developing building-integrated wind energy systems. The advanced
analysis methods that combined with CFD simulations give important aerodynamic
information about the building and the nearby field. However, when it comes to
proposing aerodynamic form optimization based on the data produced, the solu-
tions should not be free of architectural context, since a very basic change even
affects the form of the building. At this point, cooperation with architects is signif-
icant when integrating wind energy systems to buildings, since an interdisciplinary
approach may fill the gap between the wind engineering solutions and architectural
design processes. In collective research, the effect of several factors may be
assessed; consequently, this may widen the perspective of the contribution of wind
engineering to the improvement of urban wind energy strategies.

The environmental benefits of using a sustainable energy system can be exam-
ined, further. For instance, it is very probable to see that using wind turbines leads
to a significant decrease in carbon emissions. For this purpose, the elimination of
carbon emissions which would be released for the equivalent energy yielded from
fossil fuels can be calculated in further studies.
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Chapter 21

Thermal Energy Storage for Solar
Energy Utilization: Fundamentals
and Applications
Kai Wang, Zhen Qin, Wei Tong and Chenzhen Ji

Abstract

Solar energy increases its popularity in many fields, from buildings, food pro-
ductions to power plants and other industries, due to the clean and renewable
properties. To eliminate its intermittence feature, thermal energy storage is vital for
efficient and stable operation of solar energy utilization systems. It is an effective
way of decoupling the energy demand and generation, while plays an important
role on smoothing their fluctuations. In this chapter, various types of thermal
energy storage technologies are summarized and compared, including the latest
studies on the thermal energy storage materials and heat transfer enhancements.
Then, the most up-to-date developments and applications of various thermal
energy storage options in solar energy systems are summarized, with an emphasis
on the material selections, system integrations, operational characteristics, perfor-
mance assessments and technological comparisons. The emerging and future trends
are finally outlined. This chapter will be a useful resource for relevant researchers,
engineers, policy-makers, technology users, and engineering students in the field.

Keywords: thermal energy storage, solar energy utilization, sensible heat storage,
latent heat storage, thermochemical heat storage, heat transfer

1. Introduction

Currently, energy, environment and sustainable development are the major
concerns to the countries all over the world. The long term usage of fossil fuels (e.g.,
coal, oil and natural gas) has caused environment pollutions and greenhouse effects.
The resulting global climate change and resource exhaustion can seriously threaten
human survival and development. Renewable energy sources, including solar,
wind, hydro, geothermal, etc. [1], have been increasingly attractive to many coun-
tries for their natural advantages on sustainability and cleanliness. Solar energy is
considered as one of the most promising renewable energy sources, because of its
abundance and easy-access to the most parts of the world. However, due to the
intermittency in availability and constant variation of solar radiation, the output of
a solar energy system is highly fluctuating if no or small inertia (thermal or electri-
cal) is included. This poses strong needs for energy storage in solar energy systems
to store energy at high solar irradiances for later uses whenever there is a demand
while solar irradiance is not enough. With the energy storage systems associated to
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reduce the discrepancy between the demand and supply, solar energy systems can
be more reliable and efficient in operation.

In order to develop efficient and economical energy storage systems, various
energy storage technologies have been proposed [2], such as compressed air energy
storage, pumped storage hydro-power, flywheel energy storage, thermal energy stor-
age, electrochemical energy storage, hydrogen storage and so on. They are employed
in different application fields depending on their specific characteristics on energy
storage. Among all the storage methods, thermal energy storage (TES) is one of the
most economical systems in practical applications, and it allows the storage of thermal
energy by heating or cooling a storage medium to be used at a later time [3]. TES has
been applied in a broad range of fields: district heating, domestic hot water, thermal
comfort, concentrated solar plants (CSP), chemical industry, food industry, etc. [4–7].
It has also been proven that the usage of TES can improve the performance of
whole system operation, save the fuel consumption, lower the investment and
operation costs, increase the energy supply security and mitigate the pollution to the
environment if it is appropriately designed. To obtain the above benefits for an
energy system, it is critical to choose a suitable thermal energy storage approach.
The selection of thermal energy storage depends on the type of energy source,
required storage duration, operating condition, economic viability, etc. The most
mature and widely used approach is sensible heat storage. Latent heat storage and
thermochemical energy storage have also attracted extensive research and develop-
ment efforts in the last two decades, as they can offer higher heat storage capacities
and lower heat losses during the energy storage processes.

The aim of this chapter is to provide a state-of-the-art review of TES technolo-
gies and their applications in solar utilization systems. The principles of several
energy storage methods and evaluation approaches of storage capacities are firstly
described. Sensible heat storage technologies, including the solid and liquid storage
methods, are briefly reviewed. Latent heat storage systems associated with phase
change materials (PCMs) as well as thermochemical storage are also introduced and
summarized. Further discussions on important criteria of energy storage technolo-
gies suitable for solar energy applications are also presented. Later, TES technolo-
gies applied in solar energy systems like solar power systems, solar heating/cooling
systems are reviewed with the detailed analyses about the material selections and
system integrations of TES and solar energy systems.

2. Thermal energy storage technologies

TES is one of the most practiced technologies to store energy in the form of heat
to eliminate the gap between the energy supply and demand. As shown in Figure 1,
there are three main thermal energy storage technologies [9]: sensible heat storage
through a temperature change (sensible heat) of a material, latent heat storage
through phase change (latent heat) of a material and thermochemical heat (chem-
ical energy) by thermally inducing changes in materials’ chemical states. As com-
pared in Table 1, the choice of TES method depends on a variety of factors such as
the storage capacity, cost, temperature range, duration requirement as well as the
specific application.

2.1 Sensible heat storage

Solid sensible heat storage is an attractive option for thermal energy storage
regarding the investment and maintenance costs. Sensible heat storage stores the
thermal energy by varying the temperature of storage materials, without
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undergoing any form of phase change within the working temperature range. The
amount of thermal energy stored or released is proportional to the density ρ,
volume V, specific heat cp, and temperature variation of the storage materials:

Q sen ¼

ðT f

Ti

mcpdT ¼ ρVcp T f � Ti
� �

, (1)

where Q sen is the amount of sensible heat stored, dT is the temperature interval,
Ti is the initial temperature and T f the final temperature of storage medium during

Figure 1.
Main approaches of thermal energy storage: (a) sensible heat, (b) latent heat, (c) thermo-chemical reactions [8].

TES technology Capacity (kWh/t) Cost (/kWh) Storage period

Sensible 10–50 0.1–10 Days/months

Phase change materials 50–150 10–50 Hours/months

Chemical reactions 120–150 8–100 Months/seasons

Table 1.
Comparison of typical parameters of three TES technologies [10].

Material Type Density

(kg/m3)

Thermal conductivity

(W/m�K)

Heat capacity

(kJ/kg�K)

Cost

(€/m3)

Rock Solid 1500–2800 0.85–3.5 1 64–742

Concrete Solid 2000 1.35 1 76

Sand and gravel Solid 1700–2200 2 0.910–1.180 6–8

Ceramic tile Solid 2000 1 0.8 1600–3500

Gypsum (coating) Solid 1000 0.4 1 78

Ceramic brick Solid 1800 0.73 0.92 36–64

Wood Solid 450 0.12 1.6 404

Water Liquid 990 0.63 4.19 1.6

Oil Liquid 888 0.14 1.88 6560

Nitrite salts Liquid 1825 0.57 1.5 2200

Carbonate salts Liquid 2100 2 1.8 6050

Liquid sodium Liquid 850 71 1.3 2000

Table 2.
Available sensible heat storage materials used in the thermal energy storage systems [11].
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the storage process. Basically, specific heat cp, density ρ and thermal conductivity k
are the key thermal properties of sensible heat storage materials. According to the
materials’ phase state, sensible heat storage materials can be divided into two main
categories: solid and liquid heat storage. Table 2 lists the most common solid and
liquid heat storage materials with their thermal properties.

2.1.1 Solid heat storage

Solid storage materials have been applied in many TES systems for their reli-
ability, low cost, easy implementation and applicability in extensive practical cases
[12, 13]. Different from liquid heat storage, there are no vapor pressure or leakage
issues in solid heat storage. However, a fluid, usually air or oil, is needed to work as
the heat transfer fluid (HTF) to transport the thermal energy that is to be stored
into or released from the solid heat storage system. As listed in Table 2, the most
frequently used solid heat storage materials include rock, concrete, brick, sand and
so on [14–16].

• Rock is always loosely piled in a packed bed through which the HTF like air or
oil can flow. Thermal energy is stored in the packed bed by forcing heated HTF
flowing through the rocks and utilized again by recirculating the HTF through
the heated rocks. Typically, the characteristic size of rock pieces varies from 1 to
5 cm. There is a large contact surface area available for heat transfer between
HTF and rocks which is beneficial for the heat transfer. The amount and
temperature level of energy stored in a packed bed storage system with rocks
depend on the rock size and shape, packing density, HTF, etc. As a sensible
energy storage option, rock has advantages like being non-toxic, non-flammable,
cheap and easily available. This type of storage is operated very often for
temperatures up to 100°C in conjunction with solar air heaters and thus
convenient to be implemented in buildings. The heat storage with rocks can also
be used for higher temperature applications, up to 1000°C. When rock is
employed as thermal storage material, there are several drawbacks, including the
poor thermal conductivity, high pressure drop under large flow rates of HTF.

• Concrete is a promising candidate as it has a low cost and is easy to obtain and
process directly on site. Concrete is a construction material comprised of
cementitious materials and/or calcium aluminate cement, coarse and fine
aggregates, water and possibly chemical admixtures. Besides, it has relatively
high specific heat and good mechanical properties. The heat exchanger
between concrete and HTF is usually designed as the pipes embedded into the
concrete block where HTF flows internally. As cracks may form after repeated
cycles due to thermal expansion and contraction at high temperatures, research
efforts have been devoted to developing appropriate concrete compositions,
optimizing chemical–physical and durability performances at high
temperatures. Long-term stability of concrete has been proven in oven
experiments and through strength measurements up to 500°C. The main
challenges to use the concrete as TES materials include: potential cracks,
relatively low thermal conductivity, durability after long-term thermal cycling
and high costs for heat exchangers to charge/discharge thermal energy.

• Sand grains are shown to be a promising low-cost candidate material
that is suitable for concentrated solar power (CSP) applications with
high-temperature thermal storage. The average size of sand grains is around
0.2–0.5 mm and they are commonly used in the form of packed beds for heat
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storage with air as HTF. It is possible to use desert sands directly as collected
from the field of CSP, removing the need for third-party suppliers. Moreover,
they can be used directly in solar receivers to collect solar thermal energy. After
absorbing the heat of concentrated solar rays, due to the gravity forces, the
sands can fall from the top of solar receiver tower and then they can be
collected in an insulated storage tank below. Temperature of hot sands can go
up to 700–1000°C which is appropriate for producing steam to drive a Rankine
cycle [17].

2.1.2 Liquid heat storage

• Water is the most common liquid material for TES due to its high specific heat,
none-toxicity, low-cost and easy-availability [18]. However, due to its high
vapor pressure, water requires costly insulation and pressure withstanding
containment for high temperature applications from 100 to 700°C (in the form
of steam). Water in liquid phase is widely used for low temperature heat
storage below 100°C in solar based applications, such as space heating and hot
water supply [19]. Water in liquid state can also form thermal stratification or
thermocline. Due to density difference caused by heating of liquid, the
buoyancy force causes stratification of the water, forming a thermal gradient
across the storage. Under such a condition, the hot fluid can be supplied to the
upper part of a storage tank during charging, and the cold fluid can be
extracted from the bottom part during discharging [20]. Thus, the efficiency of
thermal energy store and release process can be improved. In some high
temperature applications like CSP plants, water is stored in steam phase in high
pressure tanks (steam accumulator) to work as TES systems. In additional,
water can be also used in chilled water form or in ice form for cold energy
storage, which is useful in refrigeration systems. The main drawbacks for using
water as the TES material are its high vapor pressure and corrosiveness to the
container above its boiling point.

• Molten salt is currently one of the most popular TES materials used in CSP
plants. Compared to other liquid heat storage materials, molten salts have
relative low costs, high energy storage densities, excellent thermal stabilities,
low viscosities and non-flammabilities. Molten salts in liquid state can be
operated at high temperatures of several hundred degree centigrade while its
vapor pressure is much lower than that of water, so it is very suitable for high
temperature CSP plants. The pure molten salt usually has a melting point above
200°C which hampers its further application at low temperatures. It is
desirable to have a molten salt with a lower melting point so that it can remain
the liquid state when storing the thermal energy. A new series of ternary salt
mixtures have been proposed with ultra-low melting temperatures at 76°C,
78°C or 80°C, and they can prevent the solidification at low temperatures to
enable the TES systems suitable for a wider applications. Molten salt also has
several drawbacks that limit its application: low thermal conductivity, volume
change during the melting and corrosivity to the container.

• Thermal oil is usually a kind of organic fluid and works as a HTF in many
power and energy systems. When using as a thermal storage medium, thermal
oil can remain in liquid phase at temperatures of 350–400°C with stable
thermal properties, which is much higher than the liquid water. It means that
thermal oil can store more thermal energy based on the wider temperature
operation range. Compared to water, thermal oil also has a lower vapor
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pressure, which is beneficial for mechanical designs of relevant pipes and
containers. Unlike molten salts, thermal oil does not freeze during the night in
pipes so that it doesn’t need any antifreeze system. However, the cost of
thermal oil is usually higher than water and molten salts.

2.1.3 Pros and cons of sensible heat storage

Sensible heat storage materials are typically based on relatively low cost mate-
rials and thus extensively used, except the liquid metals. Due to the relatively good
thermal stability, heat transfer performance and transport properties, sensible heat
storage materials are the most used TES materials for high temperature applica-
tions. Compared to the latent heat storage, specific heat of sensible heat storage
materials is 50–100 times smaller, leading to the requirement of large volumes or
quantities in order to deliver the amount of energy storage necessary for high
temperature thermal energy storage applications. The other main issue of sensible
heat storage is that the temperature of the storage medium decreases during
discharging process, so the HTF temperature also decreases with time.

2.2 Latent heat storage

Latent heat storage utilizing PCMs is an alternative TES technique compared to
the sensible heat storage [11]. PCMs are substances which can absorb or release
large amount of energy, i.e., so-called latent heat, when they experience phase
transitions among solid, liquid and gas states. Although the highest latent heat of
phase change is the liquid-gas phase change, it is hard to utilize this due to the
enormous volume change associated with material evaporation. While another
kind, ‘solid-solid’ latent heat storage material has its latent heat of transition one
order of magnitude smaller than the solid-liquid PCMs [21], which is commonly
applied for latent heat thermal energy storage. Solid-liquid PCMs should have a
melting point near the required operation temperature range of the TES system,
melt congruently with minimum subcooling [22], and also is desired to be chemi-
cally stable, cost competitive, non-toxic and non-corrosive. The amount of energy
storage of the latent heat system with PCMs is calculated as:

Q lat ¼ m cp,s Tm � Tið Þ þ αLh þ cp,l T f � Tm
� �� �

, (2)

where Q lat is the amount of heat stored, cp,s and cp,l are the specific heat of PCMs
in solid and liquid state, Lh is the latent heat of fusion, α is the melting fraction, Ti

and T f are the initial and final temperatures of the storage materials, and Tm is the
melting temperature. This section briefly introduces the classification of PCMs and
the related heat transfer enhancement techniques.

2.2.1 Phase change materials

Solid-liquid PCMs are competitive alternatives to the sensible TES materials.
Compared to sensible heat storage materials, PCMs can operate at the phase change
temperature with small temperature variations between heat storage (charging)
and heat releasing (discharging) as illustrated in Figure 1(b), and Figure 2 shows
the classification of PCMs family for TES [23]. Different kinds of PCMs are intro-
duced in the following subsections. Table 3 presents the characteristics of several
common PCMs.
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• Organic PCMs and their eutectic mixtures have been successfully
implemented in many commercial applications, such as space heating in
buildings, electronic devices, refrigeration and air-conditioning, solar air/water
heating, textiles, automobiles, food and space industries [23]. Organic PCMs
featured of congruent melting without phase separation usually have relative

Figure 2.
Classification of latent heat materials with solid–liquid phase change behavior.

Name Melting

point (°C)

Latent heat

(kJ/kg)

Density

(kg/m3)

Thermal

conductivity

(W/m�K)

Heat capacity

(kJ/kg�K)

(Organic)

n-Octadecane 27.7 243.5 865/785 0.19/0.148 2.14/2.66

Paraffin wax 32 251 830 0.514/0.244 1.96/3.26

RT 55 55 172 880/770 0.2 2

RT 70 HC 69–71 260 880/770 0.2 2

(Inorganic)

CaCl2‧6H2O 29.6 190.8 1562 N/A N/A

Ba(OH)2‧8H2O 78 265–280 2070/1937 1.225/0.653 N/A

E117 117 169 1450 0.7 2.61

LiNO3-NaNO3 195 252 N/A N/A N/A

NaNO3 306 172 2261 388.9 N/A

KNO3 333 266 2110 N/A 0.5

KOH 380 150 2044 N/A 0.5

Table 3.
The thermal properties of organic and inorganic phase change thermal storage materials [24, 25].
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low melting points. Commonly used organic PCMs are paraffin, fatty acids,
esters, alcohols and glycols. Among them, paraffin wax is an excellent heat
storage material and has been widely applied for low temperature heat storage
applications [26]. It consists of straight n-alkanes chain (CH3-(CH2)-CH3),
featuring a high specific heat capacity (2.14–2.9 J/g�K), a low price (�1 USD/
kg) with a moderate heat storage density (200 kJ/kg) and a narrow range of
melting temperatures from �10 to 67°C [27], a small degree of subcooling,
chemically stable and non-toxic properties. Due to the purity and specific
composition, the organic PCMs show up a remarkable latent heat capacity in
narrow temperature ranges. In addition, they are chemically inert and have an
unlimited lifetime. However, their low thermal conductivities (0.1–0.35W/m�K)
limit their practical applications.

• Inorganic PCMs can be classified into two groups: salt/salt hydrates, and
metals and their alloys. In general, inorganic PCMs not only have nearly
doubled heat storage densities but also higher thermal conductivities, higher
operating temperatures compared to the organic ones [28]. However, inorganic
PCMs are corrosive to metals leading to a short service life of the system and a
higher maintenance cost. The inorganic PCMs (salt/salt hydrates) can also
suffer from phase segregation and supercooling, which would reversibly affect
the energy storage capacity. For high temperature applications, however, metal
and metallic alloys are potential PCM candidates as they don’t suffer from
these disadvantages. The inorganic salt means salt or its hydrates, which can be
expressed as AxB and AxBy�n(H2O) respectively, where AxB represents metal
carbonate, sulfite, phosphate, nitrite, acetate or chloride and n represents
number of water molecules. Although the inorganic PCMs show very
promising and advantageous characteristics, these materials still face many
problems to be commercial products for practical applications: (1) volume
change at phase transition, (2) low thermal conductivity (nearly 1W/m�K), (3)
supercooling of salt hydrates, (4) corrosion with metal containers, (5) different
melting temperatures of salt hydrates and (6) high cost of some specific salts.

• Eutectic PCMs are composites of two or more components, which usually do
not interact with each other to form a new chemical compound but at certain
ratios, inhabit the crystallization process of one another resulting in a system
having a lower melting point than either of the components. The eutectic
mixtures can be further classified into organic-organic, organic-inorganic and
inorganic-inorganic PCMs. Eutectic PCMs generally melt and freeze
congruently and leave no chances of separation of components. Molten salt is
one of the best candidates for middle to high temperature applications in the
range of 120–1000°C [28]. For solar energy utilization, normally middle-high
temperature PCMs are applied and the “middle-high” temperature means the
range of 100–300°C. The molten salts offer a favorable density around
1880 kg/m3, a high specific heat around 1.5 kJ/kg�K, a very low chemical
reactivity, a low vapor pressure and a low cost about 0.4–0.9 USD/kg [29]. A
popular commercial molten salt used in the solar power generation as PCM is
called “solar salt”, which is a mixture of NaNO3 and KNO3 mixing at a weight
ratio of 6:4 with a freezing point of 221°C. Despite its relatively high melting
point, the low cost makes it widely utilized in CSP applications. Another
similar molten salt product is named “HTEC”, which is a ternary salt mixture
system of NaNO3, KNO3 and NaNO2, and has a freezing point of 141°C.
Different salt combination brings the melting point down but the lack of
combination of optimum thermal properties limits its further applications.
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• Composite PCMs are the mixtures prepared by dispersing the high thermal
conductive particles like carbon, graphite or metals into PCMs. One should note
that the embedded thermal conductive materials should be compatible with the
base PCMs. Although the nano-composite has less ability to store heat, it has
higher ability to conduct heat. For example, the graphite based nano-composite
has 12 times higher thermal conductivity than that of pure stearic acid [30].
Graphite can be applied as thermal promoters in various forms like graphite
flakes (natural graphite), expanded natural graphite or the expanded graphite
powder (50–500 nm). Expanded graphene is one of the most suitable PCM
support materials due to its extraordinary thermal conductivity. The dispersion
of expanded graphene to binary nitrate salts consisting of NaNO3 and KNO3 (6:4)
by aqueous solutionmethod adopting ultrasonic and the 2% integration enhanced
the thermal conductivity to 4.9W/m�K but reduced the latent heat by 11% [27]. It
is also reported that the use of expanded graphene in molten salts can prevent the
liquid leakage after the melting [31]. Different from expanded graphene, a highly
conductive additive expanded natural graphite treated with sulfuric acid was
introduced into the binary salt, KNO3/NaNO3 nitrate mixture and the additive
establishes effective heat transfer matrix for more efficient heat transfer. The
results showed that the thermal conductivity has been improved and the highest
effective thermal conductivity is about 50.8W/m�K, almost 110 times larger than
the thermal conductivity of the salt powder. A slight decrease of latent heat was
observed from the measurements with no obvious variation in the phase change
temperature [32]. Another way to enhance the thermal conductivity is to add
chloride as addictive into the nitrate salt composite by statical mixing method. It
was found that an addition of 5% chlorides into KNO3-NaNO3-NaNO2 composite
increased the thermal conductivity, thermal stability with an higher operating
temperature from 500 to 550°C. Lower freezing point was obtained and the loss
of nitrite content was observed [33]. Those enhanced composite PCMs with
enhanced thermal performance and stability can be used to create compact
thermal energy storage systems when the space is limited. Not only different
nanostructures but also different types of nanoparticles can be applied as the
thermal conductivity promoters, such as, the carbon-based nanostructures,
metals, metal oxides and silver nanowires. A review of the current experimental
studies on variations in thermo-physical properties of PCMs due to the dispersion
of nanoparticles is performed in the reference [30].

• Microencapsulated PCMs (MEPCMs) can be described as particles that
contain core PCMs surrounded by a coating or a shell and have diameters in the
scale of micrometers. The microencapsulated PCMs usually have required
morphologies, uniform diameters, shell mechanical strengths, penetration
abilities and thermal stabilities. Pouches, tubes, spheres, panels or other
receptacles containing MEPCM can directly act as heat exchangers. They can
be incorporated into the building materials for thermal energy storage. The
shell can hold the liquid PCM inside and prevent changes in its composition.
The encapsulation not only increases the contact surface area for heat transfer
but also adds the mechanical stability with the rigid shell. Common
encapsulation shell materials include urea-formaldehyde (UF) resin,
melamine-formaldehyde (MF) resin and polyurethanes (PU). Specialized
techniques to prepare the encapsulation with a polymer cover and a PCM core
include coacervation, suspension polymerization, emulsion polymerization,
polycondensation and polyaddition. The MEPCMs are widely applied into the
building materials and are able to retain or improve the building structural
performance, as well as the energy performance (Figure 3).
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2.2.2 Heat transfer enhancement of PCMs

Although the usage of PCMs is attracting because of its high energy storage
density, most PCMs have a low thermal conductivity (�0.5 W/m�K), which
restrains the heat transfer rate during charging and discharging processes. Except
the enhancement approaches by dispersing thermal enhancement promoters to
form composite PCMs as introduced above, there are also other methods developed
for heat transfer enhancement, such as adding metal fins to increase the heat
transfer area or embedding metal fins (foam), using multiple PCMs, heat pipes, or
manipulating the designs of the latent heat storage system to increase the natural
convection heat transfer intensity, as shown in Figure 4.

• Metal fins and extended surfaces can effectively increase the contact area
and enhance the heat conduction between the heat source and the PCMs.
Commonly applied fin materials are steel (50.2 W/m�K), aluminum
(205 W/m�K), copper (385 W/m�K) or graphite foil (140 W/m�K in x-y
direction) [24]. Graphite foil is suitable for high temperature applications and
has many advantages like high thermal conductivity, low density, good
corrosion resistance against nitrate salts and nitrite at high temperatures. It
occupies less volume for the same performance compared with steel fins.
Aluminum is suitable for low temperature applications below 400°C and does
not show corrosion effect when contacted with galvanized steel pipes. The
introduction of fins into the PCM changes the PCM interior structure and
hence affects the natural convection in the liquid phase of PCM during melting
[37, 38].

Figure 3.
Common applied thermal enhancement promoters: (a) carbon nanotubes/nanofibers [30], (b) graphite/
graphene flakes [34], (c) metal nanoparticles (silver nanowires) [35], (d) metal oxide nanoparticles
(γ-Al2O3) [36].
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• Embedded porousmatricesmade of copper, aluminumor a naturally porous
material like graphite, metal foam can be embedded into interior PCM to enhance
the heat transfer. The integration ofmetal foam helps the distribution of heat
evenly into thePCMand is able to greatly enhance thePCMmelting rate [24], even
achieving as high as 41.2% enhancement on themelting process in a comparison
with apure PCMsystem[39].One shouldnote that the performance improvement
withmetal foam depends on the structure porosity and thermal conductivity.

• Heat pipe has a high thermal conductivity and it can be added to PCMs to
increase the performance of the latent heat storage system. It serves as a
thermal channel between the HTF and the PCMs. Within a heat pipe, there
exist two regions, i.e., evaporation and condensation, and the working fluid
like mercury evaporates and condensates for heat exchange. Metal fins can also
be integrated with a heat pipe to further reduce the thermal resistance and a
corresponding simulation showed that the addition of fins on a heat pipe leads
to a threefold increase in the heat storage during the first 3 h of charging and a
79% increase in energy discharged within the first 3 h of releasing [40].

2.2.3 Pros and cons of latent heat storage

Latent heat storage with PCMs has a large latent heat of fusion so that it can store
more amount of heat than sensible heat storage. This large difference gives PCMs

Figure 4.
Heat transfer enhancement techniques used in LHS systems [25].
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the advantage of a high energy storage density, which reduces the volume of TES
vessel and the outer wall surface area, and minimizes the heat loss. Compared to the
sensible heat storage, the discharging process of the latent heat storage can maintain
the temperature constant and make the contacting medium like HTF or the adjacent
space temperature stable. However, the main drawback of the latent heat storage is
the low thermal conductivity of PCMs. Moreover, the heat transfer design and
media selection are more difficult, and the experience with low temperature PCMs
like inorganic salts has shown that the performance of the materials can degrade
after moderate number of freezing-melting cycles.

2.3 Thermochemical heat storage

Different from sensible heat storage systems and latent heat storage systems, a
thermochemical heat storage system uses reversible endothermic/exothermic reac-
tions to absorb, store and release energy between solar heat and chemical reactants.
As depicted in Figure 5, during the charging process, heat is absorbed to dissociate
material A, resulting in the products B and C. This reaction is endothermic and the
amount of thermochemical heat stored is determined by the reaction enthalpy. It
can be calculated by:

Q chem ¼ nAΔHr (3)

where nA is the mol number of A and Hr is the enthalpy of the endothermic
reaction. During the discharging process, the products from the endothermic reac-
tion, i.e., B and C, are mixed together at certain temperature and pressure condi-
tions to reform the initial material A. This reaction is exothermic and the
regenerated heat can be converted into electricity or used for other thermal
powered systems.

To develop a thermochemical heat storage system, the first consideration is the
selection of the reversible reaction and to characterize its operating temperature
and pressure, the reaction rate, the reversibility and the kinetic properties, etc. For a
high temperature energy storage, for instance, the endothermic reaction for the
heat charging process should occur at temperatures below 1000°C to reduce the
material restriction. The exothermic reaction, on the other hand, should be able to
release heat at temperatures higher than 500°C [41]. Two parameters are usually
used to assess the reactions from the thermodynamic perspective [42]. The first
parameter is the turning temperature T*. For a reversible reaction at a given

Figure 5.
Schematic of a thermochemical heat storage system.
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pressure p, T* is the temperature at which forward and reverse reactions are
thermodynamically equilibrium. It can be approximated as

T ∗ ¼
ΔHr T ∗, pð Þ

ΔSr T ∗, pð Þ
, (4)

where ΔHr and ΔSr are the reaction enthalpy and entropy at pressure p and
temperature T ∗ . The other parameter is the ratio of the maximum recovery work to
the actual recovery work, namely the maximum work recovery efficiency ηmax. The
value of ηmax equals to 1 when the process is completely reversible. In the presence of
irreversibility of a process, ηmax is less than 1 due to the entropy generation and
cannot be used for work. In order to achieve the maximum work, it is hence required
that both endothermic and exothermic reactions should be completely reversible.

2.3.1 Reactions for thermochemical heat storage

A large number of reactions have been tested under the laboratory scale to
determine their feasibility as thermochemical storage materials. These reactions can
be classified according to their reaction family, namely carbonate system, hydrox-
ide system, redox system, metallic hydride system, ammonia system and perovskite
oxide system [43, 44].

• Carbonate system is operated by the decarbonation reaction of carbonate. The
reaction can be expressed as

MCO3 sð Þ þ ΔHr ⇌MO sð Þ þ CO2 gð Þ: (5)

In carbonate systems, chemical reactions are usually from inorganic oxide/car-
bon dioxide because of their high chemical reaction heat. These reactions generally
occur at a temperature higher than 450°C. Many inorganic oxides can be used as
thermal energy storage materials in carbonate systems [45]. Most attention is drawn
on the calcium oxide (CaO)/carbon dioxide (CO2) reaction for chemical reaction
heat storage, especially for solar thermal energy storage [46]. Kyaw et al. [47, 48]
carried out a series of investigations on the process of CaO/CO2 reaction for chem-
ical reaction heat storage. They listed the characteristics of this system such as high
energy storage density, high working temperature, high reversibility, nontoxic
process and low cost. More recently, Ortiz et al. [49] reported a study based on the
CaO/CO2 reaction for concentrated solar power plants. It is found that high overall
efficiencies can be achieved by integrating the CaO/CO2 reaction into concentrating
solar power plants.

• Hydroxide system relies on the heat consumption and release when the
reactant contacts with water. The universal reaction can be described as

M OHð Þ2 sð Þ þ ΔHr ⇌MO sð Þ þH2O gð Þ: (6)

This reaction usually occurs at moderate temperatures ranging from 250 to 450°C
[43]. Using this reaction for thermal energy storage was first proposed by Ervin [50].
He successfully completed 290 reaction cycles with an average conversion rate of
95%. Criado et al. [51] analyzed the CaO=Ca OHð Þ2 system on its reversibility and
cyclicity. The author claimed that it is one of the best candidates for thermal energy
storage. Brown et al. [52] discussed the feasibility of a thermochemical heat storage
system using CaO=Ca OHð Þ2 reaction from a technic-economic perspective.
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Schaube et al. [53] experimentally explored this system on a fixed bed reactor and
completed 25 cycles without reversibility loss.

• Redox system makes use of oxidation and decomposition reactions of oxide/
peroxide for heat converting. The general reaction is

MxOy sð Þ þ ΔHr ⇌ xM sð Þ þ y=2O2: (7)

These reactions occur at temperatures within 400–1000°C [43]. A couple of
oxide/peroxide pairs include Co3O4=CoO, MnO2=Mn2O3, CuO=Cu2O, Fe2O3=FeO,
Mn3O4=MnO and V2O5=VO2 have been studies by Wong et al. [54]. Among the
reactions suitable for thermochemical heat storage system, the Co3O4=CoO pair is
considered as the most promising candidate due to its high reaction enthalpy, high
reaction temperature and reversibility [43].

• Metallic hydride system is based on the reversible reaction between metals
and hydrogen under certain conditions. For thermal energy storage process,
the metallic hydride is thermally dehydrogenated and expressed as

MHy sð Þ þ ΔHr ⇌Mþ n=2H2: (8)

The reversible metallic hydride reactions can be used in many industrial applica-
tions such as hydrogen storage [55], heat pumps [56], thermal energy storage [55],
etc. The two metallic hydrides which have been intensively investigated for the solar
thermal energy storage are magnesium hydride (MgH2) and calcium hydride (CaH2).
Magnesium hydride reaction occurs at temperatures from 250 to 500°C and has a
high energy storage density [47]. Attempts have also been extended by doping a third
metal powder into Mg powder to form a Mg-based ternary hydride for thermal
energy storage. It has been proved that the chemical reaction rate and cyclicity can be
improved by mixing the metals such as Ni, Fe, Co, Na, etc. [57, 58].

• Ammonia system here refers to the dissociation and synthesis cycle of ammonia
(NH3) and the process has been known for hundred years. The reaction is

2NH3 gð Þ þ ΔHr ⇌N2 gð Þ þ 3H2 gð Þ: (9)

The reaction occurs at temperatures of 400–700°C. It was first considered for
thermochemical heat storage by Carden [59] and Williams [42]. It is worth to note
that catalysts should be applied for both forward and reverse reactions which
increase the complexity of the system.

• Perovskite oxide system is a class of materials with similar crystal structure
which can be generically expressed as ABO3. The structure of perovskite is
reviewed by Borowski [60]. Owing to the nature of its structure, perovskite
oxides allow reversible accumulation and release of oxygen at high
temperature with limited phase transition between different crystal structures
[44, 61]. A general form of the reaction is given as

ABO3 þ ΔHr ⇌ABO3�δ þ δ=2O2: (10)

The crystal structure facilitates the flexibility in replacement of the cations, i.e.,
A and B in the oxide. A variety of compounds have been synthesized and analyzed for
thermochemical heat storage. Babiniec et al. [62] synthesized LaxSr1�xCoyM1�yO3�δ

(M = Mn, Fe) materials for high temperature thermochemical energy storage owing
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to its good reaction reversibility. Albrecht et al. [63] evaluated the thermochemical
energy storage system with the perovskite strontium-doped calcium manganite
(Ca0:9Sr0:1MnO3�δ) in terms of specific storage and overall solar-to-electric effi-
ciency. More recently, Gokon et al. [61] examined LaxSr1�x(Mn, Fe, Co)O3�δ and
BaySr1�yCoO3�δ redox powers in terms of reactivity and repeatability. They found
that Ba0:3Sr0:7CoO3�δ and Ba0:7Sr0:3CoO3�δ powders were suitable thermochemical
storage materials operating at above 600°C.

2.3.2 Pros and cons of thermochemical heat storage

Thermochemical heat storage system is unique and suitable for solar energy
storage owing to its advantages: high volumetric storage density, low volume
requirement, long energy preservation duration periods with limited heat loss, low
storage temperature (ambient temperature) and unlimited transport distance.
However, it also has some issues to be tackled, such as poor reactivity and revers-
ibility of reactions, harsh reaction conditions, toxic and corrosive products from
reactions, etc. Currently, most studies are conducted at laboratory scales. Large-
scale tests are needed to verify the feasibility and the durability for long-term
thermal energy storage. Furthermore, the criteria of material selections for thermo-
chemical heat storage should be established.

3. Thermal energy storage for solar energy systems

Solar energy systems are found in many applications with a wide range of scales
for different sectors, such as CSP, space heating for buildings, and hot water supply
for houses. One major drawback of solar energy is its intermittence. To overcome
this issue, one solution is to use backup energy sources or hybridisation of different
energy sources, such as using gas as the backup solution for heating and electric grid
for electricity. Another solution is to use a thermal energy storage system to store
heat during sunshine periods and release it whenever demand is needed while solar
irradiance is insufficient to cover the demand.

Thermal energy storage in solar energy systems usually has the following
functions [5]:

• Mitigating short fluctuation of solar energy. Variations in solar irradiance can
cause rapid fluctuations in energy generation (i.e., heat or power). These strong
fluctuations influence not only the availability of energy, but also the stability of
the power grid, heating network or gas-supplying systems. Integrating thermal
energy storage units into the solar energy system can increase the thermal
inertia, smooth the fluctuations and help the system continue supplying energy
during short cloudy periods, thus increasing the system stability.

• Matching the energy generation and demand. Peak energy demand may not
coincide with the peak solar insolation. Thermal energy storage can improve
dispatchability of a solar energy system by storing heat during off-peak hours
and discharging it during peak hours of demand. This helps match the energy
generation and demand, and also increases the profitability as peak-hour
electricity tariffs are higher. The duration of this energy-shifting mechanism
can be within a day, a week, or seasons.

• Extending the energy delivery period. Solar energy is only available during
some hours of the day and thermal energy storage can extend the energy
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delivery period to hours when no sun is available. If the thermal energy storage
unit is large enough, the whole solar energy system, for either power
generation or heating/cooling, can operate for 24 h.

In practical applications, solar energy is mainly used for delivering either elec-
tricity or heating/cooling [64]. Depending on applications, there are a wide range of
technologies used for thermal energy storage. In CSP plants, thermal energy storage
systems operate at relatively high temperatures as the thermal efficiency of power
plants is proportional to the temperature. In solar heating/cooling systems, such as
space heating in buildings, solar hot water supply, and solar absorption refrigeration
systems, low-temperature thermal energy storage is often involved.

3.1 Thermal energy storage for solar power systems

One of the most important applications of solar energy is to generate electricity,
which can be realized by either solar photovoltaic (PV) panels or solar-thermal
driven power cycles [65]. To mitigate the intermittence of solar energy, PV systems
usually use batteries to store energy in terms of electricity, while solar-thermal
driven power cycles often store energy in terms of heat via thermal energy storage
technologies. Comparisons between different energy storage technologies have
shown that the thermal storage option is more cost-competitive than the battery
option for large-scale energy storage [24, 66].

The most commonly known solar-thermal driven power technologies are CSP
systems, in which high-temperature thermal energy storage is often involved
[67, 68]. Another type is small-scale solar power systems driven by low-temperature
solar heat [69], which is typically categorized as distributed solar power systems and
where low-temperature thermal energy storage technologies are needed. Whatever
the solar-thermal driven power cycle technologies are, the main processes in such
systems include three steps: collection, storage and conversion, as shown in Figure 6.
Solar energy is first collected via concentrated or non-concentrated solar collectors in
terms of thermal energy, then transferred to and stored in thermal energy storage
units through a heat transfer loop connecting the collectors and the storage units, and
the thermal energy, either stored in the thermal energy storage units or collected
directly from the solar collectors, is finally converted into electricity through heat-to-
power conversion technologies, e.g., Rankine cycles.

3.1.1 Material selections

About half of the CSP plants in operation are integrated with a thermal energy
storage system. There is an increase in the use of thermal energy storage for CSP

Figure 6.
The main processes of solar-thermal driven power technologies.
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plants under construction and planned (>70%) [70]. The trends indicate the matu-
rity and economic competitiveness of installing a thermal energy storage system in
CSP plants. The most commonly used thermal energy storage materials in CSP
applications include molten salt, water/steam, liquid sodium, thermal oil, concrete
and rocks. Molten salt is the most widespread storage material in CSP commercial
applications, due to its features of excellent thermal stability at high temperatures,
low vapor pressure, low viscosity, non-flammability and non-toxicity [70]. Table 4
lists the summaries of the world’s operational CSP plants integrated with thermal
energy storage. The molten salt fluids commonly used are nitrate mixtures with a
weight composition of 60 wt% NaNO3 and 40 wt% KNO3, also called Solar Salt. The
storage temperature of the molten salts in these commercial CSP plants are typically
around 400°C and can go up to around 550°C. Steam is also used as the storage
material for several CSP plants, such as Khi Solar One, Puerto Errado 2 and eLLO.
The steam storage temperatures in these plants are normally around 270°C - 285°C.
In Jemalong Solar Thermal Station in Australia, liquid sodium at 560°C is used as the
storage material. Thermal oils have also been used in Dahan Power Plant in China
and in many researches [67]. Apart from these fluid-type thermal energy storage
materials, solid materials (concrete and rocks) are another option for thermal
energy storage [71, 72]. Solid materials generally have a wide range of working
temperatures (200–1200°C), with high thermal conductivities (from 1 W/m�K to
40 W/m�K) and relatively low costs (0.05–5 $/kg) [70]. Examples of such CSP
plants using solid storage materials include Airlight Energy Ait-Baha Pilot Plant in
Morocco (packed-bed rocks for parabolic trough CSP) and Jüich Solar Tower in
Germany (ceramics for power tower CSP). In small-scale distributed solar power
systems, such as solar-driven ORC systems [69, 73], low-temperature thermal
energy storage materials can be used. For example, water, organic aliphatic com-
pounds, inorganic hydrated-salt PCMs and thermal oils have been investigated for
solar combined heat and power applications [74].

3.1.2 System integrations

Thermal energy storage materials are usually stored in tanks to form plant-scale
storage subsystems for the CSP systems. Based on the motion state of storage
materials during charging and discharging, thermal energy storage system can be
categorized into active and passive systems. In active storage systems, the storage
medium itself flows through a heat exchanger to absorb (charge) or release (dis-
charge) heat by forced convection, while in passive storage systems, the storage
medium stays stationary and is heated (charged) or cooled (discharged) by a HTF.

Active storage systems can be classified into direct and indirect systems. In active
direct storage system, storage medium also has the function of transferring heat as a
HTF. The use of molten salts or steam as a HTF or storage materials at the same time
eliminates the need for an expensive heat exchanger. The cost of thermal energy
storage system can be reduced and the system performance can be improved. One of
the active direct systems is the two-tank direct storage system, which consists of a hot
and a cold storage tank, as shown in Figure 7(a). In such systems, molten salt or
thermal oil collects heat from the solar field and the high-temperature fluid is directly
stored in the hot storage tank for later uses, i.e., steam generation, in cloudy periods
or nights. The cooled HTF (also the storage medium) after the steam generator is
pumped into the cold storage tank. The two-tank direct storage concept is often used
in tower CSP plants where molten salt is used as the storage medium and HTF [75], as
solar tower can achieve higher temperatures, as shown in Table 4.

Another type of active direct storage system uses water/steam as the HTF and
storage medium, as shown in Figure 7(b). This system is also named as direct steam
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generation (DSG) plant. The only commercial thermal energy storage technology
for DSG plants is using steam accumulators, where steam is stored at a high pres-
sure in accumulator tanks [75, 76].

The dominant thermal energy storage technologies in parabolic trough CSP
plants are the active two-tank indirect storage systems, as shown in Figure 7(c).
The list of commercial parabolic trough CSP plants and their thermal storage types
are given in Table 4. The two-tank indirect system uses different mediums for heat
transfer and storage [77]. During charging phase, the storage medium in the cold
storage tank is pumped through a heat exchanger, heated by the hot HTF flowing
from the solar field, and then stored in the hot storage tank. During discharging
phase, the flow direction of the storage material is reversed to release heat to the
HTF to generate steam for power generation. In two-tank indirect systems, the
storage medium is typically molten salt, and the HTF is often thermal oil.

Figure 7.
Schematics of CSP systems integrated with different thermal energy storage technologies: (a) active two-tank
direct storage system, (b) active direct steam storage system, (c) active two-tank indirect storage system, (d)
active single-tank indirect storage system, (e) passive pack-bed rocks (or concrete, or castable ceramics) storage
system. Note that although solar tower and parabolic trough collectors are illustrated here, other types of
concentrated solar collectors (Linear Fresnel, dish) may also be used.
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An alternative to two-tank indirect storage system is using a single tank (see
Figure 7(d)) where hot fluid is stored at the top and the cold fluid is stored at the
bottom by stratification. The zone between the hot and cold fluids is called the
thermocline. A single tank system is about 35% cheaper than a two-tank system [11].

In passive storage system, solid materials are typically used as the thermal
storage medium while a HTF passes through the storage medium to charge or
discharge heat. Possible storage materials include concrete, castable ceramics, rocks,
etc., while the HTF can be thermal oil or air. In the case of concrete, tubular heat
exchangers are integrated with the concrete to enhance heat transfer rate. Rocks can
be used in a packed bed after crushing to rough sizes of around 5 cm [70]. The hot
fluid flows through the gaps of the packed rocks and heats the rocks during charging
process, and the cold fluid flows through the gaps and absorbs heat from the hot rocks
during discharging process. The typical system schematic is shown in Figure 7(e).

3.2 Thermal energy storage for solar heating/cooling systems

Heating and cooling take a significant share of the total energy consumption in the
world. For example, half of EU’s primary energy is consumed for heating and cooling
purposes. Currently, most of the heating and cooling demands are still met by fossil
fuels, mainly natural gas. However, solar energy is starting to play an important role.
In solar heating/cooling systems, solar energy is typically collected as low-
temperature heat, for provisions of space heating, hot water, grain drying, etc. In hot
seasons or hot regions, solar heat can be used to create cooling via thermally driven
refrigerators, e.g., absorption chillers. Thermal energy storage is frequently involved
in these solar heating/cooling systems, as it provides much more stable energy deliv-
ery capability and closes the gap between energy generation and demand.

3.2.1 Material selections

Water is regarded as a favorable storage medium for solar heating/cooling appli-
cations, due to its advantages of high specific heat, non-toxicity, low cost and easy
availability. Therefore, water is the dominant material for space heating and hot
water provisions. The capacity of the storage depends on the size of the water storage
tanks, which could range from a few hundred liters to a few thousand cubic meters.
In water tanks, thermal stratification can be formed due to the buoyancy effect, i.e.,
hotter water is lighter and gathered at the top while colder water drops at the bottom.
Thermocline is then formed between the hot and cold water layers, which in-turn
minimizes water mixing and heat losses. Apart from using water tanks, water is also
used for large-scale seasonal thermal energy storage in underground aquifers where
sand mixed with water is the storage medium [78]. This is a low-cost thermal storage
option as it only uses natural materials and no tanks are involved. The problem of this
aquifer thermal energy storage is the high heat losses, as the system cannot be
insulated. It is also possible to use water tanks for seasonal thermal energy storage,
although the tank size has to be large and it is often fully or partially buried in the
ground. Borehole thermal energy storage is another competitive option for seasonal
storage of heat or cold. It uses ground (soil) as the storage medium [78]. Multiple
boreholes are drilled in the ground to a certain depth and U-shape pipes are inserted
in those boreholes to charge or discharge thermal energy. PCMs have attractive
extensive attentions in recent years as an effective thermal energy storage medium
and have been integrated in various devices and applications. In some work, PCMs
are directly integrated with the solar collectors for space heating or drying purposes
[79, 80]. In other work, they can be embedded in concretes of walls for buildings
[81], to store heat from daytime for night use. Rock is a low-cost thermal energy
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storage material which usually uses air as the HTF. Packed-bed rock thermal energy
storage has been widely used for greenhouse heating [79].

3.2.2 System integrations

Water tanks are widely installed in solar heating system, including those for
distributed and centralized heating for residential, industrial and commercial appli-
cations. Figure 8 shows a typical solar heating system for the provisions of domestic
space heating and hot water. Solar radiation is absorbed in terms of heat by the solar
collectors, e.g. evacuated tube collectors, flat-plate collectors, or hybrid
photovoltaic-thermal collectors [65]. A circulating HTF loop is used to collect heat
from the solar collectors and store it in the water tank when the fluid temperature
from the collectors is higher than the water temperature in the tank. The demands
of the space heating and hot water are met by circulating or drawing hot water from
the tank. Unlike the two-tank thermal energy storage systems, only one tank is
typically involved in these applications and the water temperature thus fluctuates
depending on the balance between energy storage and usage. Sizing of the water
tank as well as the solar collectors is important and depends on various factors,
including local weather conditions (solar irradiance, wind speed, air temperature,
etc.) and demands (types, quantities and shapes). Annual simulations are often
needed to fully assess the potential of a solar heating system [82]. Although water is
the most popular storage material in such systems, PCM-based thermal energy
storage has also been explored more recently [83]. The system integration is similar
to water-based systems, but the storage temperature can be more stable, and its
energy capacity can be larger for the same volume.

Solar energy has not only a daily period but also a seasonal period. For some
period of a year, solar thermal production exceeds the demand for heating or cooling,
while in other periods the production is less than the demand. Seasonal thermal
energy storage would be a solution to store heat at the time that is not needed and use
is for the time that is required. The concept of seasonal thermal energy storage is
illustrated in Figure 9(a). The implementation of seasonal thermal energy storage is
shown in Figure 9(b), with borehole thermal energy storage as an example. In
summer period, excess heat from the solar thermal collectors, process heat, or other
heat sources are transferred to the ground via borehole heat exchangers, while in
winter the stored heat is released from the ground by a heat transfer loop for heating
purposes. There are other types of seasonal storage systems, mainly including aquifer
storages, cavern storages, pit storages, seasonal water storages, water-gravel storages,

Figure 8.
Typical layout of a solar heating system for domestic space heating and hot water.
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thermochemical storages, etc. [84]. The development of seasonal thermal energy
storage is mainly motivated by the growing popularity of district heating [20]. Low
energy and net-zero energy buildings are attracting increasing attention, through the
incorporation of solar energy systems and thermal energy storage among others.
Incorporating thermal energy storage into the building design, structure and facades
have been explored to reach the above goals. These systems can be categorized into
active and passive systems. In active systems, external mechanical driving systems
are involved to transfer and distribute solar heat [85], such as an evacuated tube
collector based space heating system, or a space cooling system based on solar-
absorption refrigerators. In passive solar building systems, windows, walls and floors
are designed to collect, store, reflect and distribute solar energy in the form of heat in
the winter and reject heat in the summer. Thermal energy storage can be incorpo-
rated with these structures to enhance the energy efficiency. An example structure is
given in Figure 10(a), which is named as solar wall or Trombe wall [86]. The wall

Figure 9.
Seasonal thermal energy storage based on borehole heat exchangers: (a) concept of seasonal thermal energy
storage and (b) borehole thermal energy storage.

Figure 10.
Schematic of (a) a solar wall (Trombe wall), and (b) different thermal energy storage materials for solar wall.
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with a high heat capacity is built on the winter sun side with a glass external layer and
an air layer for thermal insulation. Sunlight passing through the glass is absorbed by
the wall and stored for later uses at night. The stored heat then re-radiates in the far-
infrared spectrum and trapped by the glass, and thus heats the inner side of the room.
The materials used for storage could be bricks, stones, or bricks integrated with
PCMs, as shown in Figure 10(b).

4. Conclusions

This work reviewed some recent developments on the thermal energy storage
technologies, where sensible, latent and thermochemical heat each offers a contribu-
tion to eliminate the mismatch between the energy supply and demand by different
working principles. The thermal energy storage material categorization, long-term
stability and compatibility with container materials, thermal performance analysis
and thermal performance enhancement techniques were reviewed in detail. The
sensible heat storage in solid or liquid is widely applied for thermal storage. Rock,
sand and water are the typical storage mediums used in the solar energy systems from
low to high temperatures due to their high specific heat, none-toxicity, low cost and
easy availability. Molten salt in liquid is the most popular thermal energy storage
material used in the medium and high temperature concentrated power plants for its
excellent thermal stability, low cost and low viscosity. The main drawback of sensible
heat storage is the temperature decrease during the discharging process. Latent heat
storage with phase change materials is a popular energy storage technology today, as
it brings higher storage density and nearly constant temperature. Several materials in
organic, inorganic, eutectic and composite have been analyzed and identified. To
overcome their low thermal conductivities, metal fins, embedded porous matrices,
heat pipes and other heat transfer enhancement technologies have also been devel-
oped. The chemical storage technology is also a potential technology in terms of its
high storage density and long energy preservation duration periods. Several reaction
systems have been reviewed and discussed. However, it is much less developed than
the sensible and latent heat ones for solar energy storage. Thermal energy storage
provides a reliable technology for energy storage and security, but it also faces some
barriers and needs to be further developed, such as material costs, thermal properties
and stabilities, system integration and process parameters, especially for the latent
and thermochemical storage systems.

Thermal energy storage for solar energy systems is then reviewed, focusing on
the most common storage materials, components and their integrations with wider
systems. In solar power systems, high-temperature thermal energy storage mate-
rials are widely used for concentrated solar power (CSP), including molten salt,
water/steam, liquid sodium, thermal oil, concrete and rocks, etc. Molten salt
remains as the dominant commercial storage option for CSP, while steam and
concrete are also being demonstrated. Two-tank storage system is the main solution
in CSP applications. In low-temperature solar power systems, water and low-
temperature phase change materials (PCMs) are normally used and stored in tanks,
which are integrated with low-temperature power cycles, such as organic Rankine
cycles. These could be of interest to waste heat recovery and domestic applications.
Compared to CSP systems, thermal energy storage in solar heating/cooling systems
is mainly based on low-temperature materials, with water as the dominant storage
material. Water tanks are widely used as a short-term storage option and typically
coupled with solar thermal collectors for solar heating/cooling purposes. Long-term
storage, i.e., seasonal storage, can be achieved by large water tanks or borehole
thermal energy storage. The demand for seasonal thermal storage is mainly driven
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by district heating. Thermal energy storage can also be directly integrated into the
building structures, e.g., walls, windows, and floors. In these systems, the storage
medium is either the construction material itself or appropriately embedded/inte-
grated with the construction materials. Although the development of thermal
energy storage materials is very critical, further development of applications of
more stable and efficient solar energy systems, system designs and integrations are
equally important. Innovative technologies for thermal energy storage materials
and solar energy systems are highly desirable.

Nomenclature

cp heat capacity of thermal storage material
Hr enthalpy of the endothermic reaction
k thermal conductivity of thermal storage material
Lh latent heat of thermal storage material
m mass of thermal storage material
Q chem amount of thermochemical heat stored
Q lat amount of latent heat stored
Q sen amount of sensible heat stored
Sr entropy of the endothermic reaction
T f final temperature of thermal storage process
Ti initial temperature of thermal storage process
T ∗ temperature at thermodynamically equilibrium
V volume of thermal storage material
α melting fraction of PCM
ρ density of thermal storage material

Abbreviations

CSP concentrated solar plant
HTF heat transfer fluid
MEPCM microencapsulated PCM
PCM phase change material
PU polyurethanes
PV photovoltaic
TES thermal energy storage
UF urea-formaldehyde
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Abstract

Thermoelectric generators (TEGs) and their applications have gained momen-
tum for their ability to use waste thermal energy. More contemporary technology 
must offer more exceptional energy-efficient applications at a lower cost. New 
technology must also have an ability to generate electric power through the conver-
sion of wasted heat. The TEG has demonstrated its efficiency and how it can offer 
increased potential by adding an MPPT algorithm to increase the power flow while 
decreasing the cost of operation. The limitations can be offset by the use of lower 
cost manufacturing materials and automated systems in the TEG units. It is also 
important to note the cost per watt found in using a thermoelectric generator is esti-
mated to be $1/W for an installed device. To achieve this goal, the optimum operat-
ing point should be monitored by DC to DC converters. The DC to DC converters 
should also be driven through a generated pulse using an MPPT algorithm.

Keywords: DC to DC converter, maximum power point tracking (MPPT) algorithm, 
thermoelectric generator (TEG)

1. Introduction

By increasing the demand for electric energy and a greater societal sensitivity to 
environmental consequences, renewable energy sources attract attention. Examples 
of renewable sources of energy include geothermal, hydraulic, sun, and wind 
energy. Moreover, the production of renewable energy is quickly becoming one of 
the best ways for energy production (7.6% p.a.) and is currently an estimated two-
thirds of the total global generation of power. This amount is expected to double 
by 2040 (as shown in Figure 1). This increase is keenly taken as a goal to cover a 
minimum of 30% out of the total consumed energy [1].

Due to the rapid artificial growth of the market, there is a huge rise in the 
amount of energy consumption and the necessity of alternative low-cost renewable 
energy becomes a must. Typically, producing electrical power energy necessitates 
both a chemical energy combustion process and usage of a generator. The cost and 
the efficiency of conversion systems have to be essentially taken into consideration 
in terms of investment and evaluation. Furthermore, the implementation of 
combined gas-steam cycles could increase the conversion efficiency, but this still 
collides with the limits imposed by the increasing installation costs. Also, increasing 
the overall plant efficiency without the conversion burden may be possible from the 
implementation of exhaust gases of the combustion process.
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One of the noncostly renewable energy sources is the conversion of heat (a 
waste energy) where the thermal-electric energy can be automatically converted 
to electrical power without relying on the use of chemicals. This sort of energy is 
generated through a device called a thermoelectric generator (TEG).

TEG devices are cutting-edge technology, especially with recent applications 
such as cars exhaust, factories exhaust, and thermal panels each with a role in 
converting waste heat energy to applicable energy. Typically, the thermal energy 
production of the exhaust fumes utilized in the industries allows the insertion of 
a fumes/water heat exchanger to produce hot water for multi-industrial purposes. 
The application of such solutions go in contrast with the actual accessibility and 
then with investment sustainability.

Although marketing the heat for district heating is useful and attractive particu-
larly in regard to economic values and the individual utilities’ losses, but it is hard 
to be applied in undeveloped and urban areas where the classical energy sources 
appear strongly and occupy the people’s priority and interest.

Another aspect has to be taken into account is the produced energy quality level; 
here, the heat is considered as a type of degraded energy and this thermodynamic 
point interprets the rational for less attraction for the market.

The sector of heat conversion attracts the huge interest of research, particularly 
the directly converting waste heat to electrical power. However, practical imple-
mentation is still being observed. The application of thermoelectric generators 
(TEG) in the field of large power generation introduces a unique step concerning 
the efficiency of the production system from fossil sources [2].

Feeding the power consumers through supplying a direct heat conversion is a 
favorable choice and attracts the global interest, especially in the realm of optimiz-
ing the production and enhancing the investment in new storage systems.

2. Thermoelectric generator (TEG)

TEG is a device for thermoelectric generation that uses semiconductors that 
provide an efficient system. This device is able to convert heat into electric power. 

Figure 1. 
Glimpses of energy future.
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The construction of this device consists of N- and P-doped semiconductor pellets 
that are connected electrically through a series and further connected thermally 
parallel, to gain higher voltage. Also, mechanical substrate and electrical isolation 
are served by a ceramic layer. This device is able to operate in two different modes: 
an electrical power generating mode and in heating pumping mode.

In the power generation mode, the TEG can create voltage at different tempera-
tures (ΔT). This is because the TEG is exposed on its sides according to the Seebeck 
effect. When the TEG is under a load, the terminals receive a current flow to the 
semiconductor couples while producing heat in Joules. The effect can be observed 
as heating while supplying more heat from the hot side to the cold side, as shown in 
the Peltier effect. The Peltier effect refers to the parasitic activity observed in gen-
erating power. The Peltier effect has shown the ability to increase the total thermal 
device conductivity.

Commercially, TEGs’ come in a wide variety of sizes (a few millimeters to centi-
meters in size). Furthermore, the internal resistance and the current-voltage rating 
of the device are essentially affected by the cross-sectional area of the pellets. The 
wide pellets module can bear a limited number of pellets and provides a high output 
current, but it has small output voltage and internal resistance.

To meet the needed power level and to achieve a higher output voltage, various 
modules have to be connected either in series or parallel.

TEGs can be operated by utilizing different thermal energy sources. These 
devices possess extra advantages that other energy conversion methods lack such as 
light in weight, reliability, robust and have no mechanical moving parts, nonvibra-
tion, and muted operation.

In a steady-state condition, the equivalent circuit of TEG is presented as a 
voltage source connected to a resistance (internal resistance of TEG) in series as 
shown in Figure 2. Practically, the power generated by TEG is based on the tem-
perature difference that imposes on its sides and the amount of the current which 
is drawn by the load. According to Thevenin’s theorem, the maximum power can 
be harvested from the TEG device at any settled temperature difference, while the 
internal resistance of the source (TEG) should be matched with the load resistance. 
Characterizing the TEG and studying its performance under various temperature 
difference has a role in designing an efficient energy harvesting system. For the 
commercial TEG, the datasheet, in general, describes the operation performance 
under different conditions. On the other hand, it is hard to assign an optimal 
method of testing thermoelectric devices because of the datasheet record of the 
performance which is differing from the actual one.

2.1 Physical phenomena of thermos electrics

The three fundamental physical phenomena are related to a TEG’s operation. 
The effect of Seebeck is the generated voltage when the change in temperature is 
sustained between two sides. The effect of Thomson is heating or the impact of 
cooling in the conductor that is homogeneous and it is observed at the time when 
the electric current is going through the electric current in the same gradient 
temperature direction. The effect of Joule is the heating effect that is observed in 
the conductor like the electric current that is passed by a conductor [3, 4].

2.1.1 Seebeck effect

It indicates that when any two dissimilar materials that are thermoelectric are 
connected in a single loop as shown in Figure 3 with the help of two junctions that 
has the potential to maintain different temperature. In these, temperature has the 
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ability to induce the electrical current that is also known as electromotive forces is 
generated. These generated forces explain the voltage Seekbeck Voc and are recog-
nized as Eq. (1) as shown below:

   V  oc     =    α  ab   ( T  H   −  T  C  )   (1)

Here, α is the representation of the two coefficient that is not the similar conduc-
tor, and (TH-TC) represent the different temperatures between the stated junction. 
In the open circuit, the voltage is proportional to a difference in temperature and it 
depends on the material of conduction type with the fact that it is not the tempera-
ture function along with the distribution of conductor.

Usually, a semiconductor is used as a material that is thermoelectric. This is 
because such a material can show right properties that make them able to show the 
desired properties that also make them able to convert thermal energy in the form 
of electric and vice versa. Usually, impurities make the part of semiconductor, 
which is a phenomenon that is called doping that has the objective to increase the 
charge. Usually, doping is found in different two types. These are positive, p-type, 
and negative, n-type, as observed in Figure 4.

In the first type, the valance electron is removed, and in the second type of 
doping electrons, valence is made as the part of valence electrons. When there is a 

Figure 3. 
Schematic of the Seebeck effect.

Figure 2. 
Electrical model of a thermoelectric generator.
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potential that semiconductor is related to two temperatures by which the flow of 
heat passes the pellets, then in the same direction, the charge flow carries, from 
the side that is the warm to the cold side. In the n-semiconductor, the tendency of 
electrons move to the cold side, while in the leg of p-semiconductor, the whole has 
the tendency to move the cold side.

This becomes the reason for the creation of gradient voltage between legs. It has 
not valued that the effect of Seebeck is the phenomena of contact by the connection 
of two nonsimilar material of thermoelectric.

2.1.2 Peltier effect

The effect of Peltier indicates that electrical current has the flows that are across 
from a junction between two materials that are not similar. That is why heat must 
continuously have subtracted or added to the junction for keeping the temperature 
constant. The heat rate absorbed at a junction because of the Peltier effect, which is 
proportional to the current flow, is presented as follows:

   Q  Pelter     =    π  ab   I  (2)

where πab (V) is the representation of relative coefficient of Peltier of two materials 
that are not similar, and it is a property that indicates the heating magnitude or cooling 
injunction that may occur in two material junctures. I (A) is the representation of elec-
tric current that uses thermocouple for flows. As the Seebeck effect, this effect is also 
the phenomena of contact that take place in the boundary of contact. It is essential that 
heating Peltier as reversible between electricity and heat that indicates heating may 
generate electricity that produces heat or cooling without the dissipation of energy.

2.1.3 Thomson effect

It states whenever in a wire, current flows with a gradient of temperature; then 
heat is absorbed across a wire that relay direction and material. The rate of heat 
absorbed along a length of wire is due to this effect. It can be explained as

   Q  Tho     =   𝜏𝜏I  (3)

Figure 4. 
Schematic of the thermocouple.
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Figure 6. 
Internal structure of commercial TEG.

where τ is the Thomson coefficient, while current is represented by I (A) and the 
temperature is by ∆T (K) which is the difference between the two ends’ wire. The 
effect of Thomson heat can be altered and must not mix with Joule heating.

2.1.4 Joule heating

It is the effect that explains dissipated heat by the material that does not have 
resistance based on the availability of electric currents.

For high performance of TEGs devices, the materials should own a significant 
Seebeck coefficients, high electrical conductivity, and low thermal conductivity.

2.2 Structure of the TEG

The TEGs is constructed by various legs that are manufactured by n-type and 
p-type semiconductors that form thermocouples, and all these have the connection 
with the series as well as thermally electrically parallel. The legs of the semicon-
ductor are linked with each other with the tabs copper and they are sandwiched 

Figure 5. 
TEG instructions.
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between ceramic plates. These plates may be able to conduct heat while creating 
an electrical current. The diagram of schematic three-dimensional (3-D) thermo-
electric generator of multi-element is shown in Figure 5. The waste of the heat 
from different sources like automobile exhaust engines, infrastructure-heating and 
industry and activities can be supplied to TEG’s top ceramic.

In Figure 5, the flow of heat by the plate of ceramic as well as the conductive 
copper tabs before the time when it reaches on the top surface of n-type and p-type 
legs that are made of semiconductors that can be explained as TEG’s hot side are 
explained. The heat flow by both legs that are semiconductor and pass by tabs that 
are copper-conductive and a bottom plate of ceramic, as shown in Figure 6. With 
the sink of heat, the ceramic at the bottom plate is vital due to lower temperature as 
compared to the top for the production of high temperature that moves toward the 
high output.

It explains the temperature that is applied to the bottom and top ceramic plates 
that are related to p- and n-types materials. The n-type and p-type materials are 
included in the process of designing by semiconductors to maintain the difference 
observed in the temperature of a hot and cold TEG. The distribution is picto-
rial along with the TEG legs at the difference that is conditional on temperature 
between cold and hot sides [5].

3. Energy harvesting system

There are several ways to increase the produced electrical energy by TEG 
devices, one of the ways is by boosting the produced voltage boost converters and 
also modeling different TEG arrays such as series, parallel, and series-parallel con-
nections based on the required energy. A TEG device operates under various operat-
ing conditions due to the change of the temperature difference which is not easy to 
control it. The resistance found inside the device changes because of the difference 
of temperature resulting in a mismatch between the load and the TEG device. This 
mismatching will not allow the conditions for maximum power operation without 
the Maximum Power Point Tracking (MPPT) algorithm [6]. The MPPT algorithm 
would be applied to grab the Maximum Power Point (MPP). Figure 7 shows the 
block diagram of the energy harvesting system.

MPPT algorithm improves the performance of the harvesting system and operates 
the system in the optimal operation point to generate the maximum power. MPPT is an 
algorithm which has reference variables (voltage, current) and according to variations 
of these variables, the algorithm will act to drive the converter through a generated 
pulse for tracking the maximum power point, i.e., changing the internal impedance to 
have matched load. Because of the linearity characteristic of the TEG devices, most of 
the researchers are shedding light on the MPPT algorithm. Based on an open-circuit 
voltage and a short-circuit current [7–9], the optimum value of the generated power is 
half of the short-circuit current (Isc)/open-circuit voltage (Voc) of TEG.

A simple test on TEG’s performance is normally made to provide accurate 
repeatable measurements and to get the TEG’s electrical characteristic.

3.1 TEG characterization

A TEG device is found between the hot and cold blocks. The device contains 
high temperatures that are heated through the use of an electric stove. The cold 
block is kept cool by the use of a fan system. The TEG output is shown as a variable 
resistive load –-142T300 and can be identified by three separate gradients of tem-
perature as ΔT: 80, 100, and 145°C. The test platform can be observed in Figure 8 
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as it shows true measurements under different temperatures on the TEG’s terminal 
while performing under a number of resistive loads.

In Figure 9, the power curve (P–I) for the device can be observed. In Figure 10, 
a straight line is shown to represent voltage versus current (V–I). The short-circuit 
current ISC is the amount of the current when the resister of the load is equal to zero, 
i.e., TEG’s terminals are connected together, while VOC (open-circuit voltage). Is 
where the voltage at the maximum and there is no load connected on the terminals. 
The MPP is at the medal of the curve on the peak point and that MPP can be tracked 
by knowing the VOC or ISC since the maximum power of TEG = Voc/2 or ISC/2 and is 
made when an equal amount of electrical load resistance of external circuits that 
are connected to the TEG equals that of the internal electrical resistance Rint of the 
TEG. The inverse slope (Rint) of the V–I line and the absolute value depends upon 
the temperature of the TEG while it is operating and is without a fixed value.

3.1.1 Series and parallel array configurations

T modules of thermoelectric are developed in different studies by connecting in 
parallel and/in series based on the required voltage and current.

Figure 7. 
The block diagram of the energy harvesting system.

Figure 8. 
The experimental test for TEG.
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3.1.1.1 Series array configuration

In the series array configuration, TEGS that are three in number are represented 
in such a way that all are connected in series as shown in Figure 11. In this configu-
ration style, voltage is kept in series as V1, V2, V3,…, and Vn equal to the resistance; it 
is also placed in the series as R1, R2, R3,…, and Rn.

In the ideal condition of the module, the performance and the outcome vary 
with the nonideal condition of the modules; here in ideal condition, the outcome 
will be equal to the ΔT. In the normal condition of the thermal balance, the equal 
voltage will be generated. However, on the other hand, in the normal and actual 
thermal condition, voltage and resistance will project different unequal values. For 
instance, MPP is considered as nVoc/2.

In the nonideal thermal condition, the voltages will be in flow as 
Voc = V1 + V2 + V3. Eq. (4) elaborates further:

   I  L     =    (  
 V  OC   −  V  S  

 ________________  
 R  1   +  R  2   +  R  3   + … +  R  n  

  )   R  L     (4)

3.1.1.2 Parallel configuration

Three parallel configuration TEGs models are projected in Figure 12. To achieve 
the ideal conditions of operations TEG Models must be operate at same ΔT. The 
voltage and maximum power of the operations of these models are kept the same 

Figure 9. 
P-I characterization of TEG mode (TEP1-142T300) for three different ΔT.

Figure 10. 
V-I characterization of TEG mode (TEP1-142T300) for three different ΔT.
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that is I1 = I2 = I3, while TEG units will mismatch if the conditions are changed 
and rearranged in such a way that generates the condition of nonideal thermal 
conditions.

   I  1     =    (   V  1   −  V  L   _ 
 R  1  

  ) ,  I  2     =    (   V  2   −  V  L   _ 
 R  2  

  ) ,  I  3     =    (  
 V  3   −  V  L  

 _ 
 R  3  

  )   (5)

In the array terminals, the voltage is presented through the VL.

3.2 MPPT converters

The design DC to DC converter connects between the TEG models and enables 
it to optimize the maximum power at all the time for voltage and current. Boost 
converters made up from the four elements are shown in Figure 13; it includes the 
inductor, MOSFET, diode, and capacitors. In DC to DC converters, it is attempted to 
control the output voltage to high or low values. This is accomplished through a con-
trol switch that feeds the load by a pulse voltage of different widths. The method is 
referred to as the pulse-width modulation (PWM). The PWM control method is one 
of the most commonly used applications. The method is also used in the case study 
of controlled DC to DC converter. To provide further explanations of this method, 
circuits observed in Figure 13 are studied with the ideal switches and loads.

Figure 11. 
TEG modules electrical schematic of the series array.
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While it is switched “on,” or the SW is closed, there is no conduction over the 
diode. The inductor pulls and gathers power from output of the TEG. The output of 
the converter as views at the load is gained through the energy inside the capacitor 
from previous cycles. In the “off” position, or when the SW is open, the diode is 
conducting energy. At this position, the inductor is load connected, and can show 
an output of power into the RC network. In the “off” setting, the power of the 
inductor is a combination of stored power and power supplied by the TEG. Part of 
the energy of the inductor is sent to the load and to charge the capacitor. As a result, 
the voltage of the output port may be observed as more than the input port.

The estimated resistance of the input of the converter is decided through the 
PWM signal duty cycle D and resistance of the load:

   R  in     ≈     (1 − D)    2   R  L     (6)

3.3 Algorithm for maximum power point tracking (MPPT)

The main internal makeup of an MPPT’s hardware is a DC to DC, switch-mode 
converter. It is more commonly found in DC supplies and DC motor drives for 
converting an unregulated DC input into controlled DC output, for a specified level 
of voltage. The MPPT converter is able to be used for a number of purposes. This 
includes the regulation of input voltage at PV MPP and can give a matching load 
during maximum power transfer.

Figure 12. 
Electrical schematic of parallel array of TEG modules.

Figure 13. 
(a) The schematic diagram for required components; (b) MOSFET currents; and (c) diode currents.
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A number of techniques have been offered for the MPPT, for the TEG in energy 
harvesting systems. There are a number of similarities in the methods that are found 
in PV systems and used in the TEG. One such algorithm is the Perturbation and 
Observation (P&O) MPPT technique. The P&O method is based upon two differ-
ent power point observations of dynamic measurements and variables performed 
before and after a duty cycle of the converter that has been perturbed with both 
the short-circuit and the open-circuit-based algorithms. These are performed both 
before and after the duty cycle has been perturbed. The Incremental-Conductance 
(InC) algorithm has its basis in the principle in the MPP of TEG generators. There 
are less complicated maximum power point trackers found for thermoelectric 
generators [10]. A voltage-trend detection circuit is made [11], in which the gradient 
of the boost-converter output is drawn through the measurement of output voltage. 
This method allows a low-power application of the hill-climbing MPPT method. 
Circuit noise has been found to affect the MPPT efficiency in P&O and InC algo-
rithms. It has also been discovered that it affects the accuracy in TEG output calcula-
tions or current gradient. As provided in [8, 9, 12, 13], increased perturbation steps 
will result in high steady-state oscillation around the MPP. This will reduce TEG 
power production. However, increased accuracy in the power or gradient measure-
ments will also increase complexity and the consumption of power of the control 
unit in the MPPT. This characteristic of operation is important for low-power TEG 
processes for power production of the source of the TEG and power consumption of 
the control unit in the same order. Modern technology needs highly efficient devices 
with a low cost and the ability to convert waste heat into electric energy [14]. This 
deficiency can be covered by manufacturing low-cost materials and well-automated 
mechanisms for TEG units.

4. Case study: energy harvesting system

The performance of the thermoelectric campaign in different circuits configures 
with different temperatures. The measurement system can attach to the circuit in 
the experimental laboratory. This experiment is started to the test the actual envi-
ronmental conditions and its effect on the real application, where the temperature 
is beyond the control.

As it can be seen in Figure 14, the TEG array ship is between a hot and cold 
block. In the experimenter, there are high temperature and high power provided 
by the direct current. The latter is air cooled by the attachment of the first device 
that is named in this experiment as TEG. TEG can attach to an electronic device 
or another desire component for the first circuit for one TEG device. A spring was 
used for load and weight over the TEG.

Moreover, a thermometer was used to sense the cold side (heat sink and fan 
unit) and the copper side as well (heat source) of the surface. The thermometer 
was used for obtaining the judgment of the temperature through the TEG device. 
The configuration of the thermoelectric array is connected to meet the required 
power with the different resistant load to get precise of different values according 
to the temperature range. The set consists in the determination of the ability of the 
system to operate in the MPP under different ΔTs. The need of graphing MPP under 
various conditions leads us to develop an MPPT algorithm.

4.1 MPPT technique development

The technique that has been developed in this case study to measure TEG’s short-
circuit current must be equipped with a capacitor in parallel, current sensor, switch, 
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and a diode in series provided with the output of TEG. This is equal to the time of 
input of the boost. The algorithm that was chosen for the case study was designed 
for smaller applications.

Short-Current Pulse (SCP) principal algorithms are dependent upon the 
relationship of optimum current Im (current at maximum power point) and short-
circuit current ISC. This can be observed in section III as its fundamentals are seen in 
Eq. (7).

   I  m     =   0.5  I  sc    (7)

The fundamentals of the Short-Current Pulse algorithm are shown in Figure 15; 
it performs a measurement while comparing the current and short-circuit current. 
If the current is more than half of the short-circuit current, the operating point 
of TEG is on the left side of the optimum power point. However, if the current 
is less, the operating point is on the right of the optimum power point. Based on 
this information, it can be observed that the MPP location can be confirmed and 
tracked [15, 16]. This operation can be done periodically in order to keep the MPP 
in a steady and dynamic state.

The power that is generated from the TEG module is considered to be low. There 
are a number of processes which should be kept to maximize output power. This 
makes the TEG array with n-TEG modules using a boost converter in the input volt-
age comparable to the circuit design. For this research, the MPPT system configura-
tion was designed in the lab from the TEG array (a series of three connected TEG 
modules). These connections included a Short-Current Pulse circuit and a boost 
converter which was controlled by the designed MPPT linked to a resistive load. The 
schematic of the system can be seen in Figure 16.

To boost the converter when switched “on,” the switch Q2 is closed without a 
current passing through the diodes D2. The stored energy from the output capaci-
tor C2 will supply the load. When the circuit is open, the circuit position will cross 
the diode D2, while the output power of the TEG stores power through the input 
capacitor and inductor. While in the “off” position, the switch Q2 will not have a 
current passing through the switch and the diode D2. The stored energy is gathered 
during the “on” period of the inductor and the energy from the TEG will flow in the 
direction of the load. The observation made according to the previous steps is the 
output voltage that was found to be greater than the input.

Figure 14. 
The general schematic of the experiment.
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Figure 16. 
The proposed energy harvesting system for TEG array.

4.2 Experimental results and discussion

The harvesting system hardware has the benefit of a lower cost but a high-
performance element. This includes a high sensitivity INA250 used to sense the 
current; a STM32f429 discovery kit with an ARM® Cortex®-M4 core. The kit 
is also equipped with a monitor which provides a means to check the algorithm’s 
accuracy of an operation. The measured parameters can also be tested to include 
the short-circuit current, output current of TEG, and duty and operating duty cycle 
of the boost converter at the MPP. In the experiment, in order to match the “on” 
voltage (microcontroller output voltage capability) of the Mosfet, two gate drivers 

Figure 15. 
Flow chart of SCP algorithm.
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were created to drive the Mosfet of SCP while boosting the converter circuit. The 
prototype of the system implementation can be observed in Figure 17.

As shown in Figure 18, the TEG takes a period of time in order to become stable 
when compared to response time of the boost converter. The SCP algorithm is 
discovered to have a high tracking performance and an efficiency of nearly 100% 
in measuring the short-circuit current at three times per second in order to make 
adjustments to the operating point while controlled by a generated pulse of a maxi-
mum power point tracking algorithm. It has been observed that the short-circuit 
current pulses can increase and decrease per second through the change set into the 
values of the code implemented in STM32f429.

5. Conclusion

Thermoelectric generators (TEGs) has opened the way for many new research-
ers by improving the coverage of renewable energy sources. There is no negative 

Figure 17. 
Energy harvesting system prototype.

Figure 18. 
The output power, current, and voltage of three series TEP1-142T300 with STM32F429 microcontroller.
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impact on the environment because TEGs have no pollution and are noiseless. It 
also has the advantages of low maintenance and the use of common waste heat 
energy. Temperature plays an important role in the TEG energy conversion process. 
In TEG performance, there are several other factors that have a significant effect, 
such as the effect of temperature difference ΔT between the two plates. To provide 
the desired voltage and/or current, the TEG device can be electrically connected in 
series and/or parallel form. TEGs can be applied at different temperature environ-
ments, different thermal forces, and different electrical loads. As a consequence 
of the operating conditions for each device in the TEG array, the changes of the 
temperature difference can affect on the system operation. For this reason, it is 
necessary to ensure that the energy conversion in the thermoelectric system is 
precisely monitored on a device basis and that maximum energy can be drawn from 
the system. For this operation, it is inevitable to use a power converter controlled by 
the Maximum Power Point Tracker (MPPT) algorithm between TEG and load.
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Chapter 23

Optimization Techniques of
Islanded Hybrid Microgrid System
Sk. Shezan Arefin

Abstract

The utilization of energy is increasing day by day, it is an unavoidable truth. This
large demand for energy cannot be satisfied by the conventional power sources
alone. Sustainable power sources, for example, solar and wind turbine-based energy
system are the most effective and both economically and environmentally feasible.
The Hybrid renewable energy system (HRES) is a recent concept in the field of
sustainable development which joins at least two renewable power sources like
wind turbine, solar module and other inexhaustible sources such as ocean energy,
fuel cell etc. This chapter starts with an audit by addressing the possible difficulties
that can occur while a solar power plant and the wind farm will be integrated
together to supply power to the main grid or in a islanded manner. This chapter
gives an overview of the optimization techniques that can improve the integration
of the hybrid systems to the grid as well as with the islanded load. This review also
sheds significant light on the techniques to improve the equality of a grid integrated
solar-wind hybrid energy system. It also includes the critical findings on the strate-
gies that are necessary to build an efficient grid-connected and islanded solar-wind
hybrid energy system.

Keywords: renewable energy, solar energy, wind energy, HRES, optimization,
simulation

1. Introduction

Replace power is an essential factor for industrialization, urbanization and
budgetary development of any nation. There are diverse sorts of conventional and
non-conventional energy sources used to generate power. Solar and wind energy
systems are a standout among the most prominent sources of energy [1]. The use of
solar-based and wind energy system has turned out to be progressively well known
because of particular and condition agreeable nature. The field of solar and the wind
energy has experienced a pivotal advancement for late decades in this in all cases usage
of independent to utility characteristic solar-wind frameworks. Sun-powered and
wind vitality framework works much of the time in remain independent or network
associated mode, yet the reasonability of these sources are less an immediate after-
effect of the stochastic thought of sun-powered and wind assets [2]. The hybrid
renewable power sources with framework coordination defeat this downside of
being whimsical in nature. Half-breed sustainable power source framework (HRES)
is a blend of unlimited and consistent vitality source, and it might besides consoli-
date no under two maintainable power sources that work in remain independent or
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system-related mode. The HRES that joins sun-based arranged and wind vitality
sources works in two modes: concurrent and consecutive [3]. In synchronous mode,
the sun-controlled and wind vitality frameworks produce vitality at the same time,
while in a successive mode, they create a control on the other hand. The essential
credits of HRES are to consolidate under two maintainable power age advance-
ments to make fitting utilization of their working qualities and to get efficiencies
higher than that could be gotten from a solitary power source. This paper shows the
viewpoint of solar-wind half and half practical power source framework covering
issues of achievability such as illustrating, controlling, change method, unwavering
quality and power nature of the framework [4, 5]. The worldwide infiltration of
sustainable power source in control systems is expanding quickly particularly for
sunlight-based photovoltaic (PV) and wind systems. The sustainable power source
meant around 19% of the total energy utilization worldwide in 2012 and kept on
ascending amid the year 2013, according to the 2014 inexhaustible worldwide status
report [6, 7]. The report highlighted that interestingly the PV establishment limit on
solar and wind control is actually irregular and can make specialized difficulties to
the network control supply particularly when the amount of solar and wind power
integration increases or the grid is not sufficient to deal with fast changes in gener-
ation levels. Furthermore, if sun or wind is utilized to supply energy to a stand-
alone system, energy storage system ends up with a guaranteed supply of power
[8, 9]. The extent of the energy storage relies upon the irregularity level of the solar
or wind energy systems. This paper gives a survey of difficulties and opens doors
for combined PV and wind energy system. The paper audits the fundamental
research works to identify the ideal measuring configuration, control hardware
topologies and control strategies for both solar and wind energy systems [7, 10, 11].
The use of vitality has transformed into a fundamental matter of stresses in the
latest decades because of speedy addition in vitality request. Furthermore, natural
issues of customary vitality sources, for instance, ecological changes and an Earth-
wide temperature boost, are perpetually compelling us for elective utilization of
vitality assets. As indicated by the reports released by World Health Organization
(WHO), brisk and twisting impacts of characteristic change prompt the death of
160,000 individuals for reliably and the rate is assessed to be increased by 2020
[12]. Environmental change causes disastrous incidents, for example, surges, dry
spells and astounding changes in climate temperature. Also, there are a couple of
sicknesses predominantly malaria, malnutrition, diarrhea and so forth getting to be
plainly pandemic among the communities. One of the disasters was reported in
2003 which assaulted European nations and caused demising of 20 thousand indi-
viduals while remained $10 billion misfortunes in the plant part. Directly, conven-
tional vitality sources constitute ideally around 80% of overall vitality usage [12].
Those fundamental compelling reason on substitute the energy sources might have
been set off concurred for discovering nuclear noteworthiness in the mid-twentieth
century, which might climb to ten on twenty times more than oil-based stock.
In any case, there are a few confinements related to atomic energy generations.
For instance, atomic fusion is the exposure of uranium and thorium minerals,
which are viewed as petroleum derivatives also. Also, atomic plants are at present
accessible just in vast scale power generations. Subsequently, for cooking, heating
and other small-scale applications, sustainable power sources are the best
solutions yet [13].

Reasonable power sources like daylight-based, wind, biomass, hydropower and
tidal vitality are promising CO2-free decisions. Despite the general recognition with
central purposes of practical power source utilization, this wellspring of vitality
contributed to just around 1.5% of world vitality as of 2006. The example is assessed
to rise to 1.8% of each by 2030 [14, 15].
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Figure 1 shows the complete block diagram of a hybrid PV-wind renewable energy
system. The basic diagram gives the general idea of the architecture of an HRES.

2. Evolutionary of optimization methods used in HRES

The developmental calculation is one of the subclasses of counterfeit conscious-
ness technique to decrease the streamlining trouble. The use of various algorithms
and optimization methods are involved with the evolutionary technique in simulat-
ing the HRES.

2.1 Optimization with genetic algorithm

Genetic algorithm is an indiscriminate chase and enhancement framework
guided by the profound quality of the common hereditary framework. Genetic
algorithm is being widely used for optimization of various characterizations. Appli-
cations of renewable energy technologies with GA are gaining popularity day by
day. Solar and wind energy, as well as the geothermal energy technology, is gaining
more popularities in terms of simulation and optimization techniques. GA is a
versatile heuristic hunt calculation in view of the transformative thoughts of normal
choice and hereditary qualities. Liu et al. clarified an elitist methodology of ideal
measuring of independent mixture of PV-wind control frameworks utilizing
hereditary calculation with loss of energy supply likelihood as a limitation and limits
the aggregate capital of the whole framework [18].

Zhao et al. used a hereditary calculation for PSO to see the most ideal capacity
model of a daylight-based breeze blend with inexhaustible essentialness structure
with quick overall combining [9]. Zhou et al. utilized GA with the plan to also
supply fluctuating load that was spotted in the region from Xuzhou, China [19].
From the demonstration it can be said that the framework might convey vitality for
a standalone establishment for a worthy cost. Fadale et al. Produced ideal measuring
of mixture of PV-wind battery framework utilizing fuzzy logic with GA, which

Figure 1.
A complete block diagram of a hybrid PV-wind renewable energy system [16, 17].
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chooses the ideal number about PV panels, WT and battery units, and further, GA is
utilized to assume perfect control design from guaranteeing an off-network blend
of inexhaustible essentialness system [20]. Turku et al. created true energy planning
from claiming an off-grid HRES utilized to warming plus lighting previously, a
prototype private house. In this chapter, double-coded GA may be utilized as
opposed to arranged basic straight customizing on minimizing that operational unit
cost of HRES [21].

2.2 Optimization with particle swarm optimization

Particle swarm optimization (PSO) is a populace built static streamlining act
enthused toward social conduct for winged animal flocking or fish schooling, the
place winged animal flocking or fish educating is the aggregate movement of a vast
number for self-impelled substances. Zhao et al. offered enhancing the PSO algo-
rithm for the ideal limit plan from claiming a free wind-PV mixture force supply
framework. The technique of PSO completely depended on various types of data set
based on the practically implemented parameters. Various researchers are using
PSO as the perfect prediction tool for various purposes. An integration of the hybrid
energy framework ability ideal configuration may be an ordinary non-linear incor-
porated basic streamlining issue. An algorithm is anticipated and also tried to look
into the framework found in an island. The drawbacks and strength of the algo-
rithm can talk about shortages gotten turns out its possibility and effectiveness [22].
Dehgan et al. created the majority positive position measuring of hydrogen built
wind/PV plant permitting for dependability indices by applying a molecule swarm
streamlining. Wang et al. altered the PSO calculation by creating a multicultural
plan of the coordinated force area framework. Affectability contemplates may be
likewise conveyed out to analyze those effects from claiming different framework
parameters on the general configuration execution [23]. Measuring of solar-wind
renewable vitality framework will be done by Sanchez et al. [24]. Also, an evolu-
tionary calculation strategy known as PSO may be utilized with those expenses of
framework as a goal capacity. PSO calculation is utilized by Ardakani et al. for ideal
measuring of the system’s part [25]. Thus as an eventual outcome, the perfect
number of PV modules, wind turbine and battery close to the inverter capacity is
obtained. Bansal et al. made streamlining of blend PV/wind/batteries imperative-
ness structure using multi-target atom swarm streamlining (MOPSO) [26]. An
objective work to cosset of the mixture framework may be framed that incorporates
starting costs; yearly working costs furthermore support expenses. Because of that
many-sided nature for mixture renewable vitality framework with nonlinear essen-
tial analytics planning, MOPSO is used to take care of the issue. Those enhanced
PSO might stay away from that alternative of a neighborhood base trap. Keyrouz
et al. formed a bound together MPPT to controlling a mixture of wind-solar and
power module framework [27]. A following calculation method has been
constructed Bayesian lion’s share of the information joined with swarm quickness
is used concerning delineation a streamlining, looking calculation by Amer et al.
For limiting the hardship from guaranteeing imperativeness with a satisfactory
choice of the era taking secured close by contemplating those incidents the center of
planning additionally ask for sides to diminish the cost [28]. The conclusion reveals
that PSO execution may be quicker, and it is also skilled at providing a streamlining
design that recovers around 10% of the aggregate expense of the incorporated
framework. Borhanazad et al. created streamlining for microgrid framework utiliz-
ing MOPSO and also discovered those are the best setup for the mixture framework
utilizing energy oversaw economy algorithm [29].
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2.3 Optimization with fuzzy logic

Nema et al. have shown a perfect money-related operation from asserting sharp
network by fluffy pushed quantum developmental technique. Adhikari et al.
Elucidated examination, design moreover control of an independent composed
non-regular essentialness change system for the perspective of those fluffy basis
control strategy toward detecting those dc voltage besides current yield about sun
situated and the revised yield voltage about enduring request short of breath quick
present (PMBLDC) generator driven by a breeze turbine. Chakraborty et al. created
insight activity speculation operation of a sharp matrix using soft moved quantum
developmental framework [30].

2.4 Optimization with artificial neural network

Neural networking systemwill be an interconnectedness get together of re-enacted
neurons that occupy a logical model or computational model for information changing
in light of an association with approximate estimation. Fidalgo et al. connected an
artificial neural networking (ANN)-based way to deal with applying preventive con-
trol techniques to an extensive hybrid energy system. ANNs are a fundamental piece,
which is superior to standard measurable strategies in the progressive security design
population and additionally evaluates that degree of security [31]. Martin et al.
suggested a neural system control technique for multi-energy regular dc transport
mixture energy supply eventually Tom's perusing examining that uniqueness for sun
oriented energy, wind vitality. Levenberg-Marquardt algorithm that is interfaced with
the neural system may be utilized and the energy component is acquainted in the
preparation. During et al. created a mixture model to an hourly numeral for PV-wind
renewable vitality framework that can also be utilized with the computational brain-
power of PSO for registering distinctive definitions of the cost slip [32].

2.5 Optimization with game theory in HRES

For the 1838 diversions seemed too commercial concerns writing furthermore
toward that time cornet also how produced An model which may be In light of
oligopoly estimating and production, yet the model needs the detriment of the
confined player with methodologies that just included amount or cost choice.
Afterwards, in 1944, John Von Neumann and Oskar Morgenstern demonstrated the
fundamental hypothesis of amusements which came out with the investigation for
all the perplexing arrangements and methodologies [33].

Ogino et al. introduced non-cooperative amusement methodology on an electric
generating framework, which will be identified with government-funded coopera-
tion and asset supply. A principle drawback for this framework may be that it does
not provide for whatever control component of the whole framework [34].

On the other hand Saad et al. introduced a dimension for a coalitional amuse-
ment hypothesis for agreeable micro-grid conveyance networks of sun-based
panels, wind turbines and so forth throughout this way, observing and stock
arrangement of all instrumentation may be enhanced [35]. Baeyens et al. further-
more Bitar clarified those wind vitality amassed for those assistance of a coalitional
amusement methodology.

Many researchers brought different thinking about the degree on which a gath-
ering for a wind constrains creators could abuse those truthful benefits of amassed
and aggregate peril might be figured by coalitional entertainment approach. Mei
and Wang made the approach for facilitated control structures. Beguilement
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Figure 2.
Revolution of game theory for hybrid energy system [39].

Authors Optimization

techniques

Parameters

optimized

Highlights

Tao Ma et al. [41] Genetic
algorithm

PV-pump
turbine

The genetic algorithm (GA), along with
Pareto optimality concept, is used for the
system techno-economic optimization: to
maximize power supply reliability and
minimize system lifecycle cost
simultaneously

Ogunjuyigbe et al. [42] PV-wind-
diesel

Alireza Askarzadeh
et al. [43] and Akbar
Maleki et al. [44]

Particle swarm
optimization

PV-wind-
battery

In order to find the optimal values of the
variables, particle swarm optimization
(PSO) and some of its variants are proposed.
Due to the non-linearity and non-convexity
of the sizing problem, PSO, which is an
efficient population-based heuristic
technique, can be a good candidate

Caballero et al. [45] Loss of power
supply
probability
(LPSP)

Hybrid
PV-wind

The proposed method allows the possibility
to supply excess power generated by the
HES to the utility grid at a fixed sales price
or through a net metering scheme. The
system and design method is proposed to
represent a viable alternative for grid-only
power supply in rural/remote communities

Kerim Karabacak et al.
[46]

Artificial neural
network

Wind-PV Artificial neural network applications of PV,
WECS and hybrid renewable energy
systems, which consist of PV andWECS, are
presented. Usage of neural network
structures in such types of systems has been
motivated

Kefayat et al. [47] Artificial bee
colony

Wind
energy

An efficient point estimate method (PEM) is
employed to solve the optimization problem
in a stochastic environment by using
artificial bee colony

Abdolvahhab Fetanat
et al. [48]

Ant colony
algorithm

PV-wind Ant colony optimization for continuous
domains application to reservoir (ACOR)-
based integer programming is employed for
size optimization in a hybrid photovoltaic
(PV)-wind energy system. ACOR is a direct
extension of ant colony optimization (ACO)
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speculation is displayed in this paper to demonstrate the modeling of hybrid energy
system, which includes wind turbines, PV boards, etc. with the storage batteries.
For both islanded and grid connected system can be agreeable amusement hypoth-
esis models need aid fabricated by bringing wind turbines, PV panels furthermore
stockpiling batteries Concerning illustration players and their life cycle salary
similarly as payoffs [36].

Alaska et al. recommended an amusement built stochastic modifying on produce
ideal offering methodologies should amplify the aggregate benefits about wind
furthermore routine energy makers have done both the vitality advertise along with
a reciprocal save market, the place the save value may be settled the middle of wind
also customary energy makers Toward utilizing diversion hypothesis [37]. Vikas
et al. created and examined diversion hypothesis based on cornet’s model for sun-
based wind HRES and also gives some key choices that will figure out the best
reaction starting with sun oriented furthermore wind vitality framework. An
amusement methodology is utilized to investigate the sun-based wind mixture
framework. Different strategies, for example, diversion hypothesis logic, Nash
equilibrium, and non-cooperative diversion hypothesis, can also be compared [38].
Figure 2 demonstrates the revolution of the game theory algorithm for the hybrid
energy system.

Table 1 describes various types of optimization techniques applied by the
researcher for a hybrid solar-wind energy system.

3. Software tools used in modeling and simulation of hybrid systems

3.1 HYBRID 2

The HYBRID 2 software tool may be a Recreation device around that means will
furnish a versant model for those specialized foul furthermore monetary examina-
tion of renewable mixture vitality framework. The gadget may have been developed
in NREL, Canada, a long time ago in 1993. This altering model uses both those time
courses of actions and besides a quantifiable strategy ought to survey the operation
of the inexhaustible energy system. This permits the model to focus on long haul
execution at the same time still taking into account the impact for fleeting variabil-
ity for sun-based and wind information. The modification of the system compo-
nents, control furthermore dispatch alternative could make modeled with clients
specified occasion when steps. HYBRID 2 comprises various sorts for vitality

Authors Optimization

techniques

Parameters

optimized

Highlights

Chedid et al. [49] Linear
programming
optimization

Solar-wind Unlike the traditional 2D simulation, a novel
modeling of a trade-off surface in 3D space
is presented where the knee set is
determined using the minimum distance
approach. Robust and inferior plans are
segregated based on their frequent
occurrence in the conditional decision set of
each future and hedging analysis to reduce
risk is performed in order to assign
alternative options in case risky futures
occur

Table 1.
Various types of optimization techniques applied by the researcher for hybrid solar-wind energy system [40].
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dispatch methodologies scrutinized by grain (1995). HYBRID 2 will be an exten-
sively approved model. However, the specialized foul precision of the model is high,
yet the model will be unable to streamline the vitality framework. The HYBRID 2
code utilizes an easy-to-understand graphical client interface (GUI) and also a
glossary of terms ordinarily connected with mixture energy frameworks. HYBRID 2
will be additionally bundled with a library of supplies that should aid the client over
planning mixture of energy frameworks. The combination of all equipments and
components is economically accessible also by utilizing the manufacturer’s deter-
minations. Besides this, the library incorporates example energy frameworks with
the activities that will be followed as a standard applicable framework by the clinets.
Two levels from claiming yield are provided: a rundown judgment and a nitty-gritty
time step toward occasion when step depiction about energy streams. A graphical
repercussions interface (GRI) does not consider not a difficult and in-depth survey
of the point by point reproduction outcomes [50].

3.2 PVSYST

PVSYST 4.35 (2009) made by Geneva College in Switzerland is an item package
for the examination measuring, re-building, and data examination of complete PV
structures. It gives the exact PV module requirement and battery size, etc. The
product offers an extensive database of PV segments, meteorological destinations, a
specialist framework, and a 3D apparatus for close shading nutty-gritty investiga-
tions. This product is situated for planners, designers, and analysts and holds
exceptionally supportive apparatuses for training. It incorporates a broad logical
help, which clarifies in detail the techniques and the models utilized. The device
plays out the database meteorological and segments administration. It gives addi-
tionally a wide decision of general sun-based instruments (sun-oriented geometry,
meteorological on tilted planes, and so forth.), and an intense mean of bringing in
genuine information measured on existing PV frameworks for close correlations
with mimicked esteems [51].

3.3 INSEL

Incorporated reproduction condition and a graphical performing dialect
(INSEL) is a redoing made by College of Oldenburg, Germany, in which age models
can be delivered utilizing existing pieces in the reasonable supervisor HP VEE with
a few mouse clicks (Quick and Holder, 1988) [52]. The increase of structures like
on-compose PV generators with MPP tracker and inverter, for example, winds up
being essentially a representation work out. This thing fortifies the coordinator with
database for PV modules, inverters, warm gatherers, and meteorological parame-
ters [53]. Inside and out, INSEL offers a programming interface for the improve-
ment of the square library. The major favored viewpoint of this model is the
adaptability in the affecting system to model and arrangement showed up diversely
in connection to spread contraptions with settled associations. An issue is that
INSEL does not perform structure change; regardless, it finishes or even replaces
the exploratory research office for a feasible power source framework since parts
can be interconnected like constant [54].

3.4 SOLSIM

Reproduction and advancement demonstrate for sustainable power source sys-
tems (SOLSIM) (Schaffrin, 1998) are made at Fachhochschule Konstanz, Germany
[55]. SOLSIM is a multiplication gadget that draws in clients to set-up, dissect, and
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streamline off-cross area and arrange related hybrid sun-based significance struc-
tures. It has requested particular models for PV, wind turbine, diesel generator,
and battery sections and moreover for biogas and biomass showing [56]. SOLSIM
programming pack contains diverse devices: the basic augmentation program
called SOLSIM; the unit to overhaul the tilting reason for PV module called
SolOpti; the unit to figure life cycle cost called SolCal; and the unit to repeat wind
generators called SolWind. This program is also inadequate to locate the ideal
size of hybrid vitality framework for any region on the techno-economical-related
ground [57].

3.5 WATSUN-PV

WATSUN-PV 6.0 (Tiba and Barbosa, 2002) made by College of Waterloo,
Canada, is a program proposed for hourly redirection of different PV frameworks:
self-governing battery go down, PV/diesel half-breed, utility cross-segment-related
structure and PV water pumping structure re-foundations [58]. The autonomous
battery modules go down and PV/diesel cross-breed structure re-authorization
modules are especially whole; on the other hand, the module that courses of action
with PV water pumping systems just allows the examination of set-ups using DC
electric motors, which is not a plan a great part of the time used nowadays. The
showing structures for daylight-based radiation, PV course of action, and the bat-
tery are extremely pointed by point and revived [59]. The model utilized for DC
engines is a reasonable relationship between the voltage and current given by the
show and the torque and spruce speed of the engine. WATSUN-PV 6.0 has a library
containing data on PV modules, batteries, inverters, and diesel and fuel generators.
The database rejects data on engines or pumps [60].

3.6 PV-DESIGN PRO

The PV-DESIGN PRO augmentation program (arranging and displaying PV
structure: a guide for installers, fashioners and artists, 2005) consolidates three
assortments for impersonating self-ruling framework, cross-section-related
framework, and PV pump framework [61]. For autonomous structures, a spare
generator and a breeze generator can be consolidated into the PV system, and a
shading examination can be finished. The system can be progressed by contrasting
the individual parameters. Bitty lumpy calculations are performed for working
data and traits twists. The module and air database are to a great degree broad.
This program is endorsed for the PV systems that have battery accumulating.
Diversion is finished on hourly introduction. The use of PV design expert is that its
database starting at now consolidates most information required for PV structure
diagram [62].

3.7 RAPSIM

RAPSIM (Pryor et al., 1999) or remote range control supply test system is a PC
showing program made at the Murdoch College Vitality Exploration Foundation,
Australia. It is proposed to re-establish elective power supply choices, including PV,
wind turbine, battery, and diesel structure [63, 64]. The customer picks a system
and working method from a few pre-portrayed options and streamlining is searched
for by changing part sizes and by attempting distinctive things with the control
factors that settle on-off cycles of the diesel generator. Battery developing effect
isn’t considered in this model [65].
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3.8 RETScreen

RETScreen is created and kept up by the Administration of Canada through
Normal Assets Canada’s Canmet Vitality inquiry about focus in 1996. RETScreen
programming is competent to ascertain the vitality productivity, sustainable power
source and hazard for different sorts of sustainable power source, vitality proficient
innovations and furthermore break down the cost capacity of the planning frame-
work and cross-over framework plausibility (RETScreen, 2009). RETScreen work-
ing depends on Microsoft exceed expectations programming instrument. The
fundamental qualities of this product are to limit the ozone-depleting substance
discharge, life cycle cost and vitality era [66].

3.9 PHOTO

The PC code PHOTO (Manninen et al., 1990) made at the Helsinki University of
Technology in Finland imitates the execution of feasible power source structure,
including PV-wind cross-over vitality framework plot. A move down diesel gener-
ator can in the same manner be fused into the structure plan. The dynamic tech-
nique influenced utilizations to revise framework part models addressing piece co-
operation and hardships in wiring and diodes [67]. The PV group can work in the
craziest power mode with trade subsystems. Various control procedures can like-
wise be considered. Single sub-structure models can be checked against veritable
estimations. The model can be used to reproduce diverse system outlines unequiv-
ocally and evaluate structure execution, for instance, essentialness streams and
influence hardships in PV show, wind generator, fortification generator, wiring,
diodes, and most extraordinary impact point GPS reference point, inverter, and
battery. A cost investigation should be possible by PHOTO. This code has an office
to make a stochastic atmosphere period database in the circumstances where hourly
data are not available. The re-authorization occurs to differentiate well and consider
execution of a PV test plant [68].

3.10 SOMES

The PC show SOMES (recreation and advancement demonstrate for sustainable
power source frameworks) made at the University of Utrecht Netherlands
(RETScreen, 2009) can duplicate the execution of economic power source struc-
tures [69]. The vitality framework can incorporate monetary power sources (PV
bundles, wind turbines), diesel generator, a cross-section structure, battery putting
away, and several sorts of converters. An examination of the outcomes gives par-
ticular and money related execution of the framework and the reliability of vitality
supply. The diversion is done on hourly explanation behind the re-establishment
time of, for example, one year. Hourly ordinary power conveyed by sun fuel and
wind structure is settled. Hourly results are accumulated for the re-establishment
period. The gathered regards are used to evaluate particular and productive execu-
tion of the system. The model contains a streamlining routine to search for the
system with most lessened power cost, given the customer’s desired steady quality
level [70].

3.11 HOMER

HOMER is a PC display that rearranges the assignment of assessing plan choices
for both off-lattice and network-associated control frameworks for remote, inde-
pendent, and circulated era (DG) applications [71, 72]. HOMER was produced by
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the National Renewable Energy Laboratory (NREL, USA). HOMER’s enhancement
and affectability investigation calculations enable us to assess the monetary and
specialized achievability of a substantial number of innovation alternatives and
represent the variety in innovation expenses and energy asset accessibility [73].
HOMER models both customary and renewable energy advances, for example, PV,
wind turbine, keep running of-stream hydro-power, diesel or biogas generator,
power device, utility framework, battery bank, small scale turbine, and hydrogen
stockpiling. HOMER performs re-enactment for the majority of the conceivable
framework arrangements to decide if a set-up is achievable [74]. At that point,
HOMER gauges the cost of introducing and working expense of the framework, and
presentations a rundown of designs arranged by their life cycle cost. This device
offers an intense user interface and exact estimating with a detailed investigation of
the framework. Figures 3–5 demonstrate the optimization model for solar-wind
hybrid energy system, PV-diesel hybrid energy system and wind-diesel hybrid
energy system by HOMER subsequently [75–80]. Shezan et al. demonstrated PV-
wind, PV-diesel and wind-diesel hybrid energy systems by using HOMER for
techno-economic assessment issues [46, 58, 71, 81–87].

3.12 RAPSYS

RAPSYS (adjustment 1.3) was created in the University of New South Wales,
Australia, in the year 1987. This item can emulate a broad assortment of unlimited
structure sections that may be joined into a half and half option vitality technique.
The item can be used just by the people who are authorities in remote domain
control supply structure [91]. RAPSYS does not update the degree of portions. The
customer is required to pre-describe the structure set-up. The multiplication rec-
ommends the turn ON and OFF timings of diesel generator. RAPSYS does not

Figure 3.
Optimization model of the solar-wind hybrid energy system by HOMER [88].

475

Optimization Techniques of Islanded Hybrid Microgrid System
DOI: http://dx.doi.org/10.5772/intechopen.91841



determine the life cycle COE structure; in any case, it is skilled to give positive
information about the working cost of the system [92].

3.13 ARES

A refined entertainment program for assessing and streamlining of self-
overseeing cross-breed imperativeness systems (ARES) made at University of Car-
diff, the UK chooses if a structure meets the pined for reliability level while meeting
the wander spending design in perspective of customer demonstrated cost data
(Morgan et al., 1995; Morgan et al., 1997). This program, not in the least likely the
predominant piece of different cross-breed re-order program, predicts the battery

Figure 5.
Optimization model of the wind-diesel hybrid energy system by HOMER [90].

Figure 4.
Optimization model of PV-diesel hybrid energy system by HOMER [89].
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state of voltage (SOV) rather than its state of charge (SOC). The nonappearance of
data concerning charge qualities and temperature impacts is considerably more
glaring. It would be extremely valuable if information saving money with such
parameters were to be made accessible. The battery creating and its impacts on
structure execution have not been tended to as an important piece of this program.
The precision and unflinching nature of the generation coming to fruition depend
generally on the exactness of the drawing in parameters [93, 94].

3.14 PVF-CHART

The PC program PVF-CHART (Klein and Beckman, 1993; arranging and intro-
ducing PV framework: a guide for installers, modelers and fashioners, 2005) made
by F-plot PC programs is sensible for wanting the entire arrangement as conven-
tional execution of PV utility interface structure, battery putting away framework,
and structure without interface or battery stockpiling. It is a sweeping PV system
examination and design program. The program offers month-to-month ordinary
execution examinations to each hour of the day [95].

In Table 2, a brief idea of the invention of each optimization software for
HRES has been given. From a brief discussion of each and every software tool
used for renewable energy system modeling and optimization, we have come to
know the common things of the optimization and sizing methodology. Among
all the potential software, HOMER has been used most extensively and
continuously because HOMER has already brought all the renewable
energy resources together with each technical part of each renewable
energy resource [96].

Software Invented country Invented year

SOLSIM Germany 1987

RAPSYS Australia 1987

SOMES Netherlands 1987

PHOTO Finland 1990

PVSYS Switzerland 1992

HYBRID 2 Canada 1993

PVF-Chart USA 1993

HOMER USA 1993

ARES UK 1995

INSEL Germany 1996

RETScreen Canada 1996

RAPSIM Australia 1997

WATSUN-PV Canada 2002

PV-DESIGN-PRO USA 2005

REopt USA 2007

CREST USA 2009–2010

PVSYST Switzerland 2009

Table 2.
Software tools have been used for conducting the optimization in HRES [97].
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4. Mathematical modeling

4.1 Equations for diesel generator

HOMER assumes the fuel curve of a generator is a straight line with
a y-intercept. The following equation has been used for the generator’s fuel
consumption:

F ¼ FOYgen þ F1Pgen (1)

where Fo is the fuel curve intercept co-efficient, F1 is the fuel curve slope, Ygen is
the rated capacity of the generator (kW) and Pgen is the electrical output of the
generator (kW).

To calculate the generator’s fixed cost of energy, the following equation can
be used:

Cgen,fixed ¼ Com,gen þ
Crep,gen

Rgen
þ FOYgenCfuel,eff (2)

where Com,gen is the operation and maintenance cost per hour, Crep,gen is the
replacement cost, Rgen is the generator lifetime in hours, FO is the fuel curve inter-
cept co-efficient, Ygen is the capacity of the generator (kW) and Cfuel,eff is the
effective price of fuel per quantity of fuel.

The marginal cost of energy can be calculated by using the following equation
for the generator:

Cgen,mar ¼ F1Cfuel,eff (3)

where F1 is the fuel curve slope in quantity of fuel per hour Kilowatt-hour and
Cfuel,eff is the effective price of fuel.

4.2 Equations for cost of energy

To calculate the optimum cost of energy for a hybrid system in HOMER, the
following equation has been used:

COE ¼
Cann,tot

Eprim þ Edef þ Egrid,sales
(4)

where Cann,tot is the total annualized cost, Eprim is the total amounts of primary
load, Edef is the total amounts of deferrable load and Egrid,sales is the amount of
energy sold to the grid per year.

4.3 Equations for net present cost

To calculate the total net present cost, the following equation has been used:

CNPC ¼
Cann,tot

CRF i,Rproj
� � (5)

where Cann,tot is the total annualized cost, i is the annual real interest rate, Rproj is
the project lifetime and CRF(.) is the capital recovery factor.
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4.4 Operating cost

Coperating ¼ Cann,tot � Cann,cap (6)

where Cann,tot is the total annualized cost [$/yr], Cann,cap is the total annualized
capital cost [$/yr] and Cann,cap is Cann,cap � CRF :ð Þ

To calculate the CO2 emissions from the hybrid energy system, the following
supporting equations have been introduced:

tCO2 ¼ 3:667 �m f �HV f � CEF f � Xc (7)

where tCO2 is the amount of CO2 emissions,m f is the fuel quantity (litter), HV f

is the fuel heating value (MJ/L), CEF f is the carbon emission factor (ton carbon/TJ)
and Xc is the oxidized carbon fraction.

Another factor must be considered that in 3.667g of CO2 contains 1g of carbon.

4.5 Cost function

To obtain the optimal values for the size and number of each power generating
module, the following optimization problem needs to be solved:

min
a, b, c, d, e, f ∈N0

w1 a � LCOEPV,5 þ b � LCOEPV,18 þ c � LCOEPV,30 þ d � LCOEWT þ e � LCOEDG þ f � LCOEBTð Þ

þw2 a �NPCPV,5 þ b �NPCPV,18 þ c �NPCPV,30 þ d �NPCWT þ e �NPCDG þ f �NPCBTð Þ

þw3 e � GHGDGð Þ

0

B

B

B

@

1

C

C

C

A

(8)

subject to:

• The power generated constraint: The power generated from each source Pgen ið Þ

must be less than or equal to the maximum capacity of the source:

Pgen ið Þ ≤Pgen,max ið Þ (9)

• Power balance constraint: The total power generation of the energy sources
must cover the total load demand (Pdemand), the total power losses (Plosses) and
storage power (Pstorage) being used.

X

i

Pgen ið Þ ≥Pdemand þ Plosses þ Pstorage (10)

In Eq. (8), a, b, c, d, e, f ∈
0 refers to the numbers (integer including 0) of 5 kW

PV module, 18 kW PV module, 30 kW PV module, wind turbine, diesel generator
and battery unit, respectively, whereas, w1, w2 and w3 are used to weigh the
importance of the individual criterion.

4.6 Solar energy

The electrical energy generation as an output of a photovoltaic system can be
estimated by a worldwide formulated equation as follows [32]:

E ¼ A� r�H � PR (11)
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where E is the energy (kWh), A is the total solar panel area (m2), r is the solar
panel yield (%), H is the annual average solar radiation on tilted panels (shadings
not included) and PR is the performance ratio, the coefficient for losses.

The annual average solar radiation data can be collected from the meteorological
department.

The maximum power from a solar panel can be calculated using the following
equation:

Pmp ¼ ηPVGβA (12)

where A is the surface area of the PV module, Pmp is the maximum power from a
solar panel, ηPV is the efficiency of the silicon-based PV cell and Gβ is the global
horizontal solar irradiation.

Figure 6 represents the basic design of a PV-based HRES where charge control-
ler, general control strategy, storage management system and load demand are also
included.

4.7 Wind energy

A rotor consolidating of at least two cutting edges mechanically joined to an
electrical generator can create wind’s motor vitality that can be caught by the breeze
turbines. From the condition, it can be discovered that the mechanical power
caught from twist speed by a breeze turbine can be figured as shown by [34]:

Pm ¼ 0:5ρACpv3 (13)

where Pm is the maximum power from wind turbines, ρ is the air density, A is
the swept area, Cp is the power coefficient and v is the average wind speed.

The most astounding estimation of the power coefficient has been favored as
0.59 hypothetically. It is dependent on two variables: the tip speed ratio (TSR) and
the pitch angle. The pitch angle alludes to the angle in which the turbine blades are
aligned with respect to its longitudinal axis. The linear speed of the rotor to the wind
speed has been addressed by TSR.

Figure 6.
Design of a PV hybrid energy system [33].
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TSR ¼ λ ¼
ωR
v

(14)

For the practical planning of wind turbines, two distinct conditions have been
actualized, for example, the scope of 0.4–0.5 for the quick breeze turbines and the
scope of 0.2–0.4 for generally slower wind turbines.

Figure 7 represents the basic design of a wind-based HRES where charge con-
troller, general control strategy, storage management system and load demand are
also included.

5. Conclusion

The application, demand and popularity of solar-wind hybrid renewable energy
system are on the rise for the last few decades due to the advancement in human
civilization. Due to the change of new advancements in the field of solar-wind
HRES, some technical and in addition unwavering quality issues have emerged.
From the case study, the identical results have been found as the levelized COE and
NPC. Moreover, the greenhouse gas (GHG) emissions also reduced noticeably in
comparison to the conventional power plants. These issues will be repaid by some
future research in the individual field.

6. New research ideas for the future generation solar-wind HRES

Some necessary steps need to be taken for to figure out the correct area also
environmental condition, the site with site information may be needed, which is
was troublesome to get for remote area. Subsequently, it is necessary to create an
accurate streamlining method; furthermore, the geological product should figure
out the possibility of claiming sun-based radiation and also wind speed.

There need to aid distinctive sorts from claiming to measure systems constantly
utilized, for example, iterative method, counterfeit consciousness method, at these

Figure 7.
Architectural design of a hybrid wind-based energy system [35].
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strategies do not speak to exact dynamic execution of sun oriented furthermore
wind vitality framework. Henceforth, it will be important to create a unit measur-
ing system that dodges multifaceted nature over the planning of the framework
and clarifies superbly recurrence reaction of the Iframework done by changing
execution criteria.

It will be essential to create an incorporated multilevel controlling method that
evades that possibility intricacy about correspondence framework and also huge
calculation load that will be subjected with a solitary side of the point
disappointment.

Still, the voltage fluctuation problem due to the inconsistent average wind speed
and solar radiation has been solved with a practical and feasible approach. With
a proper control strategy, an alternate energy storage system can be introduced to
solve this problem.
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Chapter 24

Performances Analysis
of a Micro-Grid Connected
Multi-Renewable Energy Sources
System Associated with Hydrogen
Storage
Salah Tamalouzt, Nabil Benyahia,
Abdelmounaim Tounzi and Amar Bousbaine

Abstract

This work highlights the modeling and simulation of a micro-grid connected
renewable energy system. It comprises of wind turbine (WT) based on doubly fed
induction generator (DFIG), photovoltaic generator (PV), fuel cell (FC) generator,
a Hydrogen tank, a water electrolyzer used for long-term storage, and a battery
bank energy storage system (BBESS) utilized for short-term storage. In this paper,
a global control strategy and an energy management strategy are proposed for the
overall system. This strategy consists in charging the BBESS and producing hydro-
gen from the water electrolyzer in case of power excess provided from WT-DFIG
and photovoltaic generators. Therefore, the FC and the BBESS will be used as a
backup generator to supply the demand required power, when the WT-DFIGs and
the PV energy are deficient. The effectiveness of this contribution is verified
through computer simulations under Matlab/Simulink, where very satisfactory
results are obtained.

Keywords: AC and DC micro-grid applications, multi-renewable energy sources,
energy management system, hybrid energy storage system, hydrogen production
and storage, doubly fed induction generator, direct active and reactive powers
control, local reactive energy compensator

1. Introduction

A growing interest in renewable energy resources (RESs) has been observed
these last years. The alternative energy sources (AESs) are non-polluting, free in
their availability and continuous. These advantages make this type of energy
attractive in remote locations and for microgrid applications [1, 2]. To experience
the best benefits of these sources, many energy sources can be used for hybrid
energy generators systems, including wind turbine (WT), Hydro-electric power
(HEP), photovoltaic panels (PV), Fuel Cells (FC) and micro-turbines [1–38]. Nev-
ertheless, the major RESs used and reported in the literature are WT and PV [1–33].
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Indeed, a high RESs penetration can be created reliability, power quality and
stability problems in the main electrical grid. We must think of more effective
solutions to remedy these problems. For these, the microgrid (MG) is one of the
solutions. In addition, for efficient and economical utilization of these RESs, some
forms of backup systems are almost universally required. In the case these RESs are
based on WTs or PVs, then Energy Storage Systems (ESSs) are necessary to further
mitigate the effects of the seasonal and daily randomness fluctuations in the cli-
matic (solar radiation, wind speed, temperature) and geographical conditions as
well as the profiles of the required power. In addition, to maintain the power and
energy balance as well as to improve the output power quality [2–6].

To ensure proper operation of the ESSs, they must have a high-power density in
order to face fast power variations, and at the same time, they must have a high
energy density to give autonomy to the MG. For these reasons, it is necessary to
associate more than one storage technology creating a Hybrid Energy Storage
Systems (HESSs). Knowing that the energy storage system as battery banks (BBs) is
very important for the efficient and economical utilization of the MG system [25].
However, the lifetime of these systems decreases according to their operating
modes, particularly according charge and discharge cycles [5, 6, 37]. To improve the
energy supply reliability of WTs and PVs hybrid system, a fuel cell (FC) can be
combined with an electrolyzer system, thus constituting a third energy source, to
ensure the need for any additional, backups or supply power system [26].

Thus, the fuel cell (FC) and electrolyzer technology ideally fulfill the need for
any backups the supply power system, and hydrogen is a suitable option and it can
be used as a fuel to get a reliable power for almost every application that used fossil
fuels [3, 38]. The coupling of the differents energy sources, using a combination
of the WT, PV array, FC with electrolyzer containing a BBESS is one of the most
efficient procedures to produce very high-quality energy [2, 3, 38]. This configura-
tion brings us to speak of an electrical MG, which is associated with distributed
generation and decentralized management, directed at developing small electrical
grids that are normally connected to the general electricity grid. The associated
energy storage devices make possible to balance out the power exchange between
the MG supply and demand, and also between the MG and the grid [3].

Several studies and various configurations of an hybrid micro-grid applications-
based WTs and PVs generations have been proposed in the litterature [1–33].
However, a little attention has been given for the integration of a DFIG on the MG
system. Indeed, the DFIG driven by wind turbine (WT-DFIG) brings more benefits
to the wind energy conversion system such as direct access on the AC grid, the
reactive power compensation unit is not needed, the ability of opertating at three
modes (sub, super and synchronous mode including the over-speed mode), the
capability of producing electric power more than the rated power and a flexible
active and reactive power control. Furthermore, the size of the AC/AC frequency
converter with its DC-bus capacitor, the rotor side controller, the converter costs
and power losses are reduced [2–6].

The power converter with its control and protection are the key of the DFIG
advantages for electrical grid integration. Knowing that the variable speed constant
frequency operation of DFIG can be realized by adjusting the amplitude, frequency,
phase and phase sequence. If an appropriate control strategy is adopted, active and
reactive powers of the DFIG can be regulated independently, which makes this
machine as an active energy production system and a local reactive energy com-
pensator. The AC excitation performance has a direct influence on the WT-DFIG
operation. In the aim to develop efficient and economical wind energy conversion
systems, different algorithm control applied to WT-DFIG have been proposed in
the literature [2–23]. Conventional control strategies are generally based on two
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most families, which are; the direct control techniques namely the direct torque
control or the direct power control (DPC) [2–16], and indirect control strategies
based on field-oriented control (FOC) [17–23]. In this case, we have the FOC Linear
Vector Control (FOC-LVC) methods [17, 18] and the FOC non-linear Vector Con-
trol (FOC-NLVC) [19–23], which are have been widely applied to WT-DFIG in
differents operating quadrants and modes in many research works. The variable-
structure control technique based on sliding mode control (SMC), is the most
widely used nonlinear control technique applied to wind turbine control, due to
these advantages over other nonlinear techniques [19–21].

Indeed, the advantage of the proposed micro-grid topology is the easier accessi-
bility to AC and DC grid. However, the AC/DC and DC/DC converters required for
supplying the DC loads are not needed. So, the main objectives of this contribution
are: achieving an optimal and efficient control of the coordination between the
different sources; WT-DFIG, PV and FC, BBESS and electrolyzer, ensuring better
power quality for customers (for DC or AC grid) and regulating the output voltage
amplitude and frequency (AC grid voltage). Moreover, to ensure continuity of
service (provide the output energy needed) and a local reactive power compensa-
tion, while operating maximum use of benefits of the proposed topology, even in
extreme operation conditions. In addition, the micro-grid based on the multi-source
topology can increase the flexibility of grid connection power management and vice
versa. Indeed, assessing the usefulness of the proposed system depends on the
applied system-control effectiveness, in particular the active and reactive power
control of the DFIG, and the applied management algorithm in very severe situa-
tions (change in power demand, the random variations and sudden conditions of
meteorological, ensure continuity of service, … ).

This work focuses on the development of simulation model to design and ana-
lyze the micro-grid system overall performances. A combination of the WT-DFIG,
PV array, BBESS, and FC-electrolyzer is used. The numerical simulation model is
used not only to analyzing hybrid system performances, but also for designing this
last one, to meet for all load demands for any available meteorological condition.
For this, the simulation of applied management algorithm of the whole system in
very severe situations, such as a change in power demand random variations and
sudden meteorological conditions, is presented and the results are discussed.

The paper is summarized as follows: In Section 2, a brief description of the
proposed micro-grid is presented. In Section 3, a DRPC principle applied to theWT-
DFIG, and the reactive power local compensation system sought is explained. Unit
sizing of wind generation, PV, electrolyzer, and FC are given in this section. In
addition, the control strategy is developed to regulate the voltage and hence coor-
dination among sources, storages (battery bank and electrolyzer) is explained. The
detailed simulation results of the different situations studied with their comments
are presented in Section 4. Finally, the main paper conclusions are given.

2. Description of the proposed micro-grid

The proposed hybrid energy system, shown in Figure 1, consists of a Doubly Fed
Induction Generator (DFIG) based variable speed wind energy conversion, PV
array, battery bank, fuel cell, and electrolyzer. The primary sources, wind speed
turbine and PV, are connected to the common DC-grid and equipped with optimum
powers algorithms extracting. For the PV generator, the maximum power point
tracking (MPPT) is applied, whereas, in the WT source case, it depending on the
operating zone of the WT, MPPT technique and pitch angle control are considered
to optimize the wind energy efficiency. BBESS is used as a storage device and is
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connected to DC-grid through DC/DC buck-boost converter (BBDC). Wind and
solar powers depend on weather conditions and during night hours solar power is
zero. Therefore, under the situation of long-term no-wind and solar or low-wind
and solar condition, the BBESS alone cannot cater to the load demand. Hence,
fuel cell (FC) is integrated to make the system more sustainable.

In case of high-power generation from wind and solar for a long time and the
BBESS hits its upper limit of charge-storage, the electrolyzer comes into effect and
consumes the surplus power, while generating hydrogen. This hydrogen produced
from the electrolyzer is stored in the tanks, where can be used as input to supply
the FC.

3. Modeling and control of the proposed micro-grid

3.1 Modeling and control of the wind energy conversion system

3.1.1 Wind energy conversion system modeling

The wind turbine mathematical model consists of the modeling of its aerody-
namic torque Tt which is given by the following relation [3, 10]:

Tt ¼
1
2
Cp

ρπR2

Ωt
ν3 (1)

where, ν, ρ and R are respectively the wind speed, the air density and the rotor
radius. Besides, Ωt and Cp are the turbine speed and the power coefficient. The
tip-speed ration (λ) is given by the Eq. (3) [3, 10]:

Figure 1.
Global control scheme combining RESs (WT-DFIG with PV) with HESS associated with hydrogen energy
production (HEP).
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λ ¼
Ωt � R
ν

(2)

Figure 2 shows the wind turbine characteristic, where, in the region (I) (MPPT
control region), the tip speed ratio is maintained at its optimal value λopt = 9 and the
power coefficient is always maintained at its maximum value (Cpmax = 0.49). In this
case, the reference electromagnetic torque applied as being an input to the proposed
DFIG control in the control is given by:

Tem ref ¼
1
2
Cp�max

ρπR5

G3 λ3opt
ν3 (3)

In the regions (II) and (III), called Pitch angle control regions, the generated
active power is maintained constant. The power coefficient (Cp) for wind turbine
model is given as a function of tip-speed ratio (λ) and the blade pitch angle (β). In
this work, the following expression is used [2, 3, 10]:

Cp λ, βð Þ ¼ 0:5176 � 116 � 1=λið Þ � 0:4 � β� 5½ �

exp �21=λið Þ þ 0:0068 � λi
(4)

with: 1
λi
¼ 1

λþ0:08 � β
� 0:035

1þβ3
.

3.1.2 Control of wind turbine generator (WT-DFIG)

When the DFIG is connected to an existing AC grid, as shown in Figure 1, this
connection must be established in the following done in three steps. The first step is
the stator voltages regulation with the AC grid voltages as reference synchroniza-
tion. The second step is the stator connection to this grid. As the voltages of the two
devices are synchronized, the connection can be effectively established. Once this
connection is achieved, the third step is the regulation of the transit of the power
between the DFIG and the AC grid.

In this work, the WT-DFIG control is based on the control of the exchanged
powers between the AC-grid and the WT-DFIG. To provide independent control
of the active power Pg and reactive power Q g exchange between the AC-grid and
WT-DFIG, by means of rotor voltage regulation, it is necessary to define the dq

Figure 2.
Operation regions of wind turbine.
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components of the rotor voltages in the stator-flux oriented reference frame and
show that Pg and Q g can be represented as functions of the individual voltage
components. Subsequently, the Pg and Q g control can be used to determine the
reference rotor voltages.

The AC grid active and reactive powers are directly controlled, assuming that the
optimal mechanical power developed by the turbine is known, as shown in Figure 2.
The reference AC grid active and reactive powers, denoted by (P�

g, Q
�
g) are used as

the reference value for theWT-DFIG power control loop. In the inner voltage control
loop, the method of stator flux oriented vector control, combining with the Variable
structure control (VSC) possesses based on the nonlinear SMC is applied. They are
used to establish a reference frame, that allows the d and q axis components of the
rotor voltage to be controlled independently. Adjustment of the q-axis component of
the rotor voltage, Vqr, controls the developed generator torque or the AC grid-side
active power of the WT-DFIG (Pg). Regulating the d-axis component, Vdr, controls
directly the grid-side reactive power flow (Q g), as illustrated in Figure 3.

The two-phase model of the Doubly Fed Induction Machine (DFIM) expressed
in the rotor frame is used. The classical electrical equations are written in this frame,
as follows [3]:

disd
dt

¼
1
Ls

Vsd �M
dird
dt

� Rsisd þ ωsLsisq þ ωsMirq

� �

disq
dt

¼
1
Ls

Vsq �M
dirq
dt

� Rsisq � ωsLsisd � ωsMird

� �

dird
dt

¼
1
Lr

Vrd �M
disd
dt

� Rrird � ωs � ωð ÞLrirq � ωs � ωð ÞMisq

� �

dirq
dt

¼
1
Lr

Vrq �M
disq
dt

� Rrirq þ ωs � ωð ÞLrird þ ωs � ωð ÞMisd

� �

8

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

:

(5)

with:
Ls ¼ ls þM

Lr ¼ lr þM

�

.

where Rs, Rr, ls and lr are the phase resistances and leakage inductances respec-
tively. The M represents the magnetizing inductance, Ω is the mechanical speed and

Figure 3.
Simplified scheme model of DFIG.

496

Renewable Energy - Resources, Challenges and Applications



p the pair pole number. Besides, vsd, vsq, isd and isq are the d-q stator voltage and
currents, respectively. While the vrd, vrq, ird and irq are the rotor voltage and
currents, along the d-q axis, respectively.

The vector control strategy, using the Park transformation, allows to decoupling
the control of active and reactive powers [3, 19]. By setting the stator flux vector
aligned with d-axis, we have:

ψds ¼ ψs ¼ Lsids þMiqs
and

ψqs ¼ Lsiqs þMids ¼ 0

8

>

<

>

:

(6)

The electrical active and reactive powers at the rotor, delivered by the stator as
well as those provided for the AC grid are defined as:

Ps ¼ vdsids þ vqsiqs
Q s ¼ vqsids � vdsiqs

�

(7)

Pr ¼ vdridr þ vqriqr
Q r ¼ vqridr � vdriqr

�

(8)

Pg ¼ Ps þ Pr

Q g ¼ Q s þ Q r

(

(9)

The electromagnetic torque is defined as follows:

Tem ¼ p ψdsiqs � ψqsids
� �

(10)

Tem ¼ p
Ls

M
ψdsiqs
� �

(11)

The electromagnetic torque and then the active power are controlled through
the q-axis rotor current and d-axis rotor current control the reactive power.
Neglecting the phase stator resistance Rs (that’s the case of medium power machines
used in wind energy conversion systems). In order to calculate Park transformation
angles for the stator and rotor variables, the stator pulsation and the mechanical
speed must be sensed. By choosing this reference frame, stator voltages and fluxes
can be rewritten as follows:

vds ¼ 0

and

vqs ¼ vs ¼ ωsψds

8

>

<

>

:

(12)

With these relations, as given in Eq. (12), the rotor fluxes, the stator active and
reactive power and voltages can be written versus rotor currents as:

ψdr ¼ σr idr þ
M
ωsLs

vs

ψqr ¼ σr iqr

8

<

:

(13)

where, σr ¼ Lr 1� M2

LrLs

� �

and s ¼ ωr
ωs
;

The AC grid active power reference to be injected into the AC-grid is determined
by multiplying the value of the efficiency (η) of the DFIG by the optimal turbine
mechanical power. The latter is sought by the optimization algorithm: The MPPT
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technique and pitch angle control are considered to optimize the wind energy effi-
ciency. In addition, The generator mechanical speed remains at its optimum.

Pg_ref ¼ η �Pmec_opt
� �

(14)

Ωref ¼ Ωopt (15)

The AC-grid reactive power reference is determined according to the reactive
energy that it is desired to compensate locally.

The DFIG efficiency η is estimated at 96%, knowing that the machine mechan-
ical losses are neglected and static power converters are considered ideal [3, 18].

We first recall the expressions of powers, active and reactive, exchanged with
the AC-grid, as well as the rotor currents in the Park coordinate system with stator
flux orientation, as given in Eqs. (18) and (20).

Ps ¼ �vs
M
Ls

iqr

Q s ¼
vsψds

Ls
�
vsM
Ls

idr

8

>

>

<

>

>

:

(16)

vdr ¼ Rridr þ σr
d
dt

idr‐sωsσriqr

vqr ¼ Rriqr þ σr
d
dt

iqr‐sωsσridr þ sωs
Lm

ωsLs
vs

8

>

>

<

>

>

:

(17)

For relatively weak slip values, Eq. (9) can be simplified by Eq. (18):

Pg ¼ s� 1ð Þ vs
M
Ls

iqr

Q g ¼
v2s
ωsLs

þ s� 1ð Þ vs
M
Ls

idr

8

>

>

<

>

>

:

(18)

dird
dt

¼
1
σr

Vrd � Rrird þ σr � ωs � ωð Þ � irq �
M
Ls

dΦs

dt

� �

dirq
dt

¼
1
σr

Vrq � Rrirq � σr � ωs � ωð Þ � ird � ωs � ωð Þ �
M
Ls

Φs

� �

8

>

>

>

<

>

>

>

:

(19)

)

dird
dt

¼
1
σr

Vrd � Rrird þ σr � g � ωs � irq
� �

dirq
dt

¼
1
σr

Vrq � Rrirq � σr � g � ωs � ird � g �
M
Ls

Vs

� �

8

>

>

<

>

>

:

(20)

3.1.2.1 AC-grid active power control

The grid active power surface is given as follow:

S Pð Þ ¼ Pg_ref � Pg (21)

The derivative of the grid active power surface:

_S Pð Þ ¼ _Pg_ref � _Pg (22)

) _S Pð Þ ¼ _Pg_ref � g� 1ð Þ � Vs �
M
Ls

� �

� _irq (23)
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We replace the currents of Eq. (20) in Eq. (23), gives us:

_S Pð Þ ¼ _Pg_ref � g� 1ð Þ � Vs �
M
Ls

�
1
σr

Vrq � Rr � irq � σr � g � ωs � ird � g �
M
Ls

� Vs

� �

(24)

We have;

Vrq ¼ Vrq eqð Þ þ Vrq nð Þ (25)

Then;

_S Pð Þ ¼ _Pg_ref � g� 1ð Þ � Vs �
M
Ls

�
1
σr

Vrq eqð Þþ

�

Vrq nð Þ � Rr � irq � σr � g � ωs � ird � g �
M
Ls

� Vs

� (26)

During the slip mode and steady-state, we have:

S Pð Þ ¼ 0; _S Pð Þ ¼ 0;Vrq nð Þ ¼ 0 (27)

)

Vrq eqð Þ ¼ �
Ls

M
�

σ1

1� gð Þ � Vs

� �

_Pg_ref þ Rr � irq þ σr � g � ωs � ird þ g �
M
Ls

� Vs

Vrq nð Þ ¼ Krq � Sat S Pð Þð Þ

Krq >0

8

>

>

>

>

>

<

>

>

>

>

>

:

(28)

The convergence condition is S Pð Þ � _S Pð Þ<0, is ensured if:

1.S Pð Þ>0; _S Pð Þ<0, then:

Krq >
Ls

M
�

σr

g� 1ð Þ � Vs

� �

_Pg_ref þ Rr � irq þ σr � g � ωs � ird þ g �
M � Vs

Ls

� �

(29)

2.Or S Pð Þ<0; _S Pð Þ>0, then:

Krq > �
Ls

M
�

σr

g� 1ð Þ � Vs

� �

_Pg_ref þ Rr � irq þ σr � g � ωs � ird þ g �
M � Vs

Ls

� �

(30)

From Eqs. (29) and (30), we deduce the Krq:

Krq > �
Ls

M
�

σr

g� 1ð Þ � Vs

� �

_Pg_ref þ Rr � irq þ σr � g � ωs � ird þ g �
M � Vs

Ls

� ��

�

�

�

�

�

�

�

(31)

3.1.2.2 AC-grid réactive power control

The grid réactive power surface is given as follow:

S Qð Þ ¼ Q g_ref �Q g (32)

The derivative of the grid active power surface:

_S Qð Þ ¼ _Q g_ref � _Q g (33)
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) _S Qð Þ ¼ _Q g_ref � g� 1ð Þ � Vs �
M
Ls

� �

� _ird (34)

We replace the currents of Eq. (20) in Eq. (34), gives us:

_S Qð Þ ¼ _Q g_ref � g� 1ð Þ � Vs �
M
Ls

�
1
σr

Vrd � Rrird þ σr � g � ωs � irq
� �

(35)

where;

_S Qð Þ ¼ _Q g_ref � g� 1ð Þ � Vs �
M
Ls

�
1
σr

Vrd eqð Þþ
�

Vrd nð Þ � Rrird þ σr � g � ωs � irq
�

(36)

During the slip mode and steady-state, we have:

S Qð Þ ¼ 0; _S Qð Þ ¼ 0;Vrd nð Þ ¼ 0 (37)

)

Vrd eqð Þ ¼ �
Ls

M
�

σr

1� gð Þ � Vs

� �

_Q g_ref þ Rr � ird � σr � g � ωs � irq

Vrd nð Þ ¼ Krd � Sat S Qð Þð Þ

Krd >0

8

>

>

>

>

>

<

>
>
>
>
>
:

(38)

The convergence condition is S Qð Þ � _S Qð Þ<0, is ensured if:

1.S Qð Þ>0; _S Qð Þ<0, then:

Krd >
Ls

M
�

σr

g� 1ð Þ � Vs

� �

_Q g_ref þ Rr � ird � σr � g � ωs � irq

� �

(39)

2.Or S Qð Þ<0; _S Qð Þ>0, then:

Krd > �
Ls

M
�

σr

g� 1ð Þ � Vs

� �

_Q g_ref þ Rr � ird � σr � g � ωs � irq

� �

(40)

From Eqs. (39) and (40), we deduce the Krd:

Krd > �
Ls

M
�

σr

g� 1ð Þ � Vs

� �

_Q g_ref þ Rr � ird � σr � g � ωs � irq

� ��

�

�

�

�

�

�

�

(41)

The schematic diagram of the AC grid active and reactive powers sliding mode
control structure, denominated DRPC, is illustrated in Figure 4.

3.2 Photovoltaic system modeling and control

The PV cell mathematical model description is represented in [3, 31, 33], where
the typical PV module power characteristic is given in [3, 33]. In order to extract the
optimum power of the PV array, it is necessary to use an algorithm to operate the
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PV generator at its maximum power point, called MPPT technique. The MPPT
device is a high-frequency boost DC/DC converter (BDCC) inserted between the
PV array and the DC-grid, and it takes the DC input from the PV array, convert it to
a different DC voltage and current to exactly match the PV array to the DC-grid, as
illustrated in Figure 5.

Figure 4.
Schematic diagram of the AC grid active and reactive powers, exchanged with the proposed micro-grid, SMC
structure.

Figure 5.
MPPT algorithm control scheme of PV array.
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Figure 6 shows that the PV output power is directly proportional to the irradi-
ance, as in [3, 33]. As such, a smaller irradiance will result in reduced power output
from the PV module. However, it is also observed that only the output current is
affected by the irradiance. This is expected because the generated current is pro-
portional to the flux of photons.

The number of the PV cell interconnected for the proposed micro-grid is given
according to Vmpp they result 04 arrays are connected in parallel, each array consists
of 27 modules connected in series, each of them delivers 108 W peaks.

3.3 Fuel cell (FC) system modeling and control

The chemical energy of a fuel is directly converting to electrical energy by the
PEM FC. The output voltage of a single cell can be defined by Eq. (42), as given in
[3, 24, 25]:

Ecell ¼ ENernst � EAct � ECon � EOhm (42)

where ECon is the concentration voltage drop, EOhm is the Ohmic voltage drop,
ENernst is the reversible voltage and EAct is the activation voltage drop. The terminal
voltage of PEM fuel cell stacks is defined by Eq. (43), as developed in [2, 3].

VFC ¼ NsECell (43)

Figure 7 shows voltage and power versus current polarization curves of a PEM
FC. It is shown that the activation voltage drop dominates at low current, the Ohmic
drop voltage dominates at mid-range current, and the concentration drop voltage
dominates at high current. The voltage deviates further as the current is increased,
illustrating the effects of drop-voltages. In concentration voltage drop region, the
FC output power occurs near the FC rated power.

The FC proper operation is achieved by controlling those auxiliaries, in particu-
lar, the air supply system [2–4]. The air consumption system is about 20% of the
power supplied by the FC, which reduces the effective capacity of the FC. This is
why; the air system control is an important challenge for the development of the FC
on micro-grid applications. Indeed, maintaining an adequate level of the oxygen
partial pressure in the cathode during rapid variations of FC current in rapid
operation mode is important to avoid degradation of the membrane and a decrease
in the system efficiency. The excess oxygen ratio control is depicted in Figure 8.

Figure 6.
Typical PV module unit I-V characteristic showing the effects of irradiance.
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Figure 9 shows the FC controller through which the boost converter switch is
controlled. Controllers associated with the BBESS and FC are developed in such a
fashion that when there is a sudden load power change, the BBESS provides the
power instantaneously. In order to make the proper coordination between BBESS

Figure 8.
Excess oxygen ratio control.

Figure 7.
Power and voltage versus current polarization curves of PEM FC [3].

Figure 9.
Boost converter controller associated with fuel cell.
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and FC, the boost converter controller associated with FC is developed based on
assuming BBESS current is ideally zero. Moreover, when SOC of the battery reaches
its minimum at 20%, the fuel cell should be generated the required power.

In this work, the PEM fuel cell is composed of 2 � 6 stacks with a power rating
of 10 kW.

3.4 Modeling and control of electrolezer system

The water electrolyzer description is presented in [3, 5, 6]. The U(I) electrolyzer
model characteristics used in this study at different cell temperatures are shown in
Figure 10. At a given current, the higher of the operating temperature, the lower
is the terminal voltage needed.

The empirical U(I) equation of an electrolyzer cell can be expressed as [3]:

Ucell ¼ Urev þ r1 þ r2Tð ÞIelect=Aþ k (44)

k ¼ kelec ln kT1 þ kT2=Tþ kT3=T
2� �

Ielect=Aþ 1
� �

(45)

where Ucell is the cell terminal voltage; Urev is the reversible cell voltage; r1 and r2
are the parameters for the Ohmic resistances inside the electrolyzer; kelec, kT1, kT2,
and kT3 are the parameters for the overvoltage; A is the area of the cell electrode;
Ielect is the electrolyzer current and T is the electrolyzer cell temperature.

The excess energy produced is first pushed into the battery until it reaches its
upper limit of charge carrying capacity and then the excess power is fed to the
electrolyzer and is regulated via the buck DC/DC converter, as illustrated in
Figure 11. The decision about switching on the control action is carried out by
comparing the upper limit of the battery state of charge (SOC) and the present
status of SOC. When the SOC reaches its maximum limit at 80%, the controller
will increase the duty cycle as a function of overvoltage in the DC-grid voltage.

3.5 Battery bank (BB) system modeling

In this work, we have implemented a standard battery model, as given in [2–6].
The lead-acid battery is modeled by putting in series an electromotive force
corresponding to the open-circuit voltage when it is charged Ebat, a capacity

Figure 10.
Typical characteristic of an electrolyzer under different temperatures [3].

504

Renewable Energy - Resources, Challenges and Applications



indicating the internal capacity of a battery (Cbat) and an internal resistance Rbat, as
illustrated in Figure 12.

The battery terminal voltage is given by Eq. (46), as follow:

Vbat ¼ Ebat � Rbat � Ibat (46)

Ebat ¼ E0 � Vcbat (47)

Vcbat ¼ Kbat �
Q

Q � Kbat �
Ð

ibat dt
þ Abat � exp �Bbat �

ð

ibat dt
� �

(48)

where E0 is the no-load battery voltage (V), Kbat is the polarization voltage (V),
Q is the battery capacity (Ah), Abat is the exponential zone amplitude (V), Bbat is
the exponential zone time constant inverse (Ah)�1, VBat is the battery voltage (V),
Rbat is the battery internal resistance (Ω), IBat is the battery current (A), and

Ð

ibat dt
is the charge supplied and drawn by the battery (Ah).

The battery state of charge (SOC) is an important parameter to be controlled.
It is the amount of electricity stored during the charge; the Qd is the ampere-hours
stored in the battery during a time (t) with a charging current Ibat and Cbat.

Figure 12.
Electrical model of lead-acid battery.

Figure 11.
Buck converter controller associated with an electrolyzer.
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The supervisory system must know the battery state of charge to make a decision
according to its status and the load power demand.

In case of modern lead acid batteries, charge acceptance is very high; typically,
the SOC range is between a low limit around 20% and upper limit around 80%
[2–6], where the SOC is given by Eq. (49).

SOC %ð Þ ¼ 100 � 1�
Qd

Cbatt

� �

¼ 100 � 1�
Ibatt � t
Cbatt

� �

(49)

The primary objective of the Buck-Boost DC converter (BBDC) control is to
maintain constant DC-grid voltage, as a reference value, and to discharge/charge
power from/into BBESS according to the required power. The schematic diagram of
the BBESS Buck-Boost DC converter and its control are presented in Figure 13. The
BBESS voltage can be kept lower as compared to the DC-grid voltage reference
(Vdc-ref) using BBDC. Hence, several batteries are required to be connected in serial.
In the proposed micro-grid, the Vbat is kept around 420 V. Therefore, it is required
that 36 cells of batteries are connected in series.

3.6 Energy management system

The BBESS can act either as a power supply or as a dump load, it’s should
discharge/charge within specified limits when there is deficit/surplus of hybrid
power, due to the weather conditions or perturbation in power requirement.
Knowing that, due to BBESS dynamics, it cannot feed the power instantaneously
and hence unable to stabilize the DC-grid voltage during transient state. In order to
overcome this constraint, a FC is incorporated using a Boost converter (connected
between FC and DC-grid), as given in Figure 9, in such a manner that the FC
provides the power instantaneously. Consequently, this FC should increase the
BBESS power which is decreasing. The flow chart of the above-discussed control
coordination among various sources is depicted in Figure 14.

The DC-grid control voltage is assured by the Buck-Boost DC converter associ-
ated with BBESS, as illustrated in Figure 13. The BBESS reference power is given by
the power flow available in the DC-grid while respecting the flowchart given in
Figure 14, imposed by the energy management system proposed.

The different powers which flow between the generation sources, the storage
systems and the required demand are calculated as:

Pg ¼ PAC ¼ PL�AC þ PgAC (50)

PrAC ¼ Pg � Ps (51)

Figure 13.
Schematic diagram of BBDC converter controller associated with BBESS. (a) Power system conversion,
and (b) Control system.
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Prg ¼ PL�DC þ PrAC (52)

PNet ¼ Pr þ Prg (53)

PFC ¼ PNet � PBat � PElect (54)

where, Ps and Pr are the stator and rotor powers generated by DFIG. The PL-AC
and PL-DC are the variable AC and DC load powers, PrAC is the power transferred
through DC/AC converter II, PElc and PBat are the Electrolyzer and BBESS powers,
also PFC and Ppv are the generated FC and photovoltaic powers, respectively.
Whereas PAC and Pg are the powers exchanged between the proposed micro_grid
system and the AC grid, PgAC is the power exchanged between the proposed MG
associated with its local variable AC load and the external AC grid.

The energy control and management strategies consist that, at any given time,
the BBESS provides the averaged power and the FC provides the instantaneous
power. When the BBESS SOC is reached its maximum at 80% in charge mode, the
electrolyzer is turned on to store the excess power and to begin producing hydro-
gen, as given in Figure 11, which is delivered to the hydrogen storage tanks, as
shown in Figure 1, but if this limit is reached its minimum at 20% in discharge
mode, the FC provides the deficit required power. However, in case of a high wind
or solar energies conditions or lower demand (PNet > 0), the surplus power at first is
supplied to the BBESS until it reaches its upper limit of charge carrying capacity, the
Electrolyzer is used to support the BBESS operations to absorb the additional power,
as given in Figure 14.

In case of low or no power generation from RESs and even high demand
(PNet < 0), the power requirement will be supplied by the BBESS up to SOC lower
limit. At this moment, the FC ensures continuity of service by supplying the power
requirement.

The DC-grid voltage control by the Buck-Boost actually means managing the
flow of available power at this DC-grid, while respecting the flowchart given in
Figure 14, imposed by the energy management system proposed.

The local reactive power compensation exchanged between the proposed MG
and the bus-bar from the AC side (AC grid), QAC or Q g, is provided by the DFIG.
Knowing that, the reactive power at the DC/AC converter II output is forced to
zero (operating at unity power factor).

Figure 14.
Flowchart of control coordination and energy management algorithm.
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QAC ¼ Q g ¼ Q s þ Q rAC; Q rAC ¼ 0 (55)

QAC ¼ Q s ¼ Q g ¼ Q gAC þ QL�AC (56)

QL�AC ¼ PL�AC � tg φL�ACð Þ (57)

where, Qs is the reactive power flowing between the DFIG stator and the AC
grid side. While, QL-AC and QAC or Q g represent respectively, the reactive powers
exchanged with the local AC load and the AC grid together with the proposed
system. Qrg is the reactive power transferred through DC/AC converter II. The local
load phase shift is given by φL�AC, where PgAC is the power exchanged between the
proposed MG associated with its local variable AC load and the external AC grid.

4. Simulation results and discussion

In this section, the WT-DFIG control simulation and the utility of the proposed
MG simulation have been presented.

4.1 WT-DFIG control simulation results and discussion

In this section, the simulation of the Variable Wind speed generator (VSWG)
behavior using DFIG in conjunction with an indirect AC-AC converter connected to
the grid is developed. So, in order to test the control efficiency and robustness of the
WT-DFIG under constraints reflecting an operation that is close to its actual
behavior, we opted for the wind speed profile illustrated in Figure 15a. In the aim to
take advantage and to verify the validity and highlight of the proposed system
performances, a model allowing the machine with its control behavior simulation,
for different operating zones, is developed, as illustrated in Figure 4.

Figure 15.
Waveforms of WT characteristics: (a) wind speed profile. (b) Tip-speed ratio. (c) Power coefficient.
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The machine and control parameters details considered in this studied are given
in [3, 19], where the simulation results are presented thereafter, as illustrated in
Figures 15–22.

The MPPT algorithm applied makes it possible to have the ratio of speed equal to
its optimum value (λopt = 9) with a maximum power coefficient (Cp-max = 0.49) as
indicated in Figure 15b and c. These last variables are almost constant despite the
fluctuations caused by the wind speed profile variations.

The results illustrated in this section show that the references tracking is very
well achieved, which is verified for the two variables, the active power delivered to

Figure 16.
Total active power generated by the WT-DFIG.

Figure 17.
Total reactive power compensated by the DFIG.

Figure 18.
DFIG direct and quadrature stator flux. (a) Direct stator flux. (b) Quadrature stator flux.

509

Performances Analysis of a Micro-Grid Connected Multi-Renewable Energy Sources System…
DOI: http://dx.doi.org/10.5772/intechopen.91673



the AC grid and the local reactive power to be compensated, as illustrated in
Figures 16 and 17.

In addition, the control decoupling is represented on the stator flux evolution, as
given in Figure 18; where, the quadrature component is always kept zero
(Figure 18a), while that of direct axis follows the form of the active power pro-
duced, as presented in Figures 18b and 19.

The machine operates in the three operation modes, as shown in Figures 20–22.
For s > 0, the DFIG is run in the sub-synchronous mode, indicating that the rotor
power is supplied by the grid. For s < 0, the DFIG is operated in the

Figure 19.
Active power generated by the DFIG stator.

Figure 20.
DFIG rotor active power.

Figure 21.
DFIG mechanical speed.
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super-synchronous mode. It can be seen, from Figure 21, that the rotor power flow
direction is reversed. For s = 0, the DFIG functions as a synchronized asynchronous
generator, the rotor active power is absorbed as rotor Joules losses.

4.2 Global MG control simulation results and discussion

In this part, the analysis of the performances and behavior of the proposed MG,
as presented in Figure 1, will be studied. The proposed system simulation is realized

Figure 22.
DFIG slip.

Figure 23.
Wind speed profiles, DFIG mechanical speed with its reference with blade pitch angle evolution.

Figure 24.
Irradiation profiles waveform.
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under different situations, as variable load demand and random weather conditions
data (wind speed, solar irradiance, etc.). The wind speed profile is selected shown
the two useful zones operating ranges of the turbine, as given in Figure 2. In zones
I and II, the maximum power extraction algorithm (MPPT) is applied, but in zone
III, defined as over-speed turbine operations, constant power is generated by
acting on the pitch angle control, as illustrated in Figure 23. Simulation results
for this case are given and discussed in the following section, as illustrated in
Figures 23–32.

Figure 25.
WT-DFIG generated active power evolution with its reference.

Figure 26.
Evolution of the reactive power compensation with its reference.

Figure 27.
Evolution of the PV power generation.
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The simulation parameters of the different elements composing the
proposed system, associated controls and proposed energy management are
given in [2, 3, 19].

The total hourly averages of the weather data (solar radiation and wind speed
profile) and powers required profiles, over 16 hours by day are shown in Figures 23
and 24. The wind speed profile is chosen in a manner that the WT-DFIG operates in
a different area (MPPT and blade pitch control zone), as presented in Figure 23.

Figure 28.
Average required demand power and the stator active power generated by DFIG with its rotor active power.

Figure 29.
Waveforms of the hydrogen (H2) generation rate and the battery SOC evolution.

Figure 30.
Evolution of the hybrid storage powers (power available for H2 generation and BBESS power) and FC
generated power.
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Also, this figure illustrates the blade pitch angle. When the generated stator active
power reached its maximum value (Psmax), the pitch angle control is activated, it
generates the variation of the tip speed ratio and the power coefficient. The DFIG
mechanical speed is kept constant, at its rated value, as shown in Figure 23.
However, in the MPPT regions, the produced active power is maximized. Where
the blade pitch angle, tip speed ratio and the power coefficient are maintained at
constant value (β = 0, λ = λopt = 9, Cp = Cp-max = 0.49).

The waveform of the generator mechanical speed is depicted in Figure 23,
where the generated grid active power and the local reactive power compensation
are illustrated in Figures 25 and 26, respectively. These results affirm that the good
performances of the proposed control, where the generated grid active power varies
as a result of the wind speed profile to maximize the power coefficient in the MPPT
zones. While in the blade pitch control, the generated power (Figure 25) is constant
to maintain the constant electromagnetic torque, whereas, the compensated reac-
tive power is kept at its reference and varies according to the magnitude of the
direct stator flux. Thus, the WT is used in an optimal way and justifying the
usefulness of the DFIG in the possibility of management and the active-reactive
powers control.

Figures 27 and 28 show that all the same of changes in the power distribution
curve of generated solar power (Figure 27), stator active power generated by DFIG
with its rotor active power and the required power (Figure 28).

Figure 31.
Evolution of the DC-grid, electrolyzer, battery and FC voltages waveforms.

Figure 32.
Zoom of the DC-grid voltage evolution with its reference.
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The waveforms of the battery SOC and the H2 generation rate over are shown in
Figure 29. The SOC is limited within range (20–80%).

Hence, Figures 29 and 30 show when the generation powers are insufficient to
supply the required power and the SOC of the battery reach its minimum at 20%,
the FC supplements the deficit energy to meet the demand requirement. While,
when the generated power is greater than the required demand and the battery is
fully charged, the SOC reaches its maximum limit at 80%, the excess energy is used
to generate the H2, as illustrated in Figure 29.

Figure 31 shows that the FC, the Electrolyzer, the battery bank and the DC-grid
output voltage variations are respectively expected. Indeed, the evolution of the
different voltages represented in this figure follow the evolution of the power
transited by the element that represents. In addition, the reference tracking of the
DC-grid voltage is depicted in Figure 32. This voltage is constant and follows its
reference, despite the variations in hybrid powers generation and required demand.
So, it can be confirmed that the performances of the buck-boost DC-DC bidirec-
tional converter controller are quite satisfactory in both transient and steady-state
hybrid power and required demand conditions.

5. Conclusions

In this paper, a renewable multi-source microgrid associated with a hybrid
energy storage system is studied. The energy sources combined WT-DFIG with a
PV generator and a Fuel cell. Whereas, the hybrid energy storage is composed of
batteries bank energy storage system (BBESS) associated with an electrolyzer sys-
tem, which is a hydrogen generator.

The simulation model of the overall hybrid MG system has been developed using
MATLAB/Simulink.

The system configuration and the characteristics of the main components in the
system are given, and the overall control and power management strategy for the
proposed hybrid energy system is presented. The WT-DFIG and PV generation
systems are the main power generation devices and the electrolyzer-BB act as a
dump load using any excess power available to BB charging and produce H2. The FC
and BB system is the backup generation and supply power to the system when there
is a power deficit.

The obtained results confirm also the robustness and the efficiency of the pro-
posed control that allows us to enjoy the benefits of the combination between a
stator flux-oriented control (SFOC) with variable structure control (VSC) process,
using the nonlinear Sliding Mode control (SMC) technique to control the generated
active power to the AC grid and to govern the local reactive energy compensation.
This latter justifies the usefulness of the DFIG in the possibility of management and
the active-reactive powers control, especially, operating as a local reactive power
compensator, where it can work in the synchronized asynchronous mode as a
synchronous generator.

Furthermore, the obtained results showed clearly the satisfactory performances
and the effectiveness of the proposed micro-grid. Indeed, the main objectives of this
contribution, which are: efficient control of the coordination between the various
energy sources, a proper operation of the proposed micro-grid (DC and AC grid)
providing a better energy quality and an uninterrupted service are satisfied. Then,
better energy management is observed, permitting an optimal operation of the
whole system with high performances of the micro-grid under unfavorable and
critical conditions such as power required demand variations and random weather
conditions data (wind speed random profile, variable solar irradiance).
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