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Abstract

Face images with partially-occluded areas create huge deteriorated problems for
face recognition systems. Linear regression classification (LRC) is a simple and
powerful approach for face recognition, of course, it cannot perform well under
occlusion situations as well. By segmenting the face image into small subfaces,
called modules, the LRC system could achieve some improvements by selecting the
best non-occluded module for face classification. However, the recognition perfor-
mance will be deteriorated due to the usage of the module, a small portion of the
face image. We could further enhance the performance if we can properly identify
the occluded modules and utilize all the non-occluded modules as many as possible.
In this chapter, we first analyze the texture histogram (TH) of the module and then
use the HT difference to measure its occlusion tendency. Thus, based on TH differ-
ence, we suggest a general concept of the weighted module face recognition to solve
the occlusion problem. Thus, the weighted module linear regression classification
method, called WMLRC-TH, is proposed for partially-occluded fact recognition. To
evaluate the performances, the proposed WMLRC-TH method, which is tested on
AR and FRGC2.0 face databases with several synthesized occlusions, is compared to
the well-known face recognition methods and other robust face recognition
methods. Experimental results show that the proposed method achieves the best
performance for recognize occluded faces. Due to its simplicity in both training and
testing phases, a face recognition system based on the WMLRC-TH method is
realized on Android phones for fast recognition of occluded faces.

Keywords: face recognition, linear regression classification, occlusion tendency,
weighted module face recognition, texture histogram difference
1. Introduction

As the progress of the computer vision and machine learning, person identifica-
tion and verification for security considerations become practical and play an

important role for modern smart living applications. Face recognition for security
control has received lot of attentions recently. Designed with a camera, the face
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recognition becomes a simple and direct way to achieve reliable identification and
verification. There are numerous algorithms [1-4] made important contributions to
face recognition. These approaches can be divided into two categories, holistic
based and modular based methods [5]. The holistic based approaches include the
principle component analysis (PCA) [6] and linear discriminant analysis (LDA) [6].
John et al. [7] exploiting sparsity representation to improve the recognition rate. On
the other hand, the modular based approaches provide more valuable features for
face recognition. Naseem et al. [8] proposed linear regression classification (LRC)
and its modular design to solve occlusion problems. During training stage, the LRC
algorithm is to form the regression surface, which has the most fit of the data
distribution, of each identify. In the testing stage, the unlabeled face image vector is
used to recognize the person by finding the shortest project distance to the regres-
sion surface of the identify.

In practical applications, especially in COVID-19 pandemic period, face recog-
nition might encounter diversified challenges such as low resolution, luminous
change, facial expression and partial occlusion affected by facial accessories and
covering face masks and scarf. For various challenges, there are several improved
LRC algorithms proposed in the literatures, such as PCA-based LRC [9], unitary
LRC [10], class-specific kernel LRC [11], and sparse representation classifier [12]
methods.

Figure 1 shows some examples of partially-occluded faces, where they are par-
tially covered by facial accessories or covering obstacles. Partially occlusion is one of
the practical and difficult problems in face recognition [13, 14]. Thus, some
researches have focused on partially-occluded faces [15-19] recently. Most
approaches tried to detect the testing images in several modules, avoided occlusion
area influence the recognition results. The module LRC (MLRC) proposed in [8] is
an effective way to solve occlusion issues in facial recognition. The MLRC treats
each module equally important, however the occluded modules should be excluded
or reduced their contribution for the final classification. Thus, by using regression
parameters (RP), our early-version weighted module linear regression classification
(WMLRC-PR) [20] is first proposed to enhance the MLRC method. To secure the
access of ATM machines, the occluded face detection methods are proposed
[21, 22]. By using support vector machine (SVM) to detect the occlusion modules,
the LDA face recognition method is performed in the non-occlusion part [23]. By
using structured dictionary learning (SDL) method, the SRC face recognition can
separate occluded face images [24]. The robust face recognition algorithms based
on various features, such as Huber loss [25], local binary feature [26] and topology
preserving structure matching (TPSM) [27] are proposed to solve occlusion prob-
lems successfully. It is noted that the state-of-the-art CNN approaches [28-31],
which need pre-trained by all face images, will not be applicable for partially-
occluded face recognition. Besides, the CNN approaches usually need to pre-train
the model, any instance increase of new members becomes impossible.
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Figure 1.
Examples of partially-occluded situations.
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In this chapter, we propose a better occlusion tendency detection by using
texture histogram (TH) to distinguish occluded and non-occluded modules. With
the TH occlusion tendency, the WMLRC-TH methods are then proposed. The rest
of the chapter is organized as follows. In Section 2, we first review the basic LRC
concept and introduce the module LRC design for face recognition. Then, Section 3
first analyzes texture histograms and discusses how to use it to determine the
occlusion tendency of the module. The proposed WMLRC-TH method in use of
texture histogram is the proposed. In Section 4, the proposed WMLRC-TH method,
which is tested on AR [32] and FRGC2.0 [33] face databases with synthesized
occlusions, is compared to the well-known and robust face recognition methods.
The realization of the partially-occluded face recognition system based on the
WMLRC-TH method in mobile platforms are also addressed. Finally, conclusions
are addressed in Section 6.

2. Module linear regression classification for face recognition

For face recognition, we assume that all training and testing facial images are
preprocessed by face detection, face cropping and possible face alignment func-
tions. Assume that we have C subjects, which are characterized by training facial
images used for identity recognition. For C identities, the i™ identity is with N
training facial images all with the size of p x ¢ Eixels. Each pixel could be further
represented with K color channels. Thus, the ™ channel data of the i identity is
represented by v;;, € R’ *7,i=1,2, ...,C,j=1,2, ...,Nand k =1, 2, ..., K, where
K = 3 for most RGB face images.

For the k™ channel, we can cascade its g column vectors into a larger
column vector, x; ;€ RF ! For the i" class identify, its N training vectors,
Xijksj =1,2, ..., N are grouped into the ™ class vector space as

Xik = [XitksXioks s Xing ERPUN, i=1,2, ...,C. (1)

If v; ;1 is reformed by linearly combining channels to one grayscale channel, we

set K = 1 or just remove the subscript k as x;; € R* * ' and X; € R for simplicity.
For face recognition, the linear regression classification (LRC) and module LRC are
briefly reviewed as follows.

2.1 Linear regression classification

Let u, € R * 1 be the k™ channel of an unlabeled query image, which is formed as
a column vector y,, € RP? 1 If the query data vector y;, belongs to the i class, the
prediction with the linear combination of the i™ class vector space can be rewritten as

Yk - Xi,kﬁi,k) 1= 1’ 2) ceey C’ (2)
where §;, € RV * 'is the regression parameter vector of the i class. The optimal

regression parameter vector can be solved by the least square optimization and
expressed in matrix operations as

-1 .
B = (X Xix) XLy i=12,..,C. (3)

With optimized regression parameter vector, f;;, the predicted response vector
¥, of the ™ channel for the i class can be formed as
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Vie = Xighip> 1=1,2,...,C. (4)

For all C classes, we first compute the k™-channel predicted response vectors. To
construct the recognition system, by combining Eq. (3) and Eq. (4) together, we
can store the pg xpq projection matrix of the i™ identity as:

Hyj = X (X0,Xi0) X5, k=12, ..,K. (5)

The construction of the i™ projection matrix can be treated as the training
process of the i™ identity. For the trained parameters of all C identities, we need to
store Cp’q” coefficients for recognition. The computation of predicted response
vector becomes the projection process as

g’i)k = Hi,kYka k = 1, 2, ,I(, (6)

which takes about Kp?q” multiplications. For testing all C identities, one identity
recognition process, it needs CKp“q” multiplications. To determine the best class,
the LRC method chooses the identity, which is with the minimum prediction error
of all channels. Thus, the classified identity i* is determined by minimizing the L2-
norm distance between the predicted response vector and the query data vector as

i*Lrc = argmin (d;), i=1,2,..,C. @

where
1=1,2,..,C, (8)

K
di:;‘

for K-channel classifications.

Vie = Vi 5

2.2 Module linear regression classification (MLRC)

For real applications, if a query sample is partially corrupted or occluded, the
LRC algorithm cannot handle these special situations well since the discernible
messages are getting less. The module, which is in a small and clean subface,
approach can efficiently overcome this problem.

For the module LRC (MLRC), each training image v;, € R” * %X is segmented
into M non-overlapped partitions. Figure 2 shows an example of segmentation of
facial images with M = 16. The m™ module, as the LRC approach, is formed as a
column vector x ,,i=1,2, ...,C,j=1,2, ..., N,m =1, 2, ..., M. As Subsection 2.1,
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Figure 2.
Segmentation of face images with M = 16 modules.
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in the training phase, the column vectors of all training image related to each class
are grouped accordingly. Hence, for the i™ class, we could obtain M groups of the
k™ channel data spaces as

PN
X:flk — [X:fll,k’ X;”,"z,k’ .os ’X:le,k] GRMX (9)

fori=1,2, ..,Cj=12, .., N.

For the k™ channel of the query image #,, as the training images, we first
segment it to M modules and form them as column vectors y,” form =1, 2, ..., M.
If the m™ module of the query image, ;" is assumed to lie on the 7™ module of the
™ class, the least square prediction can be expressed in the training images of the
m™ module in the i™ class as

vl =X, i=12,..,Com=12,...,M, (10)

where the optimal regression parameter vector is given as

-1
e = ((ka)TXTk) (X73) yi' = RIyL- (11)

and the regression matrix is defined as

k= <(X:7k)Ter'7k)_1( Zlk)T- (12)

Similar to Eq. (5), the corresponding module response vectors y7), can be
predicted as

Vir = X0iB7 = HLyL (13)

where H}} is the (pg/M) x (pq/M) projection matrix of the m™ module of the i
identity as

-1
Y, = X0 (X)) (X)) k=12 . K. (14)

The project matrix, HZ’k, form=1,2,.,M,k=1,2, ..., K can be treated as the
training parameters for the i identity. For the trained parameters of M modules of
all C identities, we need to store CKp°q*/M coefficients for recognition process. For
testing all C identities, we can directly use (13) to compute the project result. Thus,
the MLRC recognition process, which needs to compute all ?Z“k for M-module and
K-channel p x g facial images by using (13), will need CKp’q*/M multiplications.
The computation of the MLRC is less than the LRC method, which needs CKp?q’
multiplications.

With the above module optimization, each module is processed by the LRC
computation individually. Without the knowledge of occluded modules, the mini-
mum distance could be used as the distance metric which implicates that the
occluded modules will be automatically removed. The MLRC in min-min distance
measure is expressed as.

i* MLRC = arg min (rr}r}n d:") , (15)

where
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i=12,..,C m=12,..,M. (16)

)
2

K
ar =3 |-

for K-channel classifications.

3. Weighted MLRC by detection of occluded modules

The module linear regression classification (MLRC) shows better recognition
performance under occlusion situations. However, the MLRC with min-min dis-
tance measure only uses the best module for classification essentially. Thus, we can
further improve its classification performance if we can properly gather more
reliable non-occluded modules. As shown in Figure 2, we should fully utilize all top
8 clear modules (#1, #5, #9, #13, #2, #6, #10, #14) modules and moderately adopt 4
partially-occluded modules (#3, #7, #11, #15) for face recognition.

Thus, in the early age, we suggested an occlusion detection measure, which can be
used to infer the occlusion tendency of the module. For linear regression classification
method, the occlusion detection could be obtained by regression parameters [15] by
the assumption that the regression parameters of the clean modules will have large
variations for in-class and out-class faces. The module with small variations of
regression parameters will have high probabilities to be detected as the occluded
modules. The regression parameter (RP) concept is only good for dark and less
texture occlusion objects. If the face recognition algorithm is not a linear regression
approach, it will need extra computation to compute the regression parameters. In
this chapter, we suggest a simple detection method to find the occlusion tendency of
the module. Generally, the module has its particular location, the texture distribution
of the module could easily be identified by its texture histogram.

3.1 Occlusion detection by texture histogram

To detect the occluded modules, instead of regression parameters, we can also
perform the occlusion detection in the texture domain. First, the D-bin texture
histogram of a grayscale image I(x, y) € R’ * 7 is expressed by

hI(x,y) = [tla"')ti"“stD]T (17)

where the count of gray level I(x, y) for every b = 256/D in D bins will be
collected as.

p
=YY q,(I(x,y)) (18)

q
y=1 x=1

and ¢;(p) is to quantize p into the i bin as

1, if (i—1)-b<p<i-b,

19
0 ,else (19)

4;(p) :{

For finding D-bin texture histogram of modules of the i class among N training
samples, we first obtain the expected v™; as

_ 1 m
Vik = N Z Vijk: (20)
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where v, is the k™ channel of the m™ module, v, € R * 7. Let the k™
channel of the query image u € R” ™ 7, u;, be segmented into M partitions as #;,”. To
evaluate the occlusion tendency of the modules, y;™, which denotes the distance
between the D-bin texture histograms of the m™ module of query image u;,”" and
the averaged module v})after summing all K channels, becomes

=

k

(21)

h“Z" - hVZk

2.

It is obvious that the modules of the query image, which are with larger 7/, will
have more occlusion tendency due to dissimilar intensity distribution. In AR face
database, we test 200 scarf images, With respect to 100 identities, Figure 3 shows
200x100 overlapped curves of 77 for all 16 modules. The results also show that 7/ in
the occluded modules with m = 4, 8, 12, 16 are larger than the reminding ones.
Similarly, the texture histogram difference could be also used to determine the
occlusion tendency.

Conceptually, the texture histogram difference (HTD) of the module is a mean-
ingful measure to identify the location of the face. For example, the modules #5 and
#6 are forehead and left-center-eye modules, respectively. The average of texture
histogram for module #5 has flat texture distribution of pure skin color while that
for module #6 is unevenly distributed with textures of eyeball and nose regions.
These two modules have their distinct and special texture histograms. If the mod-
ules are occluded by the mask, their texture histograms become very different from
the original ones. For any face recognition algorithm, the classification criterion
generally can be expressed by

i* face = argmin ( f;(y)), i=12,..,C, (22)

where f;(y) denotes the i class score function of the face recognition algorithm.
If we divide the face region into M modules, the adaptive weighted module face
recognition algorithm generally becomes
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Figure 3.
Plots of 7/ for all 16 modules of 200x100 scarf query images in AR face database.
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M
it mface-HT = aI'g Inlln (Zg (7:")]01 (ym)> 5 i= 13 2, IO C, (23)

m=1

by using the above averaged texture histogram difference stated in (21). In (23),
2(77") is a function of HTD parameters should be properly designed to achieve the
best face recognition performance. Without loss of generality, we apply the HTD
parameters to the adaptive weighted MLRC method in the following subsection.

3.2 Weighted MLRC method by texture histogram

By using texture histogram difference (THD), we suggest a weighted MLRC
method, called WMLRC-HT for robust face recognition. For minimization measure
errors, it is obvious that occluded modules should give larger weights in the
WMLRC such that we can improve the drawback of the MLRC and achieve better
recognition performance. Similarly as the observation shown in Figure 3, the tex-
ture histogram distance, 77 has highly correlated to the occlusion tendency of the
module, In other words, the occluded module has larger 77 than the normal one.
Thus, we define the texture histogram (TH) weight for the m™ module to be

why =g([7) = (7). (24)

With (24), the TH weight will be bigger for smaller texture histogram
difference. Thus, w7, for the occluded module is smaller than the normal one.
As the module LRC, the response vector y;" is predicted in terms of X:’; as

yr =Xrg". (25)

By using THD weight defined in (24), the WMLRC-TH with the weighted
minimum rule can be adjudicated as

i* i = argmin (Z (H%" - %)) (26)

4. Experimental results

In our experiments, the recognition performance with different face recognition
algorithms will be used to validate the proposed methods. In experiments, AR and
FRGC 2.0 face databases are used by synthetically adding osculation. We compare
recognition performances of the proposed WMLRC methods to those of PCA, LDA,
LRC, MLRC, SRC, locality preserving projection (LPP) [34], neighboring preserv-
ing embedding (NPE) [35] methods. All the experiments are carried out on a
personal computer, which is equipped with Intel Core2 Q9400 CPU associated a
4-GB RAM. The testing environment is on Microsoft Visual Studio 2013 with
OpenCV.

4.1 Experiments on AR database

The famous face recognition algorithms and recent robust face recognition
methods [23, 24, 27] all show the recognition performances on AR database, which
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contains more than 100 people’s color face images. For experiments, the cropped
facial images are normalized to 40 x 40 pixels. The first experiment is to test all the
algorithms on AR database [32] under sunglasses, scarf, colored blocks, black,
white, and texture occlusions, overlapped onto normal faces. The AR database
consists of more than 100 people’s color face images. The images also include
several facial variations, such as illumination change, expression and facial dis-
guises. We choose a subset of 100 subjects with 50 men and 50 women. In each
subject, 3 normal images are used as the training set as shown in Figure 4 while 2
images with sunglasses and 2 images with scarf are used for the testing set as shown
in Figure 5.

Before the experiments, we should first decide suitable settings for the proposed
WMLRC-TH method. For module designs, the images are divided into 16 modules,
i.e., M = 16. For the WMLRC-RP, we choose a, ¢, and y to be fixed to 2, 0.3, 0.7,
respectively. The number of bins in texture histogram is D = 64 for WMLRC-TH.
For the MLRC, we further modify the min-min criterion stated in Eq. (12) to
become min-min 4 criterion, the MLRC-4, which is the sum of distances of the best
4 modules as

4
i* MLRC-4 = arg min < Z n}gn d:”) , (27)

i
m =1

By using original AR database, Table 1 shows the comparison results with those
normal face algorithms while Table 2 exhibits the reported results from the recent
robust face recognition methods. From Table 1, the results show that the proposed
WMLRC-TH methods achieved with over 95% accuracy outperforms the other
methods. The LDA with SVM method [23] achieves 91.5% recognition rate, the SRC
with SDL method [24], the recognition rate for sunglasses plus scarf face images, the
recognition rate achieves up to 92%. The topology preserving structure matching
(TPSM) [27] achieve 91.7%. recognition accuracy. From Table 2, the proposed
WMLRC-TH outperforms the WMLRC-RP [20], the LDA-SVM [23], SRC-SDL [24]
and TPSM [27] methods for recognizing occlusion face images on AR database.

To further analyze the detailed performances of the algorithms with different
conditions of occlusions. The synthesized occlusions with various occlusion levels
overlapped to the normal faces are shown in Figures 6-9. We still keep all the face

AR Face Database
Training Set

Figure 4.
Normal faces as the training set on AR database.

Figure 5.

Sunglasses and scarf occluded faces on AR database.
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Situations Methods

PCA LDA LPP NPE LRC MLRC
Sunglasses 34.5 28.0 16.5 49.0 64.0 88.0
Scarf 5.0 18.0 12.5 9.0 23.0 45.0
Average 19.75 23.0 14.5 29.0 43.5 65.0
Situations Methods

MLRC- 4 SRC [12] WMLRC-RP [20] WMLRC-TH (K =1) WMLRC-TH (K = 3)

Sunglasses 72.0 93.0 89.0 95.0 97.5

Scarf 92.0 52.0 87.5 96.0 97.0

Average 82.0 72.5 88.25 95.5 97.25
Table 1.

Recognition performances (%) achieved by different methods for sunglasses and scarf images on AR database.

Robust Recognition WMLRC-RP LDA-SVM  SRC-SDL  TSPM WMLRC-TH
Methods [20] [23] [24] [27] (K=3)
Average Recognition 86.0 915 92.0 91.7 97.25
Rates

Table 2.

Recognition performances (%) achieved by the recently-proposed vobust face recognition algorithms on AR
database.

10% 2

Figure 6.
Added coloved occlusion with occlusion ratios on AR database.

10% 20% 30% 40% 50%

Figure 7.
Black partial occlusion with various occlusion ratios on AR database.

recognition algorithms with same settings, it is noted the synthesized occlusion
images are used for the testing results.

Tables 3-6 show the recognition performances of all the face recognition
methods for all synthesized occlusion cases, where WMLRC-TH1 and WMLPRC-
TH3 denote the WMLRC-TH preformed with gray (K = 1) and RGB color (K = 3)
images, respectively. The experimental results show that the proposed WMLRC-TH
with gray and color images outperform the other methods, which can achieve over

10
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10% 20% 30% 40% 50%

Figure 8.
White partial occlusion with various occlusion ratios on AR database.

Figure 9.
Different occlusion (a) - (e) color wall patterns with 50% occlusion ratio on AR database.

Methods Occlusion ratio
10% 20% 30% 40% 50% Average
PCA [6] 31.0 16.0 7.0 5.0 3.0 12.4
LDA [7] 40.0 27.0 12.0 11.0 6.0 19.2
LPP 14.0 9.0 5.0 3.0 3.0 6.8
NPE 30.0 20.0 12.0 9.0 7.0 15.6
LRC [8] 50.0 33.0 23.0 11.0 6.0 24.6
SRC [12] 84.0 70.0 70.0 68.0 40.0 66.4
MLRC [8] 87.0 87.0 1.0 1.0 1.0 35.4
MLRC-4 98.0 98.0 1.0 1.0 1.0 39.8
WMLRC-RP [20] 88.0 88.0 88.0 81.0 81.0 85.2
WMLRC-TH (k = 1) 98.0 98.0 98.0 98.0 96.0 97.6
WMLRC-TH (k = 3) 98.0 98.0 98.0 98.0 98.0 98.0
Table 3.

Recognition performances (%) of different methods with varying occlusion vatios of dark partial occlusion on
AR database.

95% of accuracy. The MLRC and MLRC-4 performed badly in dark occlusion
because low pixel value produces low prediction error, which leads to error recog-
nition. All results show that the proposed WMLRC-TH methods achieve the best
recognition performances. The WMLRC-TH had a few benefit from RGB color
information since the WMLRC-TH (K = 3) exhibits better recognition performance
than WMLRC-TH (K = 1).

4.2 Experiments on FRGC 2.0 database

The second experiments are to test all the methods on the FRGC2.0 database
[33, 36] under gray texture blocks, dark, white, and texture occlusions overlapped

11



Digital Image Processing Applications

Methods Occlusion ratio
10% 20% 30% 40% 50% Average
PCA 53.0 63.0 61.0 32.0 52.0 52.2
LDA 42.0 67.0 67.0 17.0 20.0 42.6
LPP 21.0 39.0 31.0 11.0 16.0 23.6
NPE 49.0 68.0 61.0 30.0 43.0 50.2
LRC 86.0 53.0 30.0 12.0 6.0 37.4
SRC 96.0 93.0 76.0 68.0 39.0 74.4
MLRC 97.0 97.0 89.0 79.0 39.0 79.4
MLRC-4 97.0 96.0 94.0 70.0 61.0 83.6
WMLRC-RP 91.0 88.0 84.0 81.0 43.0 77.4
WMLRC-TH (k = 1) 98.0 98.0 93.0 85.0 61.0 87.0
WMLRC-TH (k = 3) 98.0 98.0 95.0 86.0 70.0 89.4
Table 4.

Recognition performances (%) of different methods with varying occlusion ratios of coloved block occlusion on
AR database.

Methods Occlusion ratio
10% 20% 30% 40% 50% Average
PCA 13.0 9.0 8.0 7.0 2.0 7.2
LDA 23.0 6.0 4.0 8.0 6.0 9.4
LPP 10.0 10.0 5.0 4.0 4.0 6.6
NPE 13.0 6.0 7.0 5.0 5.0 72
LRC 28.0 15.0 12.0 12.0 9.0 15.2
SRC 86.0 86.0 70.0 68.0 39.0 83.6
MLRC 87.0 87.0 82.0 82.0 81.0 83.8
MLRC-4 95.0 95.0 95.0 95.0 95.0 95.0
WMLRC-RP 89.0 89.0 84.0 84.0 78.0 84.8
WMLRC-TH (k = 1) 98.0 98.0 95.0 95.0 95.0 96.2
WMLRC-TH (k = 3) 98.0 98.0 95.0 96.0 96.0 97.2
Table 5.

Recognition performances (%) of different methods with varying levels of white partial occlusion on AR
database.

onto normal faces. The FRGC2.0 database consists of more than 4000 people’s
front-view grayscale images including non-facial expressions and slightly facial
variations. We choose a subset of 100 subjects with 50 men and 50 women. In each
subject, two non-facial expression images are used for the training set as shown in
Figure 10. In additions, the synthesized occlusions with various occlusion levels
overlapped to normal faces as shown in Figures 11-14 are also used for the testing.
As to the experiment settings, the facial images are also normalized to 40 x 40
pixels and divided into 16 modules.

Tables 7-10 illustrate the recognition performances of all the methods in all test
cases. On FRGC 2.0 database, the proposed WMLRC-TH methods also achieve

12



Weighted Module Linear Regression Classifications for Partially-Occluded Face Recognition
DOI: hitp://dx.doi.ovg/10.5772 /intechopen.100621

Methods Occlusion texture
A B C D E Average
PCA 20.0 10.0 22.0 12.0 16.0 16.0
LDA 18.0 15.0 19.0 11.0 16.0 15.8
LPP 3.0 4.0 7.0 3.0 4.0 4.2
NPE 17.0 11.0 19.0 13.0 16.0 15.2
LRC 33.0 19.0 34.0 25.0 22.0 26.6
SRC 45.0 40.0 39.0 55.0 39.0 43.6
MLRC 82.0 82.0 82.0 82.0 82.0 82.0
MLRC-4 95.0 95.0 95.0 95.0 95.0 95.0
WMLRC-RP 86.0 86.0 87.0 84.0 85.0 85.6
WMLRC-TH (k = 1) 96.0 94.0 94.0 95.0 95.0 95.4
WMLRC-TH (k = 3) 96.0 94.0 96.0 97.0 95.0 95.6
Table 6.

Recognition performances (%) of different methods with different occlusion textures of 50% occlusion on AR
database.

FRGC 2.0 Face Database
Training Set

Figure 10.
Normal faces as the raining set on FRGC2.0 database.

20% 30% 40% 50%

Figure 11.
Added texture block with various occlusion ratios on FRGC 2.0 database.

10% 20% 30% 40%

Figure 12.
Dark partial occlusion with various occlusion ratios on FRGC 2.0 database.

better performances than other approaches. From Table 8, the MLRC and MLRC-4
performed badly in dark occlusion also. In most cases, the WMLRC-TH performs
better than WMLRC-RP. In flat and bright occlusions, as shown in Table 9, the
WMLRC-RP carries out the better performance than WMLRC-TH. Since the

13
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10% 20% 30% 40% 50%

Figure 13.
White partial occlusion with various occlusion ratios on FRGC 2.0 database.

Figure 14.
Different occlusion (a) - (e) gray wall patterns with 50% occlusion on FRGC 2.0 database.

Methods Occlusion ratio

10% 20% 30% 40% 50% Avg
PCA 99.0 95.0 86.0 61.0 37.0 75.6
LDA 99.0 97.0 81.0 62.0 40.0 75.8
LPP 85.0 64.0 39.0 31.0 14.0 46.6
NPE 98.0 94.0 91.0 76.0 61.0 84.0
LRC 70.0 65.0 52.0 32.0 12.0 46.2
SRC 98.0 92.0 80.0 69.0 42.0 76.2
MLRC 96.0 96.0 97.0 94.0 82.0 93.0
MLRC-4 97.0 96.0 96.0 96.0 89.0 94.8
WMLRC-RP 96.0 90.0 85.0 85.0 82.0 87.6
WMLRC-TH (k = 1) 99.0 98.0 97.0 97.0 92.0 96.6

Table 7.

Recognition performances (%) of different methods with varying occlusion ratios of random block occlusion on
FRGC 2.0 database.

sunglasses are the most common situation in daily life, WMLRC-RP is still useful in
real applications in the cases of dark occlusions.

From above experiments, the proposed WMLRC-HT method achieves best
accurate recognition rate. For the cases of light color occlusions, the WMLRC-RP
performs better than the WMLRC-HT. For the other cases, the WMLRC-HT
achieves the best recognition performances. The simulations show that the texture
histogram feature can be used to detect occluded modules effectively. Besides, we
observe that the MLRC-TH in RGB space domain performs better than that in
grayscale domain because the grayscale images would waste the useful colored
information.

4.3 Android based system implementation

Recently, Android-based operating system successfully supports smartphones
and tablets because of its computing ability, storage capacity and its handy
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Methods Occlusion ratio

10% 20% 30% 40% 50% Avg
PCA 63.0 18.0 5.0 4.0 3.0 18.6
LDA 82.0 19.0 22.0 6.0 4.0 26.6
LPP 35.0 32.0 24.0 12.0 6.0 21.8
NPE 40.0 21.0 18.0 9.0 1.0 17.8
LRC 49.0 25.0 14.0 2.0 1.0 18.2
SRC 88.0 86.0 70.0 68.0 41.0 70.6
MLRC 97.0 97.0 1.0 1.0 1.0 39.4
MLRC-4 98.0 98.0 1.0 1.0 1.0 39.8
WMLRC-RP 96.0 96.0 95.0 95.0 95.0 95.4
WMLRC-TH (k = 1) 98.0 98.0 97.0 97.0 97.0 97.4

Table 8.

Recognition performances (%) of different methods with varying occlusion ratios of dark occlusion on FRGC
2.0 database.

Methods Occlusion ratio

10% 20% 30% 40% 50% Avg
PCA 21.0 7.0 6.0 4.0 2.0 8.0
LDA 36.0 23.0 9.0 8.0 5.0 16.2
LPP 14.0 5.0 2.0 2.0 1.0 4.8
NPE 20.0 15.0 10.0 7.0 4.0 9.8
LRC 25.0 16.0 9.0 4.0 3.0 11.4
SRC 88.0 81.0 46.0 32.0 29.0 55.2
MLRC 97.0 97.0 93.0 93.0 93.0 94.6
MLRC-4 97.0 97.0 97.0 97.0 97.0 97.0
WMLRC-RP 100 100 100 100 100 100.0
WMLRC-TH (k = 1) 98.0 98.0 96.0 97.0 96.0 97.0

Table 9.

Recognition performances (%) of different methods with varying occlusion vatios of white partial occlusion on
FRGC 2.0 database.

functions for image capture and image processing. Thus, we realize the proposed
WMLRC-TH method on Android system to a robust face recognition system on
mobile devices since it has more robust performance in general situations, especially
in color image.

In general, the face recognition system can be divided into training phase and
the testing phases. As shown in Figure 15, the user needs to select the training phase
first after capturing face images of a new identity. The user will be asked to enter
the name of the identity then the system will store face images with the name in
database. In the test phase, the user can capture face image and then identify it. The
testing phase basically consists of three steps. Figure 16 shows the flow chart of
testing phase. The first step is the face detection, which rapidly captures human
faces when the human is located within a proper distance by the mobile phone
camera. The second step is the pre-processing stage that is removing the noisy
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Methods Occlusion texture

A B o D E Avg
PCA 20.0 36.0 15.0 11.0 26.0 21.6
LDA 14.0 19.0 17.0 14.0 23.0 17.4
LPP 16.0 19.0 6.0 10.0 6.0 11.4
NPE 24.0 33.0 17.0 8.0 20.0 20.4
LRC 34.0 42.0 18.0 7.0 21.0 24 .4
SRC 40.0 47.0 45.0 66.0 39.0 47.4
MLRC 93.0 93.0 93.0 93.0 93.0 93.0
MLRC-4 95.0 95.0 95.0 95.0 95.0 95.0
WMLRC-RP 91.0 93.0 92.0 88.0 92.0 91.2
WMLRC-TH (k = 1) 96.0 94.0 95.0 97.0 91.0 94.6

Table 10.

Recognition performances (%) of different methods with different occlusion texture of 50% occlusion on FRGC
2.0 database.

Face Collection

Training Phase
Ei Pre-
Processing

z [aa)

Gallery
User
Pre-
- ‘g m - Processing
Testing Phase
Result
Figure 15.
Proposed android face recognition system.
‘Qi Camera Frame Input / RGB Image
Face Detection ‘ LBP Cascades ‘
‘ Cropped Face Image ‘
I
‘ Gray-scale Transform ‘
. |
Preprocessing | Elliptical Mask |
I
‘ Image Resize ‘
I
‘ Form Column Vector ‘
Face Recognition ‘ Proposed WMLRC-TH )—' Recl(:)agjzze d

Figure 16.
Flow chart of testing phase in Andorid phones.
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sTOP

DATABASE

aum

Figure 17.
User interfaces for registration and face recognition. (a) Registration and setup database (b) recognition and
show name.

pixels like background and human hairs of the face images. The third step is face
recognition that is recognizing the face according to the face database collected
before.

Considering the computation resources of mobile phones, we surveyed several
face detection methods [37-41]. By trade-off between accuracy and computation,
we finally selected the LBP-feature [37] for face detector, where the LBP operator is
given as:

1,x>0

LBP xc,y 22*”5 —zc ,8(x) = {OxZO (28)

where i, is the intensity of (x,, y.), at the central pixel in the local image, i, is the
intensity of neighbor pixel. P is the total number of neighbor pixels. After face
detection, the pre-processing stage, including cropping, gray transform, elliptical
mask, and resizing. It is noted that the face detection and pre-processing should be
identically performed in both training and testing phases. Finally, the face image
vector is then classified by the proposed WMLRC-HT algorithm. Figure 17 shows
the user interfaces of face registration and face recognition of the proposed system.

The proposed Android face recognition system is mainly developed on OpenCV
SDK and Android NDK (Native Development Kit). Android NDK is used to over-
come the limitations of Java, such as memory management and performance, by
programming directly into Android native interface to support native development
in C/C++.

5. Conclusion

In this chapter, we first review the linear regression classification algorithm as
the base of face recognition. If we divide the face region into several subfaces, called
modules, any face recognition algorithm will become a new module face recogni-
tion algorithm, which can avoid the serious degradation of recognition performance
to solve the occlusion problem. We proposed the texture histogram difference of
the module to detect the its occlusion tendency of the input face image. The concept
of the texture histogram difference can be used for any face recognition algorithms
if they adopt the module design. By using texture histogram (HT) concept, the
weighted module linear regression classification (WMLRC-HT) method for
partially-occluded face recognition is finally proposed. The proposed WMLRC-HT
method with adaptive HT weights can effectively improve the shortcoming of the
original LRC and MLRC algorithms. The experimental results show that the pro-
posed WMLRC-HT method performs better than the existing linear regression
classification methods and the contemporary approaches like SRC with various
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occluded situations. Since the WMLRC-HT method acquires small computation cost
in both training and testing, after the face detector with LBP-features, we imple-
ment the proposed method on smart phones. Even the people wear masks, we can
easily train and successfully detect the identify only with a smart phone.
Acknowledgements

This work was supported by Ministry of Science and Technology, Taiwan,
MOST 110-2221-E-006-119.

Conflict of interest

The authors declare no conflict of interest.

Author details
Wei-Jong Yang, Cheng-Yu Lo, Pau-Choo Chung and Jar Ferr Yang*
Institute of Computer and Communication Engineering, Department of Electrical

Engineering, National Cheng Kung University, Tainan, Taiwan

*Address all correspondence to: jefyang@mail.ncku.edu.tw

IntechOpen

© 2021 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium,

provided the original work is properly cited. [ B

18



Weighted Module Linear Regression Classifications for Partially-Occluded Face Recognition

DOI: hitp://dx.doi.ovg/10.5772 /intechopen.100621

References

[1] Lu ], Liong VE, Wang G, and P.
Moulin. Joint Feature Learning for Face
Recognition. IEEE Trans. on
Information Forensics and Security.
2015; 10 (7): 1371-1383, July 2015. DOI:
10.1109/TIFS.2015.2408431.

[2] Mery D and Bowyer K. Face
Recognition via Adaptive Sparse
Representations of Random Patches. In:
Proc. of IEEE International Workshop
on Information Forensics and Security
(WIFS); p. 13-18, 2014. DOI: 10.1109/
WIFS.2014.7084296.

(3] Lu]. Liong VE. Zhou X. and Zhou J.
Learning Compact Binary Face
Descriptor for Face Recognition. IEEE
Trans. on Pattern Analysis and Machine
Intelligence, 2015 37(10): 2041-2056,
2015. DOI: 10.1109/TPAMI.2015.2408359

[4] Peng X, Zhang L, Yi X and Tan KK.
Learning Locality-Constrained
Collaborative Representation for Robust
Face Recognition. Pattern Recognition,
47(9), pp. 2794-2806, 2014. DOI:
10.1016/j.patcog.2014.03.013

(5] Zou J, Qiang ] and Nagy G. A
Comparative Study of Local Matching
Approach for Face Recognition. IEEE
Trans. on Image Processing. 16, (10),
pp. 2617-2628, 2007. DOI: 10.1109/
TIP.2007.904421.

[6] Martinez AM and Kak AC. PCA
versus LDA. IEEE Trans. on Pattern
Analysis. and Machine Intelligence. 23
(2), pp. 228-233, 2001. DOI: 10.1109/
34.908974.

[7] Wright ], and Yang AY. Robust Face
Recognition via Sparse Representation.
IEEE Trans. on Pattern Analysis. and
Machine Intelligence, 31 (2), pp. 210-227,
2009. DOI: 10.1109/34.908974.

[8] Naseem I, Togneri R and

Bennamoun M. Linear Regression for
Face Recognition,” IEEE Trans. on

19

Pattern Analysis. and Machine
Intelligence, 32 (11), pp. 2106-2112,
2010. DOI: 10.1109/TPAMI.2010.128

[9] Huang S and Yang J. Improved
Principal Component Regression for
Face Recognition under Illumination
Variations. IEEE Signal Processing
Letters, 19 (4), pp. 179-182, 2012. DOI:
10.1109/LSP.2012.2185492.

[10] Huang S and Yang J. Unitary
Regression Classification with Total
Minimum Projection Error for Face
Recognition. IEEE Signal Processing
Letters, 20 (5), pp. 443-446, 2013. DOL:
10.1109/LSP.2013.2250957.

[11] Huang S and Yang J. Kernel Linear
Regression for Low Resolution Face
Recognition Under Variable Illumination.
In Proc. of IEEE International Conf. on
Acoustics, Speech and Signal Processing,
pp. 1945-1948, 2012. DOI: 10.1109/
ICASSP.2012.6288286

[12] Dornaika F, Traboulsi YE and
Assoum A. Adaptive Two Phase Sparse
Representation Classifier for Face
Recognition. In Proc. of International
Conference on Advanced Concepts for
Intelligent Vision Systems, Springer,

p. 182-191, 2013. DOI: 10.1007/978-3-
319-02895-8_64.

[13] Liao S, Jain AK and Li SZ. Partial
Face Recognition: Alignment-Free
Approach. IEEE Trans. on Pattern
Analysis and Machine Intelligence, 35
(5), pp. 1193-1205, 2013. DOI: 10.1109/
TPAMI.2012.191

[14] Li X, Dai D, Zhang X and Ren C.
Structured Sparse Error Coding for Face
Recognition with Occlusion. IEEE
Trans. on Image Processing. 22 (5),

p- 1889-1900, 2013. DOI: 10.1109/
TIP.2013.2237920.

[15] Bonnen K, Klare BF, and Jain AK.
Component-based Representation in



Digital Image Processing Applications

Automated Face Recognition. IEEE
Trans. on Information Forensics and
Security, 8(1), 239-253, 2013. DOL:
10.1109/TIFS.2012.2226580.

[16] Gonzalez-Sosa E, Vera-Rodriguez R,
Fierrez J, and Ortega-Garcia, J. Dealing
with Occlusions in Face Recognition by
Region-based Fusion. In Proc. of 2016
IEEE International Carnahan
Conference on Security Technology
(ICCST), p. 1-6, October 2016. DOI:
10.1109/CCST.2016.7815707

[17] Min R, Hadid A, and Dugelay JL.
Efficient Detection of Occlusion Prior to
Robust Face Recognition. The Scientific
World Journal, 2014. DOI: 10.1155/
2014/519158.

[18] Tan X, Chen S, Zhou ZH, and Liu J.
Face Recognition under Occlusions and
Variant Expressions with Partial
Similarity. IEEE Transactions on
Information Forensics and Security, 4
(2), p. 217-230, 2009. DOI: 10.1109/
TIFS.2009.2020772.

[19] Min R, Hadid A, and Dugelay JL.
Improving the Recognition of Faces
Occluded by Facial Accessories. In Proc.
of IEEE International Conference on
Automatic Face and Gesture
Recognition Workshops (FG 2011),

p. 442-447, March 2011. DOI: 10.1109/
FG.2011.5771439.

[20] Chou Y and Yang J. Partially-
occluded Face Recognition Using
Weighted Module Linear Regression
Classification. In Proc. of IEEE
International Symposium on Circuits
and Systems, p. 578-581, 2016. DOLI:
10.1109/ISCAS.2016.7527306.

[21] Zhang T, LiJ, Jia W, Sun J, and
Yang H. Fast and Robust Occluded Face
Detection in ATM Surveillance, Pattern
Recognition Letters, 107, p. 3340,
2018. DOI: 10.1016/j.patrec.2017.09.011

[22] Dagnes N, Vezzetti E, Marcolin F,
and Tornincasa S. Occlusion Detection

20

and Restoration Techniques for 3D Face
Recognition: A Literature Review.
Machine Vision and Applications, 29(5),
789-813, 2018. DOI: 10.1007/
s00138-018-0933-z

23] SuY, Yang Y, Guo Z, and Yang W.
Face Recognition with Occlusion. In
Proc. of IEEE Asian Conference on
Pattern Recognition (ACPR),

p. 670-674, November 2015. DOLI:
10.1109/ACPR.2015.7486587.

[24] Ou W, You X, Tao D, Zhang P,
Tang Y, and Zhu Z. Robust Face
Recognition via Occlusion Dictionary
Learning. Pattern Recognition, 47(4),
1559-1572, 2014. DOI: 10.1016/j.
patcog.2013.10.017

[25] Mi JX, Su Y, and Lu J. Robust Face
Recognition Based on Supervised Spare
Representation. In Proc. of International
Conference on Intelligent Computing
(ICIC), 253-359, 2018. DOI: 10.1007/
978-3-319-95957-3_28.

[26] Duan Y, LuJ, Feng ] and Zhou .
Context-Aware Local Binary Feature
Learning for Face Recognition. IEEE
Transactions on Pattern Analysis and
Machine Intelligence, 40(5), 1139 - 1153,
2018. DOI: 10.1109/TPAMI.2017.2710183.

[27] Duan Y, Lu J, Feng J. and Zhou J.
Topology Preserving Structural
Matching for Automatic Partial Face
Recognition. IEEE Transactions on
Information Forensics and Security. 13
(7), p. 1823-1837, 2018. DOI: 10.1109/
TIFS.2018.2804919.

[28] Parkhi OM, Vedaldi A and
Zisserman A. Deep Face Recognition. in
Proc. of British Machine Vision
Association Conference, 1, p. 1-12, 2015.

[29] Schroff F, Kalenichenko D and
Philbin J. FaceNet: A Unified
Embedding for Face Recognition and
Clustering. in Proc. of IEEE Conference
on Computer Vision and Pattern
Recognition (CVPR), p. 815-823, 2015.



Weighted Module Linear Regression Classifications for Partially-Occluded Face Recognition

DOI: hitp://dx.doi.ovg/10.5772 /intechopen.100621

[30] Sun Y, Wang X, and Tang X. Deep
Learning Face Representation from
Predicting 10,000 Classes. in Proc. of
CVPR, p. 1891-1898, 2014.

[31] Taigman Y, Yang M, Ranzato M,
and Wolf L. DeepFace: Closing the Gap
to Human-level Performance in Face
Verification,” In Proc. of CVPR,

p.- 1701-1708, 2014.

[32] Martinez A and Benavente R. The
AR Face Database. Technical Report 24,
Computer Vision Center (CVC)
Barcelona .1998.

(33] Phillips PJ, Flynn PJ, Scruggs T,
Bowyer KW, Chang J, Hoffman K,
Marques J, Min ] and Worek W.
Overview of the Face Recognition
Grand Challenge. In Proc. of IEEE
Conference on Computer Vision and
Pattern Recognition, vol. 1. San Diego,
p. 947-954. 20-25 June 2005. DOI:
10.1109/CVPR.2005.268.

[34] He X and Niyogi P. Locality
Preserving Projections. Advances in
Neural Information Processing Systems,
p. 153-160, 2004.

[35] X. He, Cai D, Yan S and Zhang HJ.
Neighborhood Preserving Embedding.
In Proc. of Tenth IEEE International
Conference on Computer Vision.

p. 1208-1213, 2005. DOI: 10.1109/
ICCV.2005.167

(36] Flynn PJ. FRGC database v2.0 2003.

http://bbs.beebiometrics.org/.

[37] Ahonen T, Hadid A and

Pietikainen M. Face Description with
Local Binary Patterns: Application to
Face Recognition. IEEE Transactions on
Pattern Analysis and Machine
Intelligence, 28 (12), p. 2037-2041, Dec.
2006. DOI: 10.1109/TPAMI.2006.244.

[38] Ahonen T, Hadid A, and
Pietikainen M. Face Description with
Local Binary Patterns: Application to
Face Recognition. IEEE Transactions on

21

Pattern Analysis and Machine
Intelligence, (12), p. 2037-2041, 2006.
DOI: 10.1109/TPAMI.2006.244.

[39] Zafeiriou S, Zhang C, and Zhang Z.
A Survey on Face Detection in the Wild:
Past, Present and Future. Computer
Vision and Image Understanding, 138,
1-24.2015. DOI : 10.1016/j.
cviu.2015.03.015.

[40] Wang Q. An Analysis of the Viola-
Jones Face Detection Algorithm. Image
Processing On Line, 4, p. 128-148, 2014.
DOI: 10.5201/ipol.2014.104

[41] Zhang, K., Zhang, Z., Li, Z., & Qiao,
Y. (2016). Joint face detection and
alignment using multitask cascaded
convolutional networks. IEEE Signal
Processing Letters, 23 (10), 1499-1503.
DOI: 10.1109/LSP.2016.2603342.



