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1. Introduction

The chapter presents a graphical game of selfishly oriented players, inspired by considering
a dense urban residential area where each home unit has its own IEEE 802.11 based wireless
access point (AP), deployed without any coordination with other such units. The motivation
for this game is to provide a framework where coordination between the game players is
desired even though in the real world environment the APs lack any management regarding
the efficient utilization of the communication channels and furthermore, it is quite common
for a terminal served by one of the APs to be within the signal range of multiple alternative
APs. This may not be desirable since APs can be in competition for the same communication
resource (radio channel), and since the current standards dictate that at any given time every
terminal must be rigidly associated with one particular AP, this situation results in increased
interference and consequently a low utilization efficiency of the radio resource, when same or
overlapping channels are selected by neighbouring APs.

The graphical game aims to motivates cooperation of the players, i.e. the APs, to overcome
the resulting interference because of the unmanaged dense deployment of the APs. In fact, it
would be much better for individual APs that are in physical proximity to each other to form
groups, where one member of the group would serve the terminals of all group members in
addition to its own terminals, so that the other access points of the group can be silent or even
turned off, thereby reducing interference and increasing overall Quality of Experience (QoE). In
this chapter, these groups include only members whose signal strength is sufficient to serve all
group members, so that the access point that would be responsible for serving the terminals
of a particular group or neighbourhood could change on a rotating basis, to allow all group
members to equally serve and be served. Since there is no centralized entity that can control
the APs and force them to form cooperative groups, the creation of such groups must be able
to arise from a distributed process where each AP makes its own decisions independently and
rationally for the benefit of itself and its terminals. Graphical game theory [2] is an appropriate
tool to model such decentralized, topology-dependent schemes.
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In the case of cooperation, i.e. when an AP serves the client of one or more neighbouring APs,
in addition to its own clients, it is assumed that there is always enough resource for all clients
served, otherwise the particular AP would not be considered as a neighbour. It is reasonable
to assume that all APs have an active own set of clients that they serve when active whether
they are in cooperation with a neighbour or not. The basic motivation behind the proposed
approach, is the inefficiency of wireless communication caused by interference when multiple
closely located APs, using the same or overlapping channels operate at the same time. If the
clients of all APs are served by only one AP (even if these alternate from time to time), the
interference between them is avoided and they receive service much closer to the theoretical
limit of the radio resource. Hence, the proposed model esentially aims to capture how the
APs may enter cooperation agreements in order to share the serving of each other’s clients,
in order to eliminate the interference factor caused by each other’s transmission from their
clients’ experience.

In this chapter, we model the idea of cooperative neighbourhhoods as a graphical game and
show that there exists motivation towards the cooperation of individual APs, each represented
in the model by a dual nature node, a node encapturing both a server (AP) and a client. The
strategical decision of such a unit to voluntarily participate in a group where members serve
clients of neighbouring nodes in addition to their own, has the property that a unit is more
likely to gain more in terms of QoE, than a unit defecting from such cooperation. We will
henceforth refer to the proposed graphical game model as the cooperative-neighbourhood game.

2. Related work

2.1. Wireless deployments in urban environments

The density of wireless networks in urban residential areas is on the rise with more and more
home networks being deployed in quite close proximity, enabled by the low cost and easy
deployment of off-the-shelf IEEE 802.11 hardware and other personal wireless technologies.
It is not uncommon for a wireless station to be within range of dozens of APs [3], competing
for the limited number of channels offered by the IEEE 802.11 wireless standard. In this sense,
urban areas are becoming similar to campus-like environments; however, in organizations
and campuses experts can carefully control and manage interference of access points by
planning the setup of the network in advance [4]. On the other hand, wireless networks in
urban residential environments have a number of characteristics that make their deployment
more challenging. For instance, the network is unplanned, thus aspects of planning such
as coverage and interference cannot be controlled. Furthermore, deployments are mostly
spontaneous, resulting in uneven density of deployment, the network lacks aspects such
as efficient placement of access points, troubleshooting and adapting to network changes
such as traffic load, as well as security issues. The authors of [3] use the term chaotic
deployments or chaotic networks to refer to such a collection of wireless networks which are
unplanned and unmanaged. However, they do mention advantages of such chaotic networks,
for instance easily enabling new techniques to determine location [5] or providing near
ubiquitous wireless connectivity [6]. The main disadvantage of these chaotic deployments is
that interference can significantly affect end-user performance, while being hard to detect [7].
In this chapter we consider a solution based on “virtualization” among the interfering APs,
where APs serve each others’ clients. The security implications of allowing association of
clients across APs from multiple owners are being addressed, e.g. in [8]. In this chapter we
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focus on the incentive aspect of a particular model of cooperation through the use of graphical
game theoretic tools, and propose a framework to ensure that the APs are indeed motivated to
provide service to each others’ clients. In this chapter we focus on the theoretical framework
and ignore protocol-specific implementation details.

2.2. Strategical decision-making in network environmnents

In this chapter, we consider the interactions between the individual units in dense urban
deployments of wireless networks, represented by dual nature vertices in a graph. Describing
and analysing interactions between independent, selfish entities is a situation that makes a
good candidate to be modeled using the theoretical framework of Game Theory. Game Theory
provides appropriate models and tools to handle multiple, interacting entities attempting to
make a decision, and seeking a solution state that maximizes each entity’s utility, i.e. each
entity’s quantified satisfaction. Game Theory has been extensively used in networking research
as a theoretical decision-making framework, e.g. for cooperative resolution of interactive
networking scenarios [1], for routing [9, 10], congestion control [11, 12], resource sharing
[13, 14], and heterogeneous networks [15, 16].

In [17] the authors address the issue of cooperative neighbourhoods by concentrating on the
Prisoner’s Dilemma/Iterated Prisoner’s Dilemma game model and proposing a group strategy
to motivate adjacent neighbours into cooperation. The Prisoner’s Dilemma and Iterated
Prisoner’s Dilemma [18] have been a rich source of research since the 1950s. In particular,
the publication of Axelrod’s book in 1984 [19] was the main driver that boosted the concept to
the attention of other areas outside of game theory, as a model for promoting cooperation.
The empirical results of the Iterated Prisoner’s Dilemma (IPD) tournaments organized by
Axelrod have influenced the game theory, machine learning and evolutionary computation
communities, showing how features such as adaptivity and group play can result in gains at
indiviual level. In fact, adaptive players, learning from the games in which they are involved,
are more likely to survive than non-adaptive players in evolutionary IPD [20] and group
strategies performed extremely well and defeated well-known strategies in round-robin
competitions in the 2004 and 2005 IPD tournaments [21]. In this chapter, the idea of
cooperative neighbourhoods is revisited by using the idea of a graph to set the neighbourhood
map and defining a game on that graph where cooperation can result in gains for the
individual nodes, shown through the usage of the graphical game model in selected examples.

2.3. Graphical games

Graphical games are one-shot games that model multi-player interaction in situations where
restrictions and influences among the player population may exist. In fact, graphical games
are a more efficient representation of one-shot multi-player games that cannot efficiently be
represented with the normal form representation of a game (where rows and columns in a
table represent the available actions and resulting payoffs of the game players). In addition
to providing a better representation for multi-player games, graphical games are meant to
capture locality and how the game is affected by the player’s positioning.

Graphical games adopt a simple graph-theoretic model, where a game is represented by a
graph G in which players are identified with vertices. A player of vertex i has payoffs that
are entirely specified by the actions of i and those of its neighbour set in G, i.e. the set of
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vertices that have a direct link to i. Thus the graph of a game defines structural constraints
over players’ strategic influences towards other players. To fully describe the graphical game,
in addition to the graph itself, the numerical payoff functions to each player must be specified.

There are quite a few gains in the use of graphical games. As mentioned before, in large
population games, the graph form simplifies the representation of the game through a rich
language in which to state and explore the computational benefits of various restrictions,
e.g. topological restrictions, to the game payoffs. Furthermore, the simplified modelling of
complex interactive situations as games through the use of the graph-theoretic language, is a
tool of studying problems in various disciplines and understanding them through a simple
but powerful theoretical framework. As such, we use graphical games in this chapter for
modelling and analyzing a multi-entity problem characterized by complex interactions, from
the communication networking field. [2]

3. Introducing the scenario

Currently, dense residential deployments of home wireless networks consist of uncoordinated
APs that serve their terminals individually. The APs do not form groups and share the
communication channel, which is an unmanaged common resource, resulting in a low
utilization efficiency due to the competition between the APs and the interference it causes.
This interference can be reduced if the APs can form groups according to their location, such
that any APs belonging to the same group can serve any terminal associated with any of the
other group members.

We consider that it is possible for an AP to recognize its neighbourhood from the signals it
receives, having a knowledge of the required signal strength thresholds that would serve
its terminals in a satisfying manner, i.e. with the required perceived QoE. In such a
neighbourhood only one of the APs needs to assume the role of a leader, while the others
can remain silent, and thereby minimize the interference and improve the overall QoE for all
terminals involved. The role of the leader can be assumed on a rotating basis. Of course,
in order to take part in a cooperative neighbourhood, the APs need to be motivated to act
cooperatively, i.e. have an incentive to be silent or turned off while it is the turn of another AP
to serve, and to serve everyone’s terminals once their own turn comes. We show how such
a distributed logic can be motivated and sustained in the neighbourhood using a graphical
game model where each AP can make an independent decision whether or not to cooperate
in such manner with its neighbours.

The interactions in a cooperative neighbourhood can be modelled as a game between the
participating units, represented as vertices on a graph that captures through its links the
signal received at each node from the neighbouring nodes. Given that each member of
the neighbourhood has two choices at any given time: (a) to cooperate with one or more
neighbours or (b) serve only its own clients, the graphical game model captures the utility
of each node according to the decisions made by the whole neighbourhood, including itself,
and provides a framework for scheduling the activation and deactivation times for the servers
(APs) of cooperating nodes1. Which of the two behaviours to select in each round depends on

1 Note that units may be a part of more than one neighbourhood, i.e. receive a good signal from peers that are in
different neighbourhoods, making the scheduling task more challenging. This is part of future work.
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the strategy of behaviour that a player has decided to follow during the game. The strategy
of each player, i.e. of each unit, is selected such that it results in the highest possible payoff
for the particular player, regardless of the strategies selected by the other neighbouring nodes.
We refer to such interaction as a cooperative-neighbourhood game.

The chapter uses graphical game theory tools to define a network of APs represented using
graph theory, and the relatiosnhip between any two neighbouring APs is represented in terms
of the QoE that an AP’s client, based on the signal strength received from its neighbouring
AP, perceives, if served by the neighbouring AP. In other words, the signal strength that the
client of an AP perceives from its neighbour when all other signals are off (which may not
always be the case), is captured by the proposed model as the weight on the link joining the
two corresponding vertices. Thus, the model represents each AP as a node on a graph and
includes weights on the incoming links of each node, based on the signal(s) received at the
node from the particular neighbour. We assume that weight is a measurable quantity, which
may be obtained with a successive interchange between a node and its neighbours. However,
the practical details of such an interchange are protocol design specific, and are out of the
scope of this chapter. In the rest of the chapter the term weight represents the received signal
strength at a node from a neighbouring node, when all other neighbouring node signals are
off.

4. The graphical game model of a cooperative neighbourhood

4.1. The graph

We consider a set of nodes V = {v1, v2, v3, ...vn} located on a plane. Each node is considered as
an entity comprising of one server and a constant number of clients. Without loss of generality
we assume that each server serves one client, and consequently each node employs dual
functionality, i.e. both the functionality of a server and the functionality of a client. Therefore,
a server node serves its client node, using broadcast transmission. At a time t, we say that
node vi is active or ON, if its server is broadcasting (to its own client). Otherwise, we say that
the node is inactive or OFF.

Consider two nodes, vi, vj, i �= j, which are close enough to detect each other’s signals. In
particular, node vi may receive information from node vj when it is OFF while node vj is
ON, i.e. when node vj broadcasts. If the quality of the signal received by node vi from node
vj is above some lower bound value assumed by the node vi, we may consider that there
exists a directed edge from node vj to node vi, denoted as (vj, vi). Moreover, we can quantify
the quality of the received signal by having a weight w(vj, vi) associated with the directed
edge (vj, vi). Normalizing this value we consider that w(vj, vi) ∈ (0, 1). Finally, this value is
analogous to the quality of the received signal, i.e. better received quality corresponds to value
of w(vj, vi) close to 1. Summing up, this reasoning motivates the following mathematical
definition for the two nodes:

Definition 1. Consider two nodes vi and vj such that the two nodes can detect each other’s
signals and the node vi can receive information from node vj when it is OFF while node vj is
ON, of quality above some lower bound value. Then, we assume that there exist a directed
edge from node vj to node vi, denoted as (vj, vi) of a positive weight w(vj, vi) ∈ (0, 1). The
weight is analogous to the quality of the received signal at node vi.
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Thus, more formally, using the set of nodes V, we define a weighted graph G = (V,
−→
E ,

−→
W ),

where
−→
W : (V × V) → [0, 1] and

−→
E ∋ (vi, vj), i �= j, if and only if node vj can receive the

signal of node vi when vi is ON and vj is OFF. The measurement of the quality of the received
signal by node vi’s client once it is OFF and cooperates with node vj, which is ON, using edge

(vi, vj), is given by weight w(vi, vj). Thus, w(vi, vj) is positive if and only if (vi, vj) ∈
−→
E . We

assume that if w(vi, vj) > 0, then w(vj, vi) > 0 for all nodes vi, vj ∈ V, i �= j.

4.2. The time

We consider a basic unit of time period T, e.g. 1 hour, and we split the time period T into x
smaller time slots T1, T2, . . . Tx such that for each Tk ∈ T there exists at least one node that in a
group of colocated nodes that may alternate between the ON and OFF node, remains ON for
the whole time slot Tk. So,

⋃

Tk
= T and Tk

⋂

Tl = ∅, k �= l, i.e. the sum of the time slots is
the time period T and no two time slots overlap. By |Tk| we denote the time elapsed from the
beginning of time slot Tk until the end of the time slot.

Fix a time slot Tk. Then, for any node vi ∈ V,

Mode(Tk, vi) =

{

0, if node vi is OFF in time slot Tk

1, if node vi is ON in time slot Tk .
(1)

So, for node vi the time period T can be partitioned into two sets ONT(vi) and OFFT(vi),
where ONT(vi) = {Tk | Mode(Tk, vi) = ON} and OFFT(vi) = {Tk|Mode(Tk, vi) = OFF}.

4.3. Cooperative and non-cooperative neighbours

Within a given time period T, node vi may be in agreement or in cooperation with some of its
neighbouring nodes. For any node vj, being in agreement with node vi, i �= j means that node
vj broadcasts only when vi does not broadcast and serves the client of node vi in addition to
its own client, during the time that node vi is OFF. The set of the neighbours of node vi that are
in agreement during time T, is denoted by CoopT(vi), while the complete set of neighbours
of node vi is denoted by NeiT(vi), where CoopT(vi) ⊆ NeiT(vi) and Mode(Tk, vi) = 1 −
Mode(Tk, vj). So, ONT(vi) = OFFT(vj) and ONT(vj) = OFFT(vi) for each vj ∈ CoopT(vi).
On the other hand, the set of neighbours with which vi is not in agreement with is denoted as
NCoopT(vi), where NCoopT(vi) ⊆ NeiT(vi) and it may be that Mode(Tk, vi) = Mode(Tk, vj)
where vj ∈ NCoopT(vi).

4.4. Interference and quality of experience

4.4.1. Received Signal

We are interested in measuring the QoE received by the client of node vi through the signal
strength received at node vi, at any time slot Tk during the time period T. The received
QoE, considering both cooperative and non-cooperative neighbours during time period T,
is approximated, for simplicity, as the summation of the edge weights of all interfering nodes.
We denote this quantity as recSTk

(vi). We also distinguish two kinds of signals received at
node vi:
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• the signal received when node vi is ON denoted as ONrecSTk
(vi), and

• the signal received when node vi is OFF denoted as OFFrecSTk
(vi).

At any time Tk the node is either ON or OFF. Thus,

recSTk
(vi) =

⎧

⎨



OFFrecSTk
(vi), if node vi is OFF

ONrecSTk
(vi), if node vi is ON .

(2)

4.4.2. ON operation

Fix a time slot Tk ∈ T. When node vi is ON and none of its neighbours broadcast at the same

time, the client of node vi receives the broadcast signal in the best quality (no interference)

and hence experiences the best possible QoE. We assume that top QoE is measured by a unit.

Therefore, we set the experienced QoE by the node’s client functionality to be equal to 1 in

this case.

When node vi is ON, none of its neighbours in cooperation, i.e. set CoopT(vi) are ON at

the same time. However, some of its neighbours not in cooperation may be ON, i.e. set

NCoopT(vi). In the second case, interference occurs and the signal received by node vi

is degraded causing a degraded QoE. We consider the degradation to be analogous to the

strength of the signal of neighbour vj received at node vi and is captured by the weight

w(vj, vi) of edge (vj, vi). This degradation is also increased as more than one non-cooperative

neighbours broadcast at the same time as node vi. For simplicity, we consider the degradation

to be analogous to the strengths of their signals received at node vi.

Thus,

ONrecSTk
(vi) = max{0, 1 − ∑vj∈NeiTk

(vi) w(vj, vi) · Mode(Tk, vj)} (3)

4.4.3. OFF operation

On the other hand, when node vi is OFF, the quality of the signal received at node vi, and

hence the QoE experienced, depends on the number of neighbours in cooperation with node

vi, that are ON at time Tk and serving the clients of the nodes in cooperation that are OFF,

including the client of node vi. If there exists one such neighbouring node vj that is ON, the

quality of the signal is captured by the weight w(vj, vi) of edge (vj, vi). However, if there

exist more than one neighbouring nodes not in cooperation with node vi that are ON at the

same time, this results in interference received at node vi, which degrades the experienced

QoE at the client of node vi. This chapter considers the QoE degradation to be analogous to

the strengths of the received signals.

We assume that node vi is tuned to the strongest signal of its neighbours in set CoopT(vi).
Note that the quality of this signal is also degraded by the sum of the received signals from

cooperative and non-cooperative neighbours that are ON at the same time as node vi is.

The set of neighbouring nodes that are ON at the same time as node vi are considered to

be non-cooperative.
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Thus,

OFFrecSTk
(vi) = max{0, (maxvj∈CoopTk

(vi){w(vj, vi) · Mode(Tk, vj)}

− ∑vh∈NeiTk
(vi), vh �=m w(vh, vi) · Mode(Tk, vh))}, (4)

where m ∈ V and w(m, i) = maxj∈Coopσ(i){w(j, i) · Mode(Tk, j)}. So, summing up for the time
period T:

recST(vi) = ∑Mode(Tk ,vi)=ON ONrecSTk
(vi) · |Tk|+ ∑

Mode(Tk ,vi)=OFF

OFFrecSTk
(vi) · |Tk|

4.5. The cooperative neighbourhood game

We consider an one-shot strategic game resulting from the described scenario in which the
players of the game are the nodes (servers). Given the decisions of the nodes whether to
operate in ON or OFF operation during each time slot Tk ∈ T, the utility of player vi is the
received signal of vi’s client during time period T, given by recST(vi).

Thus, more formally we define:

Definition 2. The game G(V, E, W) is defined as follows. The set of players of the game is
the set V. For simplicity, we define V = {1, . . . , n}. A profile σ of the game is associated with
the basic time period T of the scenario described. T is split into time slots T1, T2, . . . Tx, such
that

⋃

Tk
= T and Tk

⋂

Tl = ∅, k �= l, Tk corresponding to the smallest time slot where we may
have alterations between ON and OFF operations of the nodes.

The strategies of the players in a profile σ are defined as follows:

The strategy of player (node) i is given by σi = (Modeσ(T), Coopσ(i)), where Modeσ(T),
a vector of 0s and 1s, such that Modeσ(Tk, i) = 0 or 1, based on whether node i operates
in ON or OFF mode during time slot Tk, for each Tk ∈ T. Coopσ(vi) ⊆ Neiσ(vi) is the
set of neighbouring nodes of node i, with which node i has decided to cooperate with in
σ. Cooperation means that for each such cooperative neighbour j of node i, Modeσ(Tk, i) =
1 − Modeσ(Tk, j) for each Tk ∈ T, and the two nodes are in agreement to serve each other’s
client.

For player (node) i denote,

maxCoopσ(Tk, i) = {m ∈ V|Mode(Tk, m) = 1, w(m, i) = maxj∈Coopσ(i){w(j, i) · Mode(Tk, j)}

Then, the utility of player (node) i, representing the signal received as expressed in equations
(2), (3), (4), is given by:

Uσ(i) = ∑Tk∈ONUT(i) ONUTk
(i) · |Tk|+ ∑Tk∈OFFUT(i) OFFUTk

(i) · |Tk| (5)

where,

ONUTk
(i) = max{0, 1 − ∑j∈Nei(i) w(j, i) · Mode(Tk, j)} (6)

and

OFFUTk
(i) = max{0, w(maxCoopσ(Tk, i), i)

−∑h∈Nei(i),h �=maxCoopσ(Tk ,i) w(h, i) · Mode(Tk, h)} (7)

258 Game Theory Relaunched



A Graphical Game for Cooperative Neighbourhoods of Selfishly Oriented Entities 9

5. A usage example

In this section, we consider a simple scenario to demonstrate the interaction between two
interacting neighbours. We juxtapose the situation where the two neighbours do not cooperate
versus the case where the two neighbours cooperate, and we look for the time split between
ON and OFF time slots for which cooperation is beneficial. We consider two case studies for
the two nodes, where in the first case the time split between ON and OFF times is such that
the ON time for one of the nodes is much larger than its OFF time. In the second case, we
select equal ON and OFF times. The motivation behind the usage example is to determine the
role of a particular time split towards the decision of the nodes to cooperate. We discover that
in both cases there exists a motivation to cooperate, which leads to the generalization of these
findings for the cooperation of two nodes in the subsequent section.

5.0.1. Case 1

The example first considers the case of the two nodes not in cooperation. Each node is
ON, with its own client receiving the maximum signal from its own server, i.e. 1, while
simultaneously the adjacent node is ON causing a continuous interference.

Consider the case where w(2, 1) = 0.7, and w(1, 2) = 0.6. Hence according to the utility
defined in equation (5), ONUT(1) = 1 − w(2, 1) = 1 − 0.7 = 0.3 and OFFUT(1) = 0. Also,
ONUT(2) = 1 − w(1, 2) = 1 − 0.6 = 0.4 and OFFUT(2) = 0.

In the case that the two nodes are in cooperation, then they alternate between states of ON
and OFF times, while each node serves the client of its neighbour during its ON time, while
its client is being served by the neighbour’s server, during its OFF time. The utilities for
nodes 1 and 2 are given in equation (5). Given that we want to consider a time split of
non-equal times, we arbitrarily select the first time split of the total time period T, to be such
that T = T1 + T2, where T1 = 0.2, T2 = 0.8. Note that in this setting MaxCoopσ(T1, 2) = 1 and
MaxCoopσ(T2, 1) = 2. Therefore,

Uσ(1) = ONUT1
(1) + OFFUT2

(1)

= 1 × 0.8 + 0.7 × 0.2 = 0.94 (8)

Uσ(2) = ONUT1
(2) + OFFUT2

(2)

= 1 × 0.2 + 0.6 × 0.8 = 0.68 (9)

Therefore, we observe that even for the given weights, the cooperation option results in
improved utility for both nodes 1, 2, compared to the non-cooperative values, therefore, the
use of cooperation results in important gains.

5.0.2. Case 2

In this section, we consider a similar case scenario with two interacting nodes 1 and 2 but we
modify the proposed time split of the total time period T, to be such that T = T1 + T2 and
T1 = T2, where T1 = 0.5, T2 = 0.5.

In the case of non-cooperation, as previously, each node is ON, with its own client receiving
the maximum signal from its own server, i.e. 1, while simultaneously the adjacent node is ON
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causing a continuous interference. Since w(2, 1) = 0.7, and w(1, 2) = 0.6, then similarly to
case 1, according to equation (5), ONUT(1) = 1 − w(2, 1) = 1 − 0.7 = 0.3 and OFFUT(1) = 0.
Also, ONUT(2) = 1 − w(1, 2) = 1 − 0.6 = 0.4 and OFFUT(2) = 0.

In the case of cooperation, note that as in case 1, MaxCoopσ(T1, 2) = 1 and MaxCoopσ(T2, 1) =
2. Hence,

Uσ(1) = ONUT0.9
(n1) + OFFUT0.1

(n2)

= 1 × 0.5 + 0.7 × 0.5 = 0.85 (10)

Uσ(2) = ONUT1
(2) + OFFUT2

(2)

= 1 × 0.5 + 0.6 × 0.5 = 0.8 (11)

We observe again that cooperation results in improved utility for both nodes 1, 2, compared
to the non-cooperative utility values. Therefore, we have seen that for the both cases, the
cooperation is the most profitable option. Next, we discuss and prove that for weights above
the value of 0.5, cooperation is the most profitable option regardless of the particular time split
between the ON and OFF times for the situation of two neighbouring nodes.

6. Nash Equilibrium for two neighbouring nodes

For ease of exposition, we consider the simplest case where the cooperative-neighbourhood game
is played between two adjacent nodes 1 and 2, where the signal broadcast by each node’s
server is received by the other node’s client in addition to the broadcasting node’s own client.
Let the weights on their incident edges denoted by w(1, 2) and w(2, 1). Remember that the
utility of each node is defined in equations (5), (6) and (7).

Note that if a node decides to cooperate with at least one neighbour, then it is OFF for some
of the time. On the other hand, if it does not cooperate with any neighbour at any time, then
it is ON for the whole time T. In the following we compare values of utility in cooperation
and non-cooperation of the two nodes and show necessary conditions in order to get a Nash
Equilibrium for the two nodes.

6.1. Two interacting neighbouring nodes

Next, we compare the utilities of node 1 and node 2 in both the case where they cooperate and
the case they do not cooperate, and we show necessary conditions for a cooperative profile in
order to be a Nash Equilibrium.

6.1.1. Case 1: No cooperation of both nodes

In case 1, we consider that both nodes are ON for the whole duration of time period T, i.e.
they do not cooperate with each other. Let σ be the resulting profile. Then, by equation (5),

Uσ(1) = ONUT(1)

= (1 − w(2, 1) · Mode(T, 2)) · T

= (1 − w(2, 1)) · T (12)
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Also,

Uσ(2) = ONUT(2)

= (1 − w(1, 2) · Mode(T, 1)) · T

= (1 − w(1, 2)) · T (13)

6.1.2. Case 2: Cooperation of the two nodes

We consider here the case where the two nodes agreed to cooperate in T. Assume without
loss of generality that the two nodes agreed to split T into two parts, T1 and T2, such that
T1

⋂

T2 = ∅ and T = T1
⋃

T2 and Mode(T1, 1) = 1 = 1 − Mode(T1, 2) and Mode(T2, 2) = 1 =
1 − Mode(T2, 1). Let σ be the resulting profile. Then, by equation (5),

Uσ(1) = ONUT1
(1) · T1 + OFFUT2

(2) · T2

= T1 + w(2, 1) · Mode(T2, 2) · T2

= T1 + w(2, 1) · T2 (14)

Similarly, we show that,
Uσ(2) = T2 + w(1, 2) · T1 (15)

6.2. Equilibrium for the two nodes

We prove,

Theorem 6.1. Assume two interacting nodes 1, 2 with w(1, 2) and w(2, 1) the weights of the link
between them. Then cooperation when the two nodes split T into two sets T1, T2 such that T1

⋂

T2 = ∅

and T = T1
⋃

T2 is a Nash Equilibrium for the nodes if both w(1, 2) and w(2, 1) ≥ 0.5.

Proof. We first show that if a profile σ satisfies the requirements of the theorem then it is a
Nash Equilibrium. Assuming cooperation, the utilities of the nodes are given by equations
(14) and (15) above. We now show that any unilateral alternations of any of the two nodes do
not increase their utilities. Each of the two nodes has two possible alternations:

1. To increase its ON period.

2. To decrease its ON period.

We first consider the second option, i.e. for the node to decrease its ON period. Let t be the
increased time in which node 1 is OFF. Let σ

′ be the resulting profile.

Let T′
1, T′

2 be the new split of T. Consider first node 1. Then, |T1|
′ = |T1| − |t|, |t| > 0 and

|T2|
′ = |T2|+ |t|. Note that during time period t, node 1 will receive:

U
σ
′ (1) = ONUT′

1
(1) · T′

1 + OFFUT′
2
(2) · T′

2

= (|T1| − |t|) + w(2, 1) · Mode(T2, 2) · T2 + w(2, 1) · Mode(t, 2) · t

= (|T2| − |t|) + w(2, 1)× 1 · T2 + w(2, 1) · 0

= |T1| − |t|+ w(2, 1) · T2

= Uσ(1)− |t| < Uσ(1), by equation (14) since |t|>0. (16)
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Thus node 1 has no gain if it changes according to the second option. Similarly, we can show
that U

σ
′ (2) < Uσ(2). Therefore, the second option of a node decreasing its ON period does

not result in some gain for any of the two nodes 1 or 2.

Next, we consider the first option of a node to increase its ON period. Let T′
1, T′

2 be the new
split of T, T′

1

⋃

T′
2 = T, T′

1

⋂

T′
2 = ∅. Assume that there exists some t > 0, such that without

loss of generality, node 1 increases its ON time period to |T1|
′ = |T1|+ |t| and |T2|

′ = |T2|+ |t|.
Note that nothing changes for node 2, i.e. Mode(T1, 2) = OFF and Mode(T2, 2) = ON. Also,
Mode(t, 2) = ON.

Then the utility of node 1 in σ
′ by equation (5) is,

U
σ
′ (1) = ONUT′

1
(1) · T′

1 + OFFUT′
2
(2) · T′

2

= 1 · T1 + (1 − w(2, 1)) · t + w(2, 1) · (|T2| − |t|)

= (|T1|+ w(2, 1) · T2) + |t| − 2|t| · w(2, 1)

= Uσ(1) + |t| − 2|t| · w(2, 1), by equation (15) since |t|>0. (17)

In order for σ
′ to be a better response for mode 1, it must be that:

U
σ
′ (1) > Uσ(1)

U
σ
′ (1)− Uσ(1) > 0, by equation (17)

Uσ(1) + |t| − 2|t| · w(2, 1)− Uσ(1) > 0

2|t| · w(2, 1) < |t|

Therefore,

w(2, 1) <
1

2

A contradiction, since w(2, 1) > 1
2 by assumption.

Similarly, we can show that for node 2 to benefit from increasing its ON time, it should be that
w(1, 2) < 1

2 , a contradiction by assumption.

Thus, if any of the nodes 1, 2 unilaterally alters its strategy to the first option of increasing its
ON time, then profile σ

′ does not result to a better response than the strategy in σ. Therefore,
σ is a Nash Equilibrium.

The theorem is now complete.

7. An example game profile

Let Figure 1 illustrate the graph of connected nodes representing a neighbourhood of access
points, where access points that are neighbours, i.e. that can serve each other’s clients, are
joined in the given graph through bidirectional links, the weights for each link given.

Let a time split T = T1
⋃

T2
⋃

T3
⋃

T4, where Ti
⋂

Tj = ∅ and T1 = T2 = T3 = T4. Assuming

|T| = 1, |T1| = |T2| = |T3| = |T4| =
1
4 , let the following mode operations as illustrated in

Table 1.
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Figure 1. An example graph of the cooperative neighbourhood game

Node ID Mode Operation

Node 1 Mode(T1,1) = Mode(T2,1) = Mode(T3,1) = 0

Mode(T4,1) = 1

Node 2 Mode(T1,2) = 1

Mode(T2,2) = Mode(T3,2) = Mode(T4,2) = 0

Node 3 Mode(T1,3) = Mode(T2,3) = 0

Mode(T3,3) = Mode(T4,3) = 1

Node 4 Mode(T1,4) = Mode(T2,4) = 0

Mode(T3,4) = Mode(T4,4) = 1

Table 1. Mode operations on Nodes 1–4

Next, Table 2 presents the cooperative and non-cooperative sets of neighbours for each node,
based on the example and considering that nodes which have a link between them are
potential cooperative neighbours.

Node ID Cooperative Set Non-Cooperative Set

Node 1 Coopσ(1) = {2} NCoopσ(1) = {∅}

Node 2 Coopσ(2) = {1, 3, 4} NCoopσ(2) = {∅}

Node 3 Coopσ(3) = {2} NCoopσ(3) = {4}

Node 4 Coopσ(4) = {2} NCoopσ(4) = {3}

Table 2. Cooperative and Non-Cooperative Sets for Nodes 1–4
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We now compute the utilities of nodes 1, 2, 3 and 4, starting from node 1. Note that for node
1,

maxCoopσ(T1, 1) = {2}

maxCoopσ(T2, 1) = maxCoopσ(T3, 1) = {∅}

Thus,

Uσ(1) = ONUT4
(1) · |T4|+ OFFUT1

(1) · |T1|+ OFFUT2
(1) · |T2|+ OFFUT3

(1) · |T3|

= max{0, (1 − ∑i∈∅ w(i, 1)) · Mode(T4, j)} · |T4|

+ max{0, w(2, 1)− ∑h∈{2},h �=2 w(h, 1) · Mode(T1, h)} · |T1|

+ max{0, 0 − ∑h∈{2},h �={∅} w(h, 1) · Mode(T2, h)} · |T2|

+ max{0, 0 − ∑h∈{2},h �={∅} w(h, 1) · Mode(T3, h)} · |T3|

= 1 · |T4|+ w(2, 1) · |T1|

= 0.25 + 0.80 · 0.25 = 0.45

We proceed to compute the utility of node 2. Note first that,

maxCoopσ(T2, 2) = ∅

maxCoopσ(T3, 2) = {3}

maxCoopσ(T4, 2) = {3}

Thus,

Uσ(2) = ONUT1
(2) · |T1|+ OFFUT2

(2) · |T2|+ OFFUT3
(2) · |T3|+ OFFUT4

(2) · |T4|

= max{0, 1 − ∑j∈{1,3,4} w(j, 2) · Mode(T1, j)} · |T1|

+ max{0, 0 − ∑h∈1,3,4,h �={∅} w(h, 1) · Mode(T2, h)} · |T2|

+ max{0, w(3, 2)− ∑h∈1,3,4,h �={3} w(h, 2) · Mode(T3, h)} · |T3|

+ max{0, w(3, 2)− ∑h∈1,3,4,h �={3} w(h, 2) · Mode(T4, h)} · |T4|

= |T1|+ max{0, w(3, 2)− (w(4, 2) · 1 + w(1, 2) · 0)} · |T3|

+ max{0, w(3, 2)− (w(4, 2) · 1 + w(1, 2) · 1)} · |T4|

= 0.25 + max{0, (0.8 − 0.5)} · 0.25 + 0

= 0.25 + 0.30 · 0.25 = 13
40
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Next, we proceed to node 3. Note that,

maxCoopσ(T1, 3) = {2}

maxCoopσ(T2, 3) = ∅

Thus,

Uσ(3) = ONUT3
(3) · |T3|+ ONUT4

(3) · |T4|+ OFFUT1
(3) · |T1|+ OFFUT2

(3) · |T2|

= max{0, 1 − ∑j∈{2,4} w(j, 3) · Mode(T3, j)} · |T3|

+ max{0, 1 − ∑j∈{2,4} w(j, 3) · Mode(T4, j)} · |T4|

+ max{0, w(2, 3)− ∑h∈2,4,h �=2 w(h, 3) · Mode(T1, h)} · |T1|

+ max{0, 0 − ∑h∈2,4,h �={∅} w(h, 3) · Mode(T2, h)} · |T2|

= max{0, (1 − w(4, 3) · 1)} · |T3|+ max{0, (1 − w(4, 3) · 1)} · |T4|

+ max{0, (w(2, 3)− w(4, 3) · 0)} · |T1|

+ max{0, (0 − ∑h∈{2,4},h �={∅} ·0)} · |T2|

= w(1 − w(4, 3)) · |T3|+ (1 − w(4, 3)) · |T4|+ w(2, 3) · |T1|+ 0

= (1 − 0.6)(0.25) + (1 − 0.6)(0.25) + (0.2)(0.25) = 1 · 1
4

Finally, we compute the utility of node 4. Note that,

maxCoopσ(T1, 4) = {2}

maxCoopσ(T2, 4) = ∅

Thus,

Uσ(4) = ONUT3
(4) · |T3|+ ONUT4

(4) · |T4|+ OFFUT1
(4) · |T1|+ OFFUT2

(4) · |T2|

= max{0, 1 − ∑j∈{2,3} w(j, 4) · Mode(T3, j)} · |T3|

+ max{0, 1 − ∑j∈{2,3} w(j, 4) · Mode(T4, j)} · |T4|

+ max{0, w(2, 3)− ∑h∈{2,3},h �=2 w(h, 4) · Mode(T1, h)} · |T1|

+ max{0, 0 − ∑h∈{2,3},h �={∅} w(h, 4) · 0)} · |T2|

= w(1 − w(3, 4)) · |T3|+ (1 − w(3, 4)) · |T4|+ w(2, 4) · |T1|+ 0

= (1 − 0.4)(0.25) + (1 − 0.4)(0.25) + (0.1)(0.25) = 1.3 · 1
4
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Now, let’s investigate whether profile σ is a Nash Equilibrium. In order for σ to be a Nash
Equilibrium for player i, i’s action in σ must be a best response action (to the current actions
of the best of the players).

Consider player 2. Assume that it increases its ON operation and that it remains ON during
time slot T4. Then let σ

′ be the modified profile. Note that the rest of the players act as in σ.

U
σ
′ (2) = ONUT1

(2) · |T1|+ OFFUT2
(2) · |T2|

+ OFFUT3
(2) · |T3|+ ONUT4

(2) · |T4|

= max{0, 1 − ∑j∈{1,3,4} w(j, 2) · Mode(T1, j)} · |T1|

+ max{0, 0 − ∑h∈1,3,4,h/∈∅ w(h, 1) · Mode(T2, h)} · |T2|

+ max{0, w(3, 2)− ∑h∈1,3,4,h �=3 w(h, 2) · Mode(T3, h)} · |T3|

+ max{0, 1 − ∑j∈1,3,4 w(j, 2) · Mode(T2, j)} · |T4|

= |T1|+ max{0, w(3, 2)− (w(4, 2) · 1 + w(1, 2) · 0)} · |T3|

+ max{0, 1 − w(1, 2) · 1 − w(3, 2) · 1 − w(4, 2) · 1} · |T4|

= 0.25 + (0.8 − 0.5) · 0.25 + 0

= 0.25 + 0.30 · 0.25 = 13
40 = Uσ(2)

It follows that player 2 in σ
′ gains the same as σ. However, this does not imply that σ is a

Nash equilibrium, since there must be another alternation of the player (or some other player)
which results in a higher utility.

Similarly, the reader may attempt to evaluate alternate profiles of the game, by switching
the operations mode of one node and re-evaluating the utilities of the players in a similar
fashion as demonstrated above. We do not attempt to show the reader how to find the Nash
Equilibrium for the particular topology at this time. However, such generalization remains
within our future work goals.

8. Conclusion

The chapter has presented the use of graphical game theory towards the investigation and
resolution of the following communication networking problem: Interference may arise using
interactions between wireless access points that operate in the same geographical region
without any coordination. Using a graphical game theoretic model, it has been shown
that the players are motivated to create alliances with their neighbours so as to serve their
terminals jointly and in a coordinated manner, leading to the decrease or even elimination
of interference for all cooperating neighbours, an important achievement given the potential
gains in Quality of Experience that the proposed framework can provide. The theoretical
analysis shows the value of the cooperation for the interacting neighbours to form such a
cooperative neighbourhood.

The cooperative neighbourhood model is represented as a game on a graph where the
outgoing links of each node represent the signal strength (or interference depending on
whether the node receiving the signal is ON or OFF) received from a neighbour, and
consequently quantifies the satisfaction that may result from cooperation. The theoretical
analysis and the equilibrium between two players interacting in a cooperative neighbourhood,
is just the first step towards the resolution of the game in a more generalized way. This first
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step towards the more generalized cooperative neighbourhood solution, has shown us that
graphical games are a promising approach of modelling such interference situations.

In addition to the generalization of the theoretical work, the authors recognize that there
exist more practical protocol design issues such as synchronization and dynamic node update
issues, and are to be looked at as a part of future work issues. Furthermore, the practical
application of the weight setting in a real world scenario also remains in the scope of future
work. On the theoretical side, we plan to specifically seek equilibriums in more complex
graphical representations of cooperative neighbourhoods represented as multi-player games.
The considered example profile of a cooperative neighbourhood game, which simplifies the
proposed cooperation in a four-node topology, illustrates the management of the ON and
OFF times of each server (AP) and how a profile can be modified. However, future work
plans to further investigate the generation of equilibrium profiles in larger and more complex
topologies, e.g. with partial neighbourhood relationships among the APs (i.e. where ranges
of the individual APs overlap only partially), giving more general cooperative solutions.
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