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Introduction
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algebras. Although no proofs of theorems and the like are given, except
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1
Symmetries and Conservation Laws

You may already be familiar with the ideas of conserved quantities, such as
charge in electromagnetism, but it will not hurt to go through this once more,
and there may be students for whom it is quite new. Since we are dealing with
elementary particles, we may as well think of conserved numbers carried on
particles, and indeed we will start with the charge e on the proton. If we
consider the charge of the electron (−e), which carries electric currents, what
do we mean by “it is conserved” and what consequences might this have? We
might as well, for simplicity, start with the problem in classical physics and
turn to quantum mechanics later. Well, the first thing is that it cannot simply
vanish or appear. Of course it can vanish by having equal but opposite charges
annihilate it (producing, for example, the photons of light), or it can appear
in the reverse of this. All other conserved quantities such as energy, and
linear and angular momentum must be conserved—in our picture carried on
the photons. Already we see that this must happen at the same time and at
the same spatial point, but this is natural when the charges are carried on the
particles.

You may well be familiar with the idea of conservation of charge being
associated with the four divergence of the current carrying that charge. Calling
jµ the current carried by an electron (of charge (−)e) we can write

∂µ jµ = 0 . (1.1)

Then we have

∂ρ∂t + ∇. j = 0 (1.2)

where ρ is the time component of jµ and j is the spatial part of this current.
If we integrate over a fixed volume we find

∂ρ
+ flow of current normally into the volume

∂t

− flow of current normally out of the volume = 0. (1.3)

This means that the rate of increase of charge in the volume is equal to the rate
of flow of charge into the volume minus the rate of flow out of the volume. A
very natural feature of the model we use is where the charges are carried on the

1DOI: 10.1201/9781439895207-1
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particles. Of course, this concept needs slight changing in the world of special
relativity where there is apparent contraction of lengths and dilation of times
in different reference frames. Similarly in quantum mechanics further modi-
fications are needed, which are yet further changed in quantum field theory.
But we are getting too far ahead of ourselves. Let us ask what symmetries have
to do with these conservation laws as our title of this chapter suggests. There
is a theorem by E. Noether [1] to the effect that this is precisely what happens.
It is not appropriate to prove this theorem at this stage, but it is very pow-
erful and extends to all types of description of the physics discussed earlier.
(Students note that Noether was a woman doing important work of this type
at a time when there were nowhere near as many women working in science.)

The point that is necessary to understand at this stage is that all conserved
quantities in physics are linked to symmetries in this way. We shall meet
examples of this later. The mathematics underlying this structure is that of
group theory, both discrete groups and continuous groups as described by Lie.
But for the moment we move on to simple examples in the next two chapters.

Lagrangian and Hamiltonian Mechanics

Although it has been made clear that the reader is expected to be competent
in quantum field theory, an exception is made at this point to be sure that the
readers really can cope.

It is one of those curious quirks of history that long before quantum theory
was developed this version of classical mechanics established a framework
that was capable of treating both fields and particles in both classical and
quantum aspects. You are strongly urged to read Chapter 19 of Volume II of The
Feynman Lectures on Physics [2] as an introduction to the deep and fascinating
approach to physics in terms of the “principle of least action,” if you have not
met it previously. We shall approach the topic in a more pedestrian manner
than Feynman, partly because I am not so brave a teacher and partly because
I want to get you calculating for yourself as soon as possible. It is my firm
belief that the best way to get on top of a subject like this is to lose your fear
of it by getting your hands dirty and actually doing the real calculations in
detail yourself.

Suppose we have a one-dimensional system—yes, it is going to be the
harmonic oscillator. We shall call the displacement from equilibrium q (t)
rather than x(t) because later on we shall want “displacements of the fields”
at various points x and we do not wish to confuse the “displacements” with
the spatial positions. Then Newton’s second law is replaced by the Euler–
Lagrange [3] equation

d ∂L ∂L
(1.4)

dt ∂q
=

˙ ∂q
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where q̇ is the time derivative of q . The Lagrangian, L , is the difference
between the kinetic energy (T) and the potential energy (V), that is,

L(q , q̇ ) = T − V (1.5)

and is to be regarded as a function of the independent variables q and q̇ for
the purposes of partial differentiation. For the harmonic oscillator with mass
m and spring constant k we have

k
V = q 2 m 2ω

2
= q 2 (1.6)

2

where 2ω = k
m

. So that

m 2 m 2ω
L = q

2
˙ − q 2 (1.7)

2

and the Euler–Lagrange equation yields

d
(mq

dt
˙ ) = −m 2ω q (1.8)

and we retrieve

q̈ = − 2ω q (1.9)

as expected.
Now that we have a little experience with this formalism, we can take a look

at the principle of least action. You will have noticed perhaps that the concept
of force (which was primary in Newton’s approach) has become secondary to
the idea of potential. The least action principle makes the equation of motion
itself something that is derived from the minimization of the action

S =
∫ t f

L(q , q̇ )dt (1.10)
ti

where ti and t f are initial and final times. The principle postulates that the
actual path (often alternatively called trajectory) followed by the particle is
that which minimizes S. Imagine that, given L as an explicit function of q
and q̇ , you evaluate S for a few paths. These are just fictitious paths and none
of them is likely to be the Newtonian one. I have drawn the three from the
problem on the q–t diagram in Figure 1.1.

These must start and finish at the same places and times. According to the
principle, only if one of these coincides with the Newtonian path will the
value of S be the minimum possible. You need a calculus approach to get a
general answer. Notice, however, S is a function of the function q (t). We say
it is a “functional” of q (t). We need to find the particular function, q0(t), that
minimizes S.

Suppose there is a small variation δq (t) in a path q (t) from q (ti ) to q (t f ).
When q (t) = q0(t), the variation δS caused by this change δq must vanish.
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q

1

(i)
(ii)

(iii)

π/2ω
t

FIGURE 1.1

q–t diagram.

Now we can work out the change of action for any path as

δS =
∫ t f

(

∂L ∂L
δq dt

ti ∂q
+

∂q̇

)

=
∫ t f

ti

(

∂L d ∂L d ∂L
δq

∂q
+ δ

dt

[

∂q̇

]

−
dt

[

∂q̇

]

q

)

dt

∫ t f
(

∂L d ∂
f

= δq
ti ∂q

[

∂L L t

− dt δq
dt ∂q

+
˙

]) [

∂q̇

]

ti

where we used δq̇ = d δ
dt

q in the second step. But we are considering paths
with fixed end points, so that δq (ti ) = 0 = δq (t f ) for any variation, and the
final term vanishes. Hence, since δS must vanish for arbitrary δq , we need

d ∂L ∂L
,

dt ∂q
=

˙ ∂q

which retrieves the Euler–Lagrange equation of motion. The solution of this
is the q0(t), which gives the path actually followed by the particle.

As we shall see later, this formalism is well suited to treat systems of the
many (indeed infinitely many) linked dynamical variables found in field
theories. But the transition from classical to quantum mechanics is made more
transparent by considering the Hamiltonian formulation. The idea, in the first
place, is to find a change in variables (from q and q̇ ) which will replace the
second order Euler–Lagrange equation by two linked first order equations.
This piece of magic is performed by introducing

∂L
p = (1.11)

∂q̇

as a “generalized momentum conjugate to the generalized coordinate q.”
(When q is a Cartesian coordinate, p will frequently be the usual linear
momentum, as we shall see.) Then the Hamiltonian is introduced by the
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Legendre transformation

H(q , p) = pq̇ − L(q , q̇ ) (1.12)

and the Euler–Lagrange equation is replaced by the pair of equations

∂H
q̇ = (1.13)

∂p

∂H
ṗ = − , (1.14)

∂q

which are known as Hamilton’s canonical equations. To get a feel for this for-
mulation we return to our old friend the harmonic oscillator. From Equation
(1.7) we see that

∂L
p =

∂q
= mq,˙ (1.15)

˙

which is reassuring, and we can then see that from Equation (1.12)

p2 m
H = −

{

p2 2ω
− q 2

m 2m 2

}

p2 m 2ω
=

2m
+ q 2

2

is the form of the Hamiltonian in the new variables. Notice that the Hamilto-
nian is the total energy, T + V. This is a very general feature, and provided
that time does not appear explicitly then

d H ∂H ∂H ∂H ∂H ∂H
= q

q
˙ + p

dt ∂ ∂p
˙ =

∂q ∂p
+

∂p

[

∂H
−

∂q

]

= 0, (1.16)

which reflects energy conservation. In the present case the equations of mo-
tion, Equations (1.13) and (1.14), yield

p
q̇ = (1.17)

m

ṗ = −m 2ω q (1.18)

when Equation (1.16) is used directly. The first of these reconfirms the defini-
tion of the momentum, and on substitution into the second retrieves Equation
(1.9) as the second order equation of motion. It turns out, however, to be in-
structive to solve the first order Equations (1.17) and (1.18) directly. Consider
the linear combination

1
A = √ x

√ 1
mω

2
+ i p √ , (1.19)

mω

( )
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which is so designed that

Ȧ = −iωA (1.20)

A = ae−iωt (1.21)

as the obvious solution, where a is constant. Taking the complex conjugate of
Equation (1.19), we immediately find

1 1
x = √ ( A A∗) (ae−iωt a∗e iωt), (1.22)

2mω
+ = √

2mω
+

which is equivalent to the previous solution.

Quantum Mechanics

The passage to quantum mechanics in this formalism is facilitated by intro-
ducing the Poisson bracket notation. The Poisson bracket of any two functions
f and g, of q and p, is simply

∂ f ∂g ∂ f ∂g
{ f, g} ≡

∂q ∂p
− (1.23)

∂p ∂q

and we see that

{q , H} = q̇ (1.24)

{p, H} = ṗ (1.25)

are alternative ways of writing Equations (1.13) and (1.14), the equations of
motion. Moreover, if F is any function of q and p, then

d F ∂F ∂F

dt
= q

∂q
˙ + p

∂p
˙

∂F ∂F
= {q , H} + {p, H} = {F, H

∂q ∂p
} (1.26)

while

{q , q } = 0

{p, p} = 0

{q , p} = 1 (1.27)

follow directly from the definition (Equation (1.24)) of the Poisson bracket.
The transition to quantum mechanics is now effected by the correspondence
α, β i[α̂, β̂] i(α̂β̂ β̂α̂) between the classical dynamical variables{ } → − = − −
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and their hatted quantum mechanical operator correspondences. (We use
“natural” units with h̄ = 1.) In particular, Equation (1.27) yields

[q̂ (t), p̂(t)] = i (1.28)

expressing the Heisenberg uncertainty principle [5], and Equation (1.26) gives

d F̂ (t)

dt
= −i[F̂ (t), H] (1.29)

as the Heisenberg equation of motion. The time dependence has been exhib-
ited to draw the reader’s attention to the fact that this is quantum mechanics
expressed in the Heisenberg picture [6], where states are time independent
but the dynamical variables contain the time dependence.

The alternative Schrodinger¨ picture, in which the variables are time inde-
pendent, has the time dependence of state vectors given by the Schrodinger¨
equation

∂
Ĥ|ψ(t) > = i

∂t
|ψ(t) > (1.30)

with the formal solution

|ψ(t) > = e−i Ĥ |ψ > (1.31)

where we have identified the Schrodinger¨ state at time zero with |ψ(0) >,
with |ψ > the time independent Heisenberg state. Of course, Equation (1.31)
is just a unitary transformation between the two pictures, with

F̂ (t) + e i Ĥ(t) = e i Ĥ(t)F eˆ −i Ĥ(t) (1.32)

as the corresponding transformation between operators. The important
feature of this is that

[q̂ , p̂] = i (1.33)

follows immediately from Equation (1.28) as an expression of the uncertainty
principle in the Schrodinger¨ picture. In quantum field theory we shall find
the Heisenberg picture very convenient.

In the quantum case we have the operator version of Equation (1.15)

p̂2 m 2

Ĥ
ω

= + q̂ 2 (1.34)
2m 2

p̂2(t) m 2ω
=

2m
+ q̂ 2(t) (1.35)

2
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with Equation (1.32) giving trivially the equality of these alternate forms.
From the Heisenberg equation of motion (Equation (1.29)) we can easily see
that

p̂(t)
q̂̇ (t) = (1.36)

m

p̂̇(t) = −m 2ω q̂̇ (t) (1.37)

so that we get

q̂̈ (t) = −m 2ω q̂ (t) (1.38)

by combining these. Now, please notice that this is not just the classical equa-
tion of motion (Equation (1.9)) again. What Equation (1.38) tells us is the
behavior of the operator with time, not where the particle can be found. If
we take the expectation value of Equation (1.38) between (time independent)
Heisenberg states, then we learn that the mean position of the particle does
follow the classical path. This is very reassuring, but there will be quantum
fluctuations about the classical path, of course.

The Oscillator Spectrum: Creation and Annihilation Operators

This subtopic is of such central importance later that it deserves a section
all to itself. You have no doubt all been exposed to this material before, but
I want to stress the operator treatment that we shall see again in our field
theory. (If you already know this method, it will at least serve as a review and
to establish notation.)

We seek a set of states |En >, n = 0, 1, . . . , to serve as a complete basis in
which to expand any general state, and thus must solve the time independent
Schrodinger¨ equation

Ĥ|En > En|En > (1.39)

for the eigenvalues and eigenvectors. The Hamiltonian is given in Equation
(1.34) as

p̂2 m 2

Ĥ
ω

=
2m

+ q̂ 2

2

but our classical treatment suggests Equation (1.19)

1
â = √

(

q̂
√ 1

mω + i p̂ √
)

(1.40)
2 mω

1
â↑ = √

2

(

q̂
√ 1

mω − i p̂ √
mω

)

(1.41)
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as preferable dynamical variables. It is straightforward to see that

mω 1 i
â↑â = q̂ 2

2
+ p̂2 [q̂ , p̂]

2mω
+

2

1 p̂2 m 2ω
= q̂ 2 1

ω

(

2m
+

2

)

−
2

where Equation (1.33) is used in the last term. Hence we have

Ĥ
ω

= ωâ↑â + (1.42)
2

Ĥ
ω

= ωâ â↑ − (1.43)
2

so that

Ĥ
ω

= (â↑â )
2

+ â â↑ (1.44)

[â , â↑] = 1 (1.45)

follow by adding and subtracting. Notice that (from Equation (1.42)),

[H,ˆ â↑] = ωâ↑[â , â↑]

[H,ˆ â↑] = ωâ↑ (1.46)

[H,ˆ â ] = −ωâ . (1.47)

(In Equations (1.45)–(1.47) we now have the algebraic information in a suitable
form to find the spectrum. I urge you to do Problem 1.14 before continuing.)
We are now in a position to see exactly why â and â↑ are so important. They
have the magical property in that they take you from one energy eigenstate
into another, rather than into some arbitrary linear combination of states. To
see this, consider the effect of the Hamiltonian on an eigenstate that has been
changed by the action of â↑

Ĥâ↑|En > = ([H,ˆ â↑] + â↑ Ĥ)|En >

= (ωâ↑ + â↑En)|En >

= (En + ω)â↑|En > (1.48)

so we see that â↑|En > is indeed an eigenstate of Ĥ and (En + ω) is the
eigenvalue. In a similar way we can establish that â |En > is an eigenstate
with (En − ω) as the eigenvalue this time. Of course, you cannot lower the
energy until it becomes negative, so there must be a ground state of lowest
energy E0 with

â |E0 > = 0 (1.49)



10 Group Theory for the Standard Model of Particle Physics and Beyond

as its definition to maintain consistency. (Beware! In relativistic physics such
reasoning will not be true.) But here you can prove it. From Equation (1.42)
we see that

1
Ĥ|E0 > = 0 + ω

2
|E0 >

establishing E0 = 1ω
2

as the ground state (or zero point) energy. Then, by
raising, we see that the energy spectrum is

1
En =

(

n +
2

)

ω n = 0, 1, . . . (1.50)

and the corresponding eigenstates are given by

(â↑)n

|En > = √ E
!
| 0 > (1.51)

n

where the exact factor follows from the requirement

< En|En > = 1 (1.52)

of normalization. It is now natural to speak of a vacuum rather than a ground
state, and then to envisage the “creation of particles” (or “excitation of quanta”)
into that vacuum. Indeed if we define a number operator

N̂ = â↑â (1.53)

to conform to our notation in Equations (1.42) and (1.50), then the change of
notation to

N̂|n > = n|n > (1.54)

Ĥ|n > = En|n >= (n + 1/2)ω|n > (1.55)

becomes irresistible.

Coupled Oscillators: Normal Modes

Before we launch into an attack on the quantum field theory of infinitely many
degrees of freedom, it is probably sensible to try a finite number of variables.
Let’s start with the classical theory of two equal masses in a one-dimensional
space (e.g., in a straight slot on a horizontal table) tied together by a spring of
spring constant g, and tied to fixed points by springs of spring constant k.
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q1 q2

FIGURE 1.2

Three spring forces.

I have in mind the picture in Figure 1.2, where q1 and q2 are displacements
from equilibrium, and the Lagrangian takes the form

1
L = m

(

q̇ 2 + q̇ 2
) 1 1

1 2 − k
(

q̇ 2
1 + q̇ 2

2

)

− g(q
2 2 2

2 − q1)2 (1.56)

if none of the springs are stretched or compressed in the equilibrium position.
You can think of this as a model of a (very) small solid. One advantage of the
Lagrangian approach is that we never have to introduce the forces in the
springs and then eliminate them again; constraints are handled very neatly
in this formalism. The Euler–Lagrange equations yield

k g
q̂̈ 1 = − q

m
1 + (q

m
2 − q1) (1.57)

k g
q̈2 = − q2 − (q q

m m
2 − 1), (1.58)

which are sufficiently simple that we do not need formal methods to solve
them. We spot the relevant combinations of variables by adding and subtract-
ing to obtain

k
(q̈1 + q̈2) = − (q

m
1 + q2) (1.59)

k 2g
(q̈2 − q̈1) = −

(

+
)

(q2 − q1), (1.60)
m m

which we recognize as uncoupled simple harmonic oscillators. The solutions
are then obvious. We have one normal mode of oscillation with frequency

ω1 =
√

k
(1.61)

m

and Equation (1.60) is satisfied trivially by having the two displacements
equal. The second normal mode has frequency

ω2 =
√

k + 2g
(1.62)

m

and Equation (1.59) is satisfied trivially by the two displacements being equal
but opposite in sense. The general solution is then obtained by superposition
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(because the equations are linear) and we have

q1 = Acos(ω1t + δ) + Bsin(ω2t + ε) (1.63)

q2 = Acos(ω1t + δ) − Bsin(ω2t + ε) (1.64)

where A, B, δ, and ε are constants to be fixed by initial conditions.
Notice that the frequency of the lowest mode is independent of g—naturally,

because if q2 = q1, then the middle spring is not stretched. Indeed, if k = 0
this mode is of zero frequency. You can then think of a two atom molecule that
is free, and this mode corresponds to the free motion of the center of mass.
This is not really important for these lectures, but when you hear theorists
worrying about zero modes and symmetries you will have some idea of their
problems. Zero modes can be a real pain for theorists as they usually need
separate treatment, and the associated symmetry (here just translation) is not
always easy to find.

Now, how do we quantize a system like this? The key lies in the observation
made earlier that we are just dealing with uncoupled harmonic oscillators in
terms of

1 1
Q1 = √ (q1 + q2) and Q2 = √ (q2 − q1) (1.65)

2 2

as the variables, where the normalization factor is for convenience. It is now
easy to work out the form

1
H = P2 P2 k

Q2 k
g Q2 (1.66)

2m

(

1 + 2

)

−
2 1 −

(

2
+

)

2

for the Hamiltonian. So to quantize we simply have to put hats on the Q’s
and P’s, and do the harmonic oscillator problems twice. You should check, of
course, that the commutation relations are

[Q̂i , Q̂ j ] = 0

[Q̂i , P̂j ] = iδi j

[P̂i , P̂j ] = 0 (1.67)

where i,j = 1,2, as you expect in terms of the new variables. Then there is a
vacuum state, two number operators N̂1 and N̂2 (one for each of Q̂1 and Q̂2

systems), and states |n1, n2 > with (n 1
1 +

2
)ω1 + (n2 + 1

2
)ω2 as the energies.

Now it is probably fairly clear that this idea generalizes to the N variables
case. The eigenstates of the Hamiltonian are denoted by |n1, n2 . . . nN >, and

are associated with energy eigenvalues En1
, n2 . . . n N

N = r with=1(nr + 1
2
)ωr

the various ωr depending upon the details of masses and spring constants.
Notice that the emphasis has now changed completely fr

∑

om “displacements
of atoms” to “excitations in the solid.” It is particularly important to note
that there is no restriction (except the total energy available) on the number
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of excitations, even though the number of underlying “displacements” is
still quite finite at this stage. This approach is central to many body physics
where one speaks of “phonons” as the vibrational excitations (similarly plas-
mons for plasma oscillations, and magnons for magnetic oscillations). What
we are leading toward is a framework in which all elementary particles
(quarks, leptons, W+−, Z0, photons, gluons) are excitations of underlying
fields. However, we must first learn to handle a simple classical continuous
system.

One-Dimensional Fields: Waves

What is to be our generalization of the Lagrangian in Equation (1.56) when
there is a continuum of “atoms” rather than just two? The sum over two
sites becomes an integral over the position x, and presumably the last term
becomes proportional to a spatial derivative. We shall have to absorb dimen-
sions into the constants, of course, and we use φ(x, t) rather than q (x, t) for
future convenience, so that we write

L =
∫

[

∂
2 2φ µ

1 2 c2

/2

(

∂
− φ

t

)

2
−

2

(

∂φ

∂x

)2
]

ρdx (1.68)

where ρ is a mass density, and µ and c are just convenient names for the
modified constants. Now what is the generalization of the Euler–Lagrange
equations? In this continuous case we define a Lagrangian density L by

L =
∫

Ldx (1.69)

so that

S =
∫

Ldt =
∫

dtdxL (1.70)

is the action to be minimized. (I am being deliberately vague about the limits
of the integrals. You may think of a solid between x = 0 and x = L , or of a
field extending over all space.) The new feature in the continuous case is that

L depends not only on φ and φ̇
∂= φ ∂but also on φ and all these must be
∂t ∂x

varied. Thus

∂
δS

L ∂L ∂φ ∂φ
=

∫

dtdx

[

δφ
φ

+ δφ
∂φ

˙ + δ (1.71)
∂ ˙ ∂ (∂φ/∂x)

(

∂x

)]
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and we integrate by parts in t for the middle term, and by parts in x for the
final term, to get

∂
δS

L ∂ ∂L ∂ ∂L
=

∫

dtdx

[

φ
−

∂t

(

∂φ̇

)

− (1.72)
∂ ∂x

(

∂ ( φ/∂x)

)]

δφ
∂

when the end-point (or boundary) terms are assumed to vanish. Since S is
arbitrary we get the Euler–Lagrange field equations

∂L ∂ ∂L ∂ ∂L
(1.73)

∂φ
=

∂t

(

∂φ̇

)

+
∂x

(

∂(∂φ/∂x)

)

with

∂L ∂ ∂L ∂L
(1.74)

∂φ
=

∂t

(

∂φ̇

)

+ ∇

(

∂(∇φ)

)

as the generalization to three spatial dimensions.
Putting the expression for L implicit in Equation (1.68) into Equation (1.73)

we get

∂
2φ

0 =
∂t2

− c2 ∂
2φ

∂x2
+ 2µ φ (1.75)

as the field equation. Now for some good news and some bad news. The
good news is that (not entirely by accident) this happens to be a relativistic
equation suitable for discussing spinless particles (like the Higgs boson), so
our warm-up exercises are already covering relevant material. The bad news
is that there are a few snags in its interpretation in relativistic physics. For
the moment we merely have to notice that we already know a lot about this
equation. If we ignore the 2µ term, we have

∂
2

∂
2φ φ

∂t2
= c2 , (1.76)

∂x2

which is the familiar wave equation (from electromagnetism, e.g., where φ

would be a component of the E or B field) with general solution

φ = f (x − ct) + g(x + ct) (1.77)

where f and g are arbitrary functions representing, respectively, waves trav-
eling to the right and left with velocity c, which we shall now set equal to one
in “natural” units. Moreover, we are familiar with the idea of superimposing
sinusoidal solutions to produce standing waves, when discrete frequencies
arise from the boundary conditions, as in the case of sound waves in a tube
or transverse waves on a violin string. Then a general solution can be written
as a Fourier series of these sinusoidal ones.

But this is already enough hint to see what we need to do for the full equation
Equation (1.75)—the sinusoidal functions will still work, but the frequencies
will be 2µ dependent. Assume for simplicity that the end “atoms” in our linear
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chain are constrained to be at rest at x = 0 and x = L . Then a suitable trial
solution ensuring this is

rπx
φr (x, t) = Ar (t) sin

(

L

)

(1.78)

provided that r is an integer. Substituting into Equation 1.75 gives

Är = − 2ωr Ar (1.79)

2
2ωr = 2 r 2π

µ + (1.80)
L2

and we see that we are back to the simple harmonic oscillator again. Of course
a general solution, by superposition, may be written as

∞ x
φ(x, t) =

∑ rπ
Ar (t)sin

r=1

(

L

)

(1.81)

with each Ar (t) being associated with its own characteristic r frequency as
given earlier. So what we have discovered is that the Fourier series gives the
mode analysis. The sinusoidal functions in x give exactly the correct “lin-
ear combinations of coordinates” to pick out the separate frequencies—the
Fourier amplitudes, Ar , act exactly as do normal coordinates. To confirm this
view we can construct the Hamiltonian for this system, and see if the solu-
tion (Equation 1.81) reveals a sum of uncoupled oscillators. It is clear in our
expression for the Lagrangian (Equation 1.68) that the first term is a kinetic
term and the remainder is potential, so that

H =
∫

[

1

2

(

∂φ

∂t

)2 2µ
+ 2 1 ∂

2
φ

φ
2

+ ρ
2

(

∂x

)

]

dx (1.82)

is the form of the Hamiltonian. Substituting Equation (1.81) and using the
orthonormality of the sine functions in the region x = 0 to x = L reveals that

ρL ∞
H =

2

∑ 1

r 1

[

1
A

2
˙ 2

r + 2ω
2 r A2

r
=

]

(1.83)

confirming the view we had formed. The quantum version of this problem
is now obvious—this is exactly as previously shown except that there are
an infinite number of oscillators, and therefore an infinite set of the nr to be
specified as occupation numbers to define the state. This does raise, however,
the question of the zero-point energy problem. We have now introduced an
infinite number of oscillators each with minimum energy 1ω

2
, so that the total

energy of our “continuous chain of atoms” is infinite. The conventional view is
that this is not a real problem, only the energy differences really matter. (After
all, there is no concept of destroying this “crystal” into an infinite number of
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parts and trying to extract the energy.) So you subtract the infinite number of
1ω
2

contributions and take a new reference point for zero energy.

The Final Step: Lagrange–Hamilton Quantum Field Theory

We now have just about enough experience to attempt the real problem. The
starting point will be some Lagrangian for a field φ(x, t). (In more physical
models, later, this would be perhaps a multicomponent field, say the elec-
tromagnetic field or the electron field. The excitations of the field will be
identified with particles.)

As a Lagrangian we take

L =
∫

[

1
(

∂φ
)2 1 µ

−
(

∂
2φ

)2

− 2φ

]

dx, (1.84)
2 ∂t 2 ∂x 2

which is just Equation 1.68 with c = 1 and ρ absorbed into the field. (This is
conventional. Notice that the dimensions of φ now vary with the number, d ,
of spatial, not time, dimensions. With h̄ = l = c, the only dimension is mass is
proportional to (length)−1 is proportional to (time)−1, and then the dimension
of φ is 1

2
(d − 1) to ensure that the dimension of L , and H, is unity.) To be able

to quantize, we need to extend the idea of conjugate momentum so that we
can work in Hamiltonian form. Noting our treatment of the Lagrangian in
Equation (1.69), we introduce a Hamiltonian density H, so that

H =
∫

Hdx (1.85)

and define a “momentum field” π(x, t) by

∂
π(x, t)

L
= (1.86)

∂φ̇

in direct analogy to Equation (1.11). Usually this is referred to as the “mo-
mentum canonically conjugate to φ.” Then by analogy with Equation (1.12),
we write

H(φ , π ) = π(x, t)φ̇(x, t) − L (1.87)

and see from Equation (1.84) that for our model

π(x, t) = φ̇ (1.88)

1
H(φ , π ) = 2 1 ∂φ(x, t) 2 2µ

π (x, t)
2

+ 2φ (x, t), (1.89)
2

(

∂x

)

+
2

which in comparison with Equation (1.82) is very encouraging.
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To go to the quantized version of field theory we elevate the objects φ and
π to operators φ̂ and π̂ . Then we have to postulate appropriate commutators
between them. (Please note that this is a new and postulated idea. We are
working in analogy with quantum mechanics, but this lack of commutation
between φ̂ and π̂ is not a consequence of, for example, x having become a
quantum operator; on the contrary x is perfectly classical here. For this reason
the field quantization is frequently referred to as “second quantization,” and
in the version we shall propose “canonical second quantization.”) Now obvi-
ously we wish to postulate commutation relations that mimic Equation 1.67 as
closely as possible in the continuous case. The generalization of the Kronecker
δi j with two indices over which summation with an arbitrary vector, f , gives
back the vector as

∑

f jδi j

j

= fi (1.90)

is the Dirac delta function δ(x − y) with
∫ ∞

f (x)δ(x − y)dx = f (y) (1.91)
−∞

for all reasonable functions f , as the defining property. Again, we notice that
in Equation (1.67), as previously in Equation 1.28, the commutation relations
are between the time dependent operators at equal times, for example,

[Q̂i (t), P̂j (t)] = iδi j (1.92)

in the case of the most crucial commutators. We postulate, therefore, the equal-
time-commutation relations

[φ̂(x, t), φ̂(y, t)] = 0

[φ̂(x, t), π̂ (y, t)] = iδ(x − y)

[π̂ (x, t), π̂ (y, t)] = 0 (1.93)

with obvious generalization, through 3δ (x−y), to three dimensions. Variables,

such as φ̂ and π̂ , related in this way are said to be “conjugate to each other.”
We now promote Equations (1.88) and (1.89) to

2

˙ 1 1 ∂ ˆ 2
ˆ ˆ φ µ

π̂ (x, t) = φ(x, t) and H = π̂2

2
+

2

(

∂x

)

+ φ̂2 (1.94)
2

as operator equations. To find the eigenvalues and eigenstates of

Ĥ =
∫

Hdx

we simply make a Fourier expansion. This time we shall not restrict ourselves
to a box of length L , but let x run from to , and use running waves−∞ +∞
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instead of standing waves. Now we expand as

φ(x, t) =
∫ ∞ dk 1 [

a (k)e ikx−iωt x

2π 2ω
+ a∗(k)e−ik +iωt (1.95)

−∞

2

]

where ω = 2µ + k2 and we have required φ to be real, so that

π(x, t) =
∫ ∞ dk 1 [

a (k)e ikx−iωt )
2π 2ω

+ a∗(k e−ikx+iωt (1.96)
−∞

]

follows at once. (Do not worry about the conventional factors of 2π and 2ω.
It turns out to be very convenient in the relativistic interpretation. Just think
of them as factors, which allow a smooth comparison with wave function
normalization.) When we quantize, this becomes promoted to

φ̂(x, t) =
∫ ∞ dk 1 [

â (k)e ikx−iωt ˆ
2π 2ω

+ a↑(k)e−ikt+iωt

−∞

]

(1.97)

with corresponding expression for π̂ , and the crucial point is that the Fourier
coefficients have become operators. It is straightforward to see that the
commutation relations (Equation (1.91)) determine the commutators

[â (k), â (k ′)] = 0

[â (k), â↑(k ′)] = 2π2ωδ(k − k ′)

[â↑(k)â↑(k ′)] = 0 (1.98)

for the mode operators.
You can see that â↑ and â are almost certainly creation and annihilation

operators for this continuum case. We need only substitute our expansions
for φ̂ and π̂ into Equation (1.95) to see that

Ĥ =
∫

dk 1 ω [

â↑(k)â (k) k
π 2ω 2

+ â ( )â↑(k)
2

]

(1.99)

to confirm our hopes. If we rewrite this as

Ĥ =
∫

dk 1 dk 1 ω
â↑(k)â (k) +

∫

[â (ω k), â↑(k)] (1.100)
2π 2ω 2π 2ω 2

then using Equation (1.99) we recognize the second term as the infinite sum
of zero point energies, which we have learned to discard. Thus we can take

∫

dk 1
Ĥ = ωâ↑(k)â (k) (1.101)

2π 2ω
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and the spectrum will obviously follow along the usual simple harmonic
oscillator lines. There will be a ground state, or vacuum, |0 >, determined by

â↑(k)|0 > = 0 for all k prime (1.102)

into which â↑(k) will create a quantum of frequency ω in the now familiar
way.

Notice the interpretation of the ground state as a vacuum with no particles
in it. This is central to the interpretation of modern quantum field theory in
elementary particle physics.

To get a little more feel for this new structure, consider the amplitude of φ̂

between the vacuum and the one particle state of momentum p:

< 0|φ̂(x, t)|p > =< 0|φ̂(x, t)â↑( p)|0 >

=< 0|
∫

dk 1
[â (k)e ikx−iωt + â↑(k)e−ikx+iωt]â↑( p) 0 > .

2π 2ω
|

(1.103)

From the conjugate of Equation (1.103) we see that the second term gives zero,
and with this trick in mind we rewrite the first term as

∫

dk 1
0| ˆ (x, t)|p = 0| e ikx i< φ > < − ωt[â (k), â↑( p)]

2π 2ω
|0 > (1.104)

to enable us to use Equation (1.99). Thus we find

dk
< 0|φ̂(x, t)|p > =< 0|

∫

1
e ikx−iωt2π2ωδ(k

2π 2ω
− p)|0 > (1.105)

= e i px−iωt (1.106)

where 2ω = 2µ +p2 now, and < 0|0 >= 1 has been assumed. You will probably
recognize this as the wave function for this problem. (We actually looked at
standing waves earlier, which are superpositions of these. But the 2µ = 0 case
should be very familiar.) So this is where the old wave functions of quantum
mechanics appear; they are vacuum to one-particle matrix elements of the
field operators.

Finally, think about the two-particle state

|k1, k2 > = â↑(k1)â↑(k2)|0 > . (1.107)

Because of Equation (1.99), we see that this is symmetric under the k1 ↔ k2

interchange. There is no way to distinguish one quantum of energy (particle)
from another—we must be dealing with bosons. Obviously, something will
have to be modified later to handle fermions—and then the spin—and inter-
actions between particles.
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Problems

1.1 Solve ẍ = − 2ω x to find x = xmaxcos(ωt + δ) where δ and xmax are
constants.

1.2 Write down the Lagrangian for a body of mass m experiencing the
acceleration g due to gravity. Hence, solve the problem of a body
dropped from rest. (Yes, it really is trivial.)

1.3 For the harmonic oscillator, evaluate S for the three paths (a) q =
sinωt (this is the Newtonian path, it should give minimum S); (b)
q = at; and (c) q = bt2 adjusting a and b to ensure the same endpoint
for all three paths.

1.4 Write out d H to check that the Legendre transformation really does
yield Hamilton’s canonical equations.

1.5 Show that if the kinetic term has the form

T =
∑ 1

mi j q̇i q j

i, j
2

˙

where i and j label the N particles of a system, and the mi j are
generalized “masses” independent of the velocities q̇i , then H =
T + V whenever the potential is velocity independent. (These cir-
cumstances do arise whenever the constraint equations [from the
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variables you first use to the qi ] are independent of time. Try
writing the kinetic term for a single particle in two dimensions first
in Cartesian and then in polar coordinates.)

1.6 Check that Hamilton’s equations for Problem 1.2 do yield the same
second order equation on substitution. Solve the first order equa-
tions directly, and confirm the previous result.

1.7 Start from A = αx + βp where α and β are constants and “design”
the form in Equation 1.19 for yourself.

1.8 Show that the two solutions are equivalent and find the relation-
ships between the constants of the two solutions.

1.9 Check that the Poisson bracket equations of motion give the usual
results for the particle falling under gravity.

1.10 Check that matrix elements of F̂ (t) between Heisenberg states agree
with those of F̂ between Schrodinger¨ states. (Yes, these questions
are trivial.)

1.11 Derive Equation (1.33) from Equation (1.28).

1.12 Derive Equations (1.36) and (1.37) from Equation (1.29).

1.13 If you are not sure about the meaning of Hermitian operators (like
∂q̂ and p̂) please look up the idea. As a check, show that p̂ → −i
∂q̂

(in the Schrodinger¨ representation) is Hermitian.

1.14 The operator solution of the harmonic oscillator is of central impor-
tance. To make sure that you have got the idea up to this point, close
your notes and work it again starting with Ĥ = x̂2 + p̂2 so that the
constants are different.

1.15 Go on - do it!

1.16 Take the expectation value of Ĥ = x̂2 + p̂2 for an arbitrary state,
and use the hermiticity of x̂ and p̂ to show that you have a sum of
moduli squared, hence, not negative.

1.17 Assume Cn|En 1 >= â↑|En >, where < E+ n|En >= 1. Now use
< En 1|En 1 >= 1 to find C+ + n is real. Now show that Equation (1.51)
is correct. Find the wave function for the first excited state, explic-
itly. Hint: First use Equation (1.49) to find the ground state wave
function.

1.18 Derive Equations (1.57) and (1.58).

1.19 This is a question you can ignore if you like. Try three equal masses
in a line joined only by springs (of constant g) between the middle
one and each of the end ones and otherwise free. You should get
three equations of motion. Try solutions in which all three masses
have a single frequency (normal mode, of course), to get three al-
gebraic questions. Find the three values of the frequency that make
these (homogeneous) equations compatible. (You can put the de-
terminant at zero. Alternatively, pick out the zero frequency mode
and the problem looks easy enough to guess the configurations of
the other modes.)

1.20 Please work out Equation (1.66) for yourself.
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1.21 Please check Equation (1.67). Start by the usual commutators for
the original variables and remember that [q̂1, p̂2] = 0 and so forth.

1.22 What will the wave function look like? Write the wave function
explicitly for n1 = 0 = n2.

1.23 If this is not clear to you, try Problem 1.19 then think about Problem
1.22 if there are three masses.

1.24 Go on - do it!

1.25 If you feel weak, just verify that Equation (1.77) solves Equation
(1.76). If you feel strong try to prove that this is the general solution.
(Change variables to x ± ct.)

1.26 Try superimposing two sine waves each of wavelength λ and fre-
quency ν but traveling in opposite directions. If ν0 is the lowest
frequency mode on a pipe of length L open at one end and closed
at the other, what is the speed of sound?

1.27 Go on - do it! [cos2A− cos2B = 2sin( A+ B)sin(B − A).]

1.28 Check this please.

1.29 Check again please.

1.30 Check that the dimensions work out for [φ̂(x, t)π̂ (y, t) = i dδ (x − y)]
in d space dimensions.

1.31 Actually it is not quite so straightforward—you need to be able to
invert the Fourier transform. But you can easily verify that Equa-
tions (1.98) and (1.99) do give Equation (1.93), so please do this.

1.32 Go on - it gets a bit messy - but you can do it!

1.33 Show this, please. By now you really should be able to solve the
harmonic oscillator by the operator method!



2
Quantum Angular Momentum

Index Notation

Index notation is the modern and easy way to work through problems such
as we now face. It has always seemed to the author that many good, even
great, physicists have never learned this topic and therefore find sections of
books and papers that do use it very hard or even impossible to follow. It
is truly easy to learn and takes only a little practice to become competent in
its use. Parts of this section will appear again later, sometimes as problems,
so the equations here will be numbered I1, I2, and so forth to emphasize the
point.

Indices in this section are lowercase letters that can be attached as sub-
scripts or superscripts to appropriate things, such as momentum or angular
momentum. An example might be J i where J is an Hermitian J † = J angu-
lar momentum operator and i is a subscript in the range (1, 2, 3) or (x, y, z)
specifying which direction of component is being treated. Such an index, ap-
pearing once and once only, is called a free index. It is free for you to pick with-
in the range specified. Such indices must balance in equations. For example,

Ai = 7Bi + 12Ci (I1)

would be acceptable whereas Ai = 7B or Ai = 7Bi + 12C is not. An index
repeated once and only once in an expression is called a dummy index and
implies summation. This is known as the Einstein convention. For example,

Ai Ai ≡ A1 A1 + A2 A2 + A3 A3 (I2)

where you must take great care not to confuse the power Ai squared, that
is, ( Ai )

2 with the second component ( Ai )
2. At this stage indices can appear

either as subscripts or superscripts. The safe way to write things is to reserve
numbers for powers (or use brackets). There is a mathematical theorem to the
effect that there are two numerically invariant (i.e., not changing under, say,

23DOI: 10.1201/9781439895207-2
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a rotation even if Ai does) tensors. The first is the Kronecker delta δi j , which
is symmetric in the two indices and has the values

δi j = 0 if i = j (I3)

δi j = 1 if i = j. (I4)

This has three important implications.

δi j Aj = Ai , (I5)

which can be seen by writing out the sum as

δi1 A1 + δi2 A2 + δi3 A3, (I6)

which then yields, for example,

1 × A1 + 0 × A2 + 0 × A3 = A (I7)

if i = 1 and so forth
Second,

δi i = 3, (I8)

which can be confirmed by writing out the sum as

δ11 + δ22 + δ33 = 1 + 1 + 1 = 3 (I9)

in the three dimensions in which we are working.
Third,

δi jδ jm = δim, (I10)

which can be seen by expanding the sum to read

δi1δ1m + δi2δ2m + δi3δ3m. (I11)

The second numerically invariant tensor is the Levi-Civita tensor εi jk , which
is totally antisymmetric in the indices with ε123 = 1 by convention. Obviously
ε123 = 1 tells us that ε231 = 1 and so forth but also ε132 = (−)1 and so forth
and ε112 = 0.

�
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Quantum Angular Momentum

We define an angular momentum by a set of three operators, J i , i = 1, 2, 3 or
x, y, z, which satisfy

[J i , J j ] = iεi jk Jk (2.1)

J †
i = J i (2.2)

where h̄ ≡ 1 in our natural unit, and the Einstein summation convention has
been used. This simply means that an index repeated once is summed over,
as distinct from those appearing once, which is a free one for you to pick. The
same index appearing three or more times is an error.

Here εi jk is the Levi-Civita tensor (density), which is antisymmetric in any
pair of indices with ε123 = 1.

Now the existence of this (Lie) algebra is very far from trivial and the
content is very high indeed. We will look at the latter aspect first. Switch from
the Cartesian basis to a spherical one by defining

J± = J1 ± i J2 (2.3)

so that

[J3, J ]± = ±J (2.4)±

[J , J ] 2J (2.5)+ − = 3

with

J
†
3 = J3, (2.6)

J †
+ = J , (2.7)−

J †
− = J+. (2.8)

Then consider the operator

J 2 = J i J i (2.9)

= J J + J3( J 1)− + 3 + (2.10)

= J J + J (+ − 3 J3 − 1). (2.11)

Notice that

[

J i , J 2
]

= [J i , J j J j ] (2.12)

= J j [J i , J j ] + [J i , J j ]J j . (2.13)
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(You should write out [A, BC] explicitly to understand this point.)

= iεi jk( J j Jk + Jk J j ) = 0 by symmetry. (2.14)

J i , J 2 = 0. (2.15)

Such an operator

[

is called

]

a Casimir. You can always use Casimirs as part
of your complete commuting set of observables. We will take J 2 and J3—
you will learn later that there can be no more—and set up the eigenvalue
problem as

J 2|β, m > = β|β, m > (2.16)

J3|β, m > = m|β, m > . (2.17)

Then returning to our theme of the angular momentum we see that

J3 J+|β, m > = ( J J+ 3 + J )+ |β, m > (2.18)

( J J+ 3 + J )+ |β, m > = (m + 1) J+|β, m > (2.19)

also

J 2 J+|β, m = J J 2> + |β, m > (2.20)

|β, m > = β J , m+|β > (2.21)

so that

J |β, m > = c+(β, m)|β, m 1+ + > (2.22)

unless c+(β, m) vanishes for mmax = j , say. Now use the normalization to see
that

c+(β, m)+c+(β, m) < β, m + 1|β, m + 1 > =< β, m|J J− +|β, m > (2.23)

=< β, m|
{

J 2 − J3( J3 + 1)
}

|β, m >

(2.24)

= β − m(m + 1) (2.25)

therefore

|c+(β, m)|2 = β − m(m + 1). (2.26)

Similarly

J−|β, m > = c−(β, m)|β, m − 1 > (2.27)
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with |c−(β, m)|2 = β − m(m − 1). Of course, β has to be positive because J 2 is

a sum J i J i
+ (therefore like the sum of norms of vectors). More formally

β =< β, m|J 2|β, m > (2.28)

=
∑

< β, m
n

|J i |n >< n|J †
i |β > (2.29)

=
∑

| < β|J i

n

|n > |2 ≥ 0. (2.30)

Clearly then, m cannot get too big for fixed β, and c+(β, j) = 0 tells us

β = j ( j + 1). (2.31)

Neither can m become too negative, and

j ( j + 1) = mmin(mmin − 1) (2.32)

tells us mmin = − j (or j + 1, which is crazy).
Finally, the step length is an integer so we see that j is an integer or half-

integer.

Result

J 2| j, m > = j ( j + 1)| j, m > (2.33)

J3| j, m > = m| j, m > (2.34)

− j ≤ m ≤ j with each taking integer (or half) values. (2.35)

< j ′m′|J3| jm > = mδ j j ′δmm′ where δi j is the Kronecker delta (2.36)

< j ′m′|J 2| jm > = j ( j + 1)δ j j ′δmm′ (2.37)

with δ11 = δ22 = δ33 = 1 (2.38)

and δi j = 0 if i = j (2.39)

< j ′m′|J±| jm > =
√

j ( j + 1) − m(m ± 1)δ j j ′δm±1,m′ . (2.40)

The coefficient of the square root is real and positive by phase convention.

�
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Matrix Representations

Any problem with precisely N eigenvalues and eigenvectors (all nonde-
generate) may be represented on the space of

AN|n > = n|n > n = 1, . . . , N , (2.41)

which has the matrix representation

· · · 0

0 2 · · · 0

<

⎛

1 0
⎞

r |An|c > ⇒

⎜

⎜

⎜

⎜ . . . (2.42)
⎜

. . .. . .

⎟

0 N

⎟

⎟

⎝

· · ·

⎟
,

· · ·

⎟

⎠

⎛

0
⎜

and |r >

⎜ 0

⎞

⇒

⎜

⎜

⎜

...

⎟

1

⎟

⎟

⎟

⎜

⎜

⎜

⎜

⎜

⎜
.

⎟

⎜

.

⎟

.

⎟ (2.43)
⎟

⎟

⎝

0

⎟

⎟

⎟

⎠

where the 1 is in the r th position.

Spin 1
2

S2 1 1 1 3 1 1
| ,
2

± >
2

=
2 2

| ,
2

± > . (2.44)
2

1 1 1 1 1
S3| ,

2
± >

2
= ±

2
| , ± > . (2.45)
2 2
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This may be represented on the A2 space, with labels taken as ± 1
2

for con-
venience, that is,

11 1
| , > ⇒

( )

(2.46)
2 2 0

1 1
| ,
2

− >
2

⇒

(

0

1

)

. (2.47)

We call

1
Si = (h̄) �

2
i (2.48)

and look at the matrix representations.

1 0
< m|�3|n > = 2mδmn ⇒ σ3 =

(

0 −1

)

(2.49)

< m|�+|n > = 2

√

0 21 3

2 2
− m(m + 1)δn+1,m ⇒ σ (2.50)+ =

(

0 0

)

0 0
< m|�−|n > = . . . ⇒ σ− =

(

2 0

)

(2.51)

0 11
σx = σ1 = (σ

2
+ + σ )− =

(

1 0

)

(2.52)

01
σy = σ2

−i
= (σ+ − σ )

2i
− =

(

i 0

)

. (2.53)

Of course,

S2 1 3
⇒

(

1 0
)

3
= 1. (2.54)

2 2 0 1 4

The three σi (often called τi ) are called Pauli matrices.
This last property is called completeness. It is the usual matrix completeness

here or completeness in the Dirac sense. A proof of this might be obtained by
expanding an arbitrary matrix M as

1
M = √ Mi 1

σi
2

+ √ M01 (2.55)
2
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where clearly

Mi 1
= √ Tr (M iσ ) (2.56)

2

M0 1
= √ Tr (M1). (2.57)

2

Then

1 1
M = σ

2
i Tr (Mσi ) + 1Tr (M) (2.58)

2

so that

2Mβ = ( )β M
γ

( i δ
α σi α δ σ )γ + . . .. (2.59)

Hence we get

M
γ β i δ
δ

{

(σi )α(σ )γ + . . .
}

= 0 (2.60)

but M was quite arbitrary.
Note that a general state of spin 1

2
is now written as

1 1 1 1
|
 > = a+| , >

2
+a ,

2
−|

2
− >

2
[

⇒

(

a+

a−

)

= χα

]

(2.61)

with |a |2 + |a |2 = 1 (2.62)+ −

and the probability of “spin-up” being given by

1 1
| < ,

2 2
|
 > |2 = |a+|2. (2.63)

Now deduce

lmkεi jkε = l mδ δ δj − m lδi i j (2.64)

and l jkεi jkε = 2! lδi (2.65)

and i jkεi jkε = 3!. (2.66)

Addition of Angular Momenta

Suppose we have two quite independent systems (well separated angular
momenta, or distinct elementary particles carrying isospin, etc.) so that the
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jB–jB–jA–(jA + jB) A + jB)jA

FIGURE 2.1

The distribution of angular momentum.

(j

algebra is
[

j A
i , j A

j

]

= iεi jk j A
k (2.67)

[

j B
i , j B

j

j A
i , j B

j

]

= i Bεi jk jk (2.68)

= 0 (2.69)

where A and B label the systems.

[

W

]

e can take our complete commuting set
of observables as { j A

z , ( j A)2, j B
z , ( j B)2}; then the states have the outer product

form.
It will frequently be convenient to describe the system by an alternative set,

which includes the total angular momentum

J i = j A
i + j B .i (2.70)

Moreover, ( j A)2 and ( j B)2 are Casimirs. So an alternative complete commut-

ing set of observables is {J 2, J z, ( j A)2, ( j B)2} and we label the states |J , M, j A,

j B >≡ |J M > frequently when the Casimir labels are dropped.
Now we need to know how the eigenvalues and their ranges are related, and

also how to find the coefficients (Clebsch–Gordan) in the linear relationship
between |J M and | j AmA | j BmB> > >. Well

M = j A
z + j B

z (2.71)

so you have

M = mA + mB (2.72)

where we take A > B.
Again, each J will carry the usual (2J + 1)M value so the number of times

you get M is

n(M) =
J

∑

N( J ) (2.73)
≥M

where N( J ) is the number of times you get J . Hence,

N( J ) = n(M = J ) − n(M = J + 1). (2.74)

Now we can find n(M). You get M by mA + mB subject to the ranges. Take
jB ≤ jA and draw a picture and work your way in from the extreme right.
Clearly you get nothing until you get down to jA + jB (see Figure 2.1). Thus,
n(M) = 0 if |M| > jA + jB .
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Clebsch–Gordan Coefficients

To find the precise coefficient it is most instructive simply to work an example
that shows all the features.

1 3 1
1 ⊗

2
=

2
⊕ . (2.75)

2

+

We must relate

∣

∣ 1
∣

1 , 0

1

∣

∣ ∣

〉

± 3

∣

∣ 2

∣

∣ 1

∣

∣

1 3

∣

2
, ± 1

2

〉

to

∣

∣

∣

∣

1

∣

2
, and ,

∣

∣

− ∣ 1
∣ 2 ∣

∣

∣

∣

∣

∣

∣

∣

〉

2
±

2

〉

.

∣

∣ ±
Notice for speed that

√

j ( j + 1) − m(m − 1) = ( j + m)( j + 1 − m) (2.76)

starts as
√

(2 j)(1) when m = j , then
√

(2

√

j − 1)2 and so on.
We have

3 1 2 1
| , > =

√

1 1 1 1
|1, 0 > >

3
| , >

2 2 2 2
+

√

3
|1, 1 > | ,

2
− (2.77)

2

and can repeatedly lower to get

3 1 1
| , − > =

√

1 1 1 2 1
|1, −1 > | , > +

√

|1, 0 > (2.78)
2 2 3 2 3

| ,
2

− > ,
2 2

3 3 1 1
and | ,

2
− >

−
2

= |1, −1 > | , > . (2.79)
2 2

Now, we need | 1 1 >
2
, ±

2
. Well M = mA + mB tells us

1 1 1 1
| , > = a |11 > | ,

−1 1
> +b|1, 0 >

2 2 2 2
| , > . (2.80)
2 2

Then:

1. Normalization ⇒ |a |2
3

+ |b|2 = 1.

2. Orthogonality to <
2
, 1

2
| ⇒ a

√
= − 2b. (You could get this also by

J +| 1 1 >
2 2

= 0.)

3. Condon and Shortley phase convention (theory of atomic spectra).
{< jA jA| < jB , J − jA|}|J J > is real and > 0. ( jA ≥ jB) implies a > 0.

The coefficients relating the two sets of descriptions are called Clebsch-
Gordan coefficients [1].

Hence

1 1
√

2 1 1 1 1 1
| , >
2 2

= |1, 1 > | ,
2

− >
3 2

−√ |1, 0 > , > (2.81)
3

|
2 2
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and we can lower to

1 1 1 1
| − > =

√

1 1 2 1
|1, 0 > , >

2 2 3
| −

2
−

√

3
|1,

2
−1 > | , > . (2.82)

2 2

You can now solve these equations to get

1 1 1 1 1 2 3 1
|1, 0 > | , − > > so

2

√

>
2

= | , and on. (2.83)
3 2

−
2

+
√

3
|
2

−
2

The coefficients are called Clebsch–Gordan (or vector-addition coefficients).
You get tables of them [1].

Notes

1. Can read either way.

2. If you do j B + j A then

{< j AmA| < j BmB |}|J M> = (−1) J − j A− j B {< j BmB | < j AmA|}|J M > .

(2.84)

which is important mainly if j A j B and J j A j B is odd.

3. Spectroscopic notation 2S+1

= − −
(S, P, D, F, G. . . f or L) J where S, P, D, F ,

and so forth stand for the spectroscopic series sharp, principal,
diffuse, fine, and so on.

4. When adding L to 1
2

they use lowercase letters and leave off the spin
multiplicity superscript. For example,

j = 1
2

s 1 and p 1
2 2

j = 3 .
p 3 and d 3

2 2 2

5. General formalism follows from completeness:

|J M > =
{

m

∑

mAmB >< mAmB J M >

AmB

| |
}

|

=
∑

< mAmB |J M > |mAmB > (2.85)
mAmB

where < mAmB |J M > is CG - real by our conventions. Similarly,

|mAmB > =
(

∑

J M

|J M >< J M|
)

|mAmB >

=
∑

< J M
J M

|mAmB > |J M > (2.86)

which is why the tables read both ways.
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6. Notation.

< j A j BmAmB | j A j B J M >.

C jA jB( J , M;mAmB).

S
jA jB .J mAmB

Wigner “3 − j” symbol

(

j A j B J
)

(−1) jA− jB+M

mA mB −M
= √ < j A j BmAmB

2J + 1
| j A j B J M > .

Matrix Representation of Direct (Outer, Kronecker) Products

We have worked with states |m A
A > |mB >, and used J i = ( ji × 1) + (1 × j B

i )
in a formal way. To represent this on matrices we need the direct product
construction.

If φ and θ are (m × 1) and (n × 1) matrices (columns) you can form the
direct, or outer or Kronecker product

⎛

φ1θ1
⎞

⎜

⎜φ1θ2
⎟

(φ θ )iα = φiθα =

⎜

⎟

×

⎜

⎜

..
⎜

.
⎜ , (2.87)
⎜

⎜

φ2θ1

⎟

⎟

⎟

φ2θ2

⎟

⎟

⎝

⎜

⎜

.

⎟

⎜

..

⎟

⎟

⎟

⎟

⎠

which is an (mn × 1) matrix. More generally, if A is m × m and B is n × n then
the direct product is

⎛

a11 B a12 B · · · a1m B

a21 B · · · · · ·

⎞

( A× B)iα, jβ = ( Ai j Bαβ) = . . .. .
⎟

⎟

⎟

⎟

, (2.88)
. .

⎜

⎜

⎜

⎜

⎝

⎜

. .

am1 B · · · amn B

⎟

⎠

which is an (mn × mn) matrix.
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1
2

⊗ 1
2

= 1
⊕

0 in Matrix Representation

Recall

|φ > ⇒

(

φ+ θ+

and θ > . (2.89)
φ−

)

| ⇒

(

θ−

)

Then

⎛

φ+θ+

|φ > |θ > =
⎜

⎜

φ+θ−

⎞

⎜ (2.90)
⎜

⎝

φ−θ+

⎟

φ−θ

⎟

−

⎟

⎟

⎠

j B
i 0B 1

and 1 × j B
i =

(

0 j B
i

) (

Each ji is
2

∑

and j B
i acts on

i

|θ >

)

(2.91)

Then you have the more complicated looking structure

⎡

(

j A
i

)

11
0

⎢

(

j A
i

)

⎢ 11

(

j A
i

0

)

12
0

0
(

j A
i

j A
i × 1 =

)

⎢

⎢

A

⎥

(

j A
i

)

21
0

(

j A

⎤

i

0 ji 21
0

)

12

22
0

⎣

( ) (

j A
i

)

22

⎥

⎥ (2.92)
⎥

⎦

leading to:

⎡

0 1 1 0 0 −i −i 0
⎢

⎢

1 0 0 1

⎤

0 01
J1 =

2

⎢ i

1 0 0 1

⎥

⎥ 1
⎥ J2

⎡

−i

⎤

=
2

⎢

⎢

i 0 0 −i

⎥

⎢

⎢

⎣

(2.93)

0 1 1 0

⎥

⎦

⎢

⎣

0 i i 0

⎥

⎥

⎥

⎦

J3

⎡

1
⎤ ⎡

2

=
⎥ 1 1

⎤

⎢

⎢

⎢ 0
⎥

⎢

⎥ J 2 =
⎢

⎢

1 1

⎥

⎥

⎥ . (2.94)
0⎢

⎣

−1

⎥

⎦

⎢

⎣

2

⎥

⎦

Notice that J 2 is not diagonal in this | > | > basis, of course.
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Checks

1.

1

11 1 1 1 1 1
|1, 1 > = | , > ⊗| , >

2 2
| > implies

⎛ ⎞

2 2 2 2

(

0

)

×

(

1

0

)

=
⎜

⎜

0
⎜

⎜ 0

⎟

⎝

0

⎟

⎟

⎟

(2.95)

⎠

Clearly J 2 and J3 have the required action.

2. The Clebsch–Gordan tables give

1 1 1 1 1 1 1 1 1 1
|10 > = √ | − > | > +√ | > | − > . (2.96)

2 2 2 2 2 2 2 2 2 2

0

1
Therefore represented by 1

⎛

⎜

⎜

⎜ ⎟

2√

⎞

⎟

⎟

. Again J and J3 check out.
2 ⎜ 1
⎝

0

⎟

3. You may observe that

⎠

J

⎡

0 1 1 0
⎤

+ =
⎥⎢

⎢

⎢

0 0 0 1

0 0 0 1
⎣

⎢

0 0 0 0

⎥

⎥ (2.97)
⎥

⎦

and J T

⎡

0 0 0 0
⎤

− =
⎢

⎢

1 0 0 0
⎢

1 0 0 0

⎥

⎣

⎢

0 1 1 0

⎥

⎥ (2.98)
⎥

⎦

have the appropriate effect.

4. The Clebsch–Gordan tables imply

1 1 1 1 1 1 1 1 1 1
|0, 0 > = √ | , >

2
×|

2
− >

2 2
−√

2
|
2

− > > . (2.99)
2 2

×|
2 2

0

1
Therefore it is represented by 1√

⎛ ⎞

2

⎜

⎜

⎜ .
⎜−

⎟

⎝

0

⎟

⎟ Again J 2 and J out.
⎟

3 check
1
⎠
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Change of Basis

(Go from mA, mB to J , M.)

1. < J M|ψ >=< J M|mAmB >< mAmB |ψ > ( Use | >< | ≡ 1.) (Note:
Change of basis unitary < J M|mm >< mm|J M >= 1, i.e., UU+ = 1.)

⎛

ψ1
⎞ ⎡

(φθ )1
⎤ ⎡

1 0 0 0
⎤ ⎡

(φθ )1

ψ2
⎟ ⎢ 1√ [(φθ

⎤

⎜

⎜

⎜

4

ψ4

⎟ =
⎢

)22
+ (φθ )3]

ψ3

⎟

⎢

(φθ )
1

⎥

⎥ ⎢ 0 1 1√ 0
⎥

⎢

2
=

⎢

√
2 2

⎥

⎢

(φθ ) ⎥

⎝

⎜

φθ 3

⎢

⎠

⎟

⎣

⎢

√ [(φθ )2 − ( ) ]

⎥

⎥

⎦

⎢

⎢

0 0 0 1

√

⎥

⎣

⎥

⎦

⎢

.
(

0 1 − 1√ 0
⎣

φθ )3

(φθ )4

⎥

2 2 2

⎥

⎥

(2.100)

⎦

We have picked the label ordering so that

⎛

1 0
⎞ ⎛

0

1
0

⎛

0

0
|1, 1 >

⎞

⇒
⎜

⎜

⎜ 1, >

⎞

1, 1 >

⎛ ⎞

0

⎟

⎟

⎟ ; | ⇒
⎜

0

⎟

−

0

⎜

⎜ ⎟

; | ⇒
⎜

⎜ 0 ⎟ 0 ⎟

⎜

⎝

⎟

⎠

⎜

⎜ .
0

⎝

0

⎟

⎟

⎟ ; |0, 0 >⇒
⎜

⎜

⎜ ⎟

⎟

⎠

⎟ ⎜ 1
⎝

0
⎠

⎟

⎝

⎜

1

⎟

⎠

2. < J M|Op|J ′M′ >=
< J M|mAmB >< mAmB |Op|m′

Am′ ><B MA
′ MB

′ | J ′M′ > therefore

⎡

1 0 0 0 2 0 0 0 1 0 0 0
⎢ 0 1 1√

J
⎢

⎢

⎢ 2
√ 0

2 2

⎤ ⎡ ⎤ ⎡ ⎤

⇒
0 0 0 1

⎣

1 1

⎥

0 √

⎥

⎢

⎢

⎢

⎢

0 1 1 0 1
⎥

√
2

0 1 1 0

⎥ ⎢ 0

0 0 0 1

0 0 0 0 2

⎢

0 1√
2

0 1 1

⎥

⎥

0
2

−√
2

⎥ ⎥

⎦

⎥

⎣

⎥

⎢

⎦

⎢

⎣

√
2

−√
2

⎥

⎥

⎦

⎡

2

=
⎢

⎢

2

⎤

⎢

⎢ 2

⎥

0

⎥

⎥

, (2.101)
⎣

⎥

⎦

1 1

0 0
and J T

3

⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤

=
⎢

⎢

⎥ ⎥

⎢

⎥

⎢

⎥

⎢

0

⎥ ⎢

⎢ ⎥

⎥

=
⎢

⎢

⎥

⎥

⎣

⎢ ⎥

⎢

⎦

⎢

⎥ ⎢

⎣

−1

⎢

⎥

⎦

⎥

⎣

⎥

⎢

−1
⎦ ⎣

⎢

0

⎥

⎥

.

(2.102)

⎦
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Exercise

Do J and J+ −

J
√

+ = 2

⎡

0 1 0 0
⎡

⎢

⎢

0 0 1 0

⎤

0 0 0 0
⎤

0 0 0 0

⎥

⎥

⎢

⎢

1 0 0 0
J

√
− = 2

0 1 0 0

⎥

⎥

⎢

⎢

⎣

0 0 0 0
⎦

⎥

⎥ ⎢

⎣

⎢

0 0 0 0

⎥

⎥

⎦

⎡

0 1 0 0 0 − 0

⎢

⎢ 1 0 1 0

⎤

i

⎡

1 0
⎥

⎥

⎢

⎢

1 01
J1 J2

−1 0

⎤

= √
2

⎢

⎢ 0 1 0 0
⎣

0 0 0 0

⎥ = √
⎥

⎦

2
⎢

⎢ 0 1 0 0

⎥

⎣

0 0 0 0

⎥

⎥

⎥

.
⎦

Clearly you now have the direct sum J 1 J 0.
Note: Because 2 + 2 = 2 × 2 there is a standard error in this problem. One

is tempted to start with the direct sum

⊕

(

j A
i 0

)

φ

B acting on
0 ji

(

θ

)

but this is not what is meant by the angular momentum of the system.

References

I found it impossible to find correct and appropriate references for this material and
advise readers to follow the instructions in the next paragraph.

The coefficients are called Clebsch–Gordan (or vector addition) coefficients [1].
You can get tables of them. (Write to CERN Scientific Information Services, CH-1211,
Geneva 23, Switzerland, and ask for a copy of the Particle Physics Booklet of the current
academic year. It is free and there is a new one each year.)

1. Particle Physics Booklet p. 266.

Problems

2.1 Write out all the components of εi jk .

2.2 Show that δi j� j = �i .

2.3 Show that δi i = 3.

2.4 Show that σ
†
i = σi .
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2.5 Show that σiσ j = δi j 1 + iεi jkσk .

2.6 Trace σi = 0.

2.7 Show that Detσi = −1.

2.8 Show that (σi )
β

α ( iσ ) δ
γ 1 β

α 1 γ
δ = 0.

2.9 Carefully specifying your notation, work out spin 1 in matrix form.
Hint: At this time the raising or lowering of an index has no mean-
ing. These positions are used for clarity. Start by counting the in-
dices on the left-hand side of this equation (you should get 6). Now
ask how many indices and δ’s you need to match (you should get
3 × 2 = 6). Now ask how many indices are on the left-hand side
of this equation, and recall that εi jk is antisymmetric. Note that the
lower indices on the right-hand side of this equation match those
on the left-hand side. Note that the numbers of the left-hand col-
umn are fixed to match these and that the upper indices start by
matching those on the left-hand side but then are cycled down the
left-hand column, but a pair (here m and n) are switched in the top
of the right-hand column and then cycled.

2.10 Convince yourself that

l m n l n mδi δ j δk − δi δ j δk

lmn n l
ε ε = + m n m lδi δ j δk δ

i j
− i δ j δkk .

+ n l m mδi δ δk − l n
j δi δ j δk

2.11 Show that j mδi δ j = mδi .

2.12 Now deduce that

lmk l n mεi jkε = δi δ j δk

and l jk lεi jkε = 2!δi

and i jkεi jkε = 3!.

Keen students extend to N dimensions and worry about slight
changes in signs of metric components.

2.13 Work out gradient, divergence, and curl where Gradient φ = ∇iφ,
Divergence Vi = ∇i Vj , and Curl Vi = εi jk∇ j Vk .

2.14 Show A = 1√ A2σ2 where A is antisymmetric.
2

2.15 Show A2 = 1√ Tr Aσ2.2

2.16 Show A = 1 σ22
Tr ( Aσ2).

2.17 Show Aβ
α = 1

2
(σ2)β

α A
γ

δ (σ2)δ
γ .

2.18 Taking a complete set of observables as { j A
z , ( j A)2, J B

z , ( j B)2} show
that the states in this basis have the outer product form.

2.19 Show that when | j A j BmAmB >≡ | j AmA > | j BmB > then the action
of the operators is j A

i → j i
A × 1 and j B

i → 1 × j B
i .

2.20 When the total angular momentum is defined by J i = j A
i + j B

i , show
that the commutator [J i , J j ] has the usual form.
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2.21 Drawing the straight line figure for M running from (−)( jA + jB)
through (−) jA and (−) jB and zero, and jB and jA to ( jA + jB) show
that the number of times you get jA+ jB is just once for M, but twice
for jA + jB − 1 and so forth until you reach M = jA − jB .

2.22 Show that the number of times you get Mn is given by n(M) =
jA + jB + 1 − |M|, if jA + jB ≥ M ≥ | jA − jB |.

2.23 Show that now you finally reach (2 jB + 1) when you have used all
(2 jB +1) values of mB and moving further left you find a sufficiently
negative mB to make mA = jA.

2.24 Show that you now have an angular momentum of the form n(M) =
2 jB + 1 if |M| ≤ | jA − jB |.

2.25 Finally show that N( J ) = 1 for J = jA+ jB , jA+ jB −1, . . . | jA− jB |.
Hint: The changes of n(m) are what really count.

2.26 Consider the case

1 3 1
1 ⊗

2
=

2
⊕ .

2

Show that the stretched state is

3 3 1 1
| , >= |1, 1 >
2 2

| > .
2 2

2.27 Apply the operator J to show that−

3 1
| , >
2 2

=
√

2 1 1 1 1 1

3
|1, 0 > | , 1, 1 > , > .

2 2
+

√

3
| |

2
−

2

2.28 Find | 1
2
, ± 1 >

2
by writing down a linear form with two parameters

and applying normalization and orthogonality. You may assume
the Condon and Shortley phase conventions that if jA ≥ jB then
{< jA jA| jB , J − jA|}|J J > is real and > 0.

2.29 Finally show that

1 1 1 1 1 2 3 1
|1, 0 > | , >

2
− = √

3
| ,
2

− >
2 2

+
√

3
| ,
2

− > .
2

2.30 Work out 1
2

⊗

1
2

in full, construct the table, then check against the
CERN booklet mentioned in the References section.

2.31 Show A× B = B × A in general.

2.32 Show ( A+ B) × C = AC + BC .

2.33 If A and A′ are both (m × n) and B and B ′ are both (n × n), show
that ( A× B)( A′ × B ′) = ( AA′) + (B B ′).

2.34 Show Tr ( A× B) = Tr A.Tr B.

2.35 If A† = A−1 and B† = B−1, then show ( A× B)† = ( A× B)−1.

2.36 Work through in detail 1 1
2

⊗
2

= 1 ⊕ 0 in matrix form to check that
it gives what you expect.

�



3
Tensors and Tensor Operators

Think about a collection of points in a space. Usually the ordinary points
of our three-dimensional space are what we shall need, but sometimes the
“points” might be the states of a quantum mechanical Hilbert space. (You
might have to deal with a manifold, hyperspace, variety, etc.) Give the points
labels so that you can find them again. Say we use xi where i takes values in
the appropriate range, for example, i = 1, 2, 3. Then move the points of the
space (I take the active viewpoint), and the point that had labels xi now has
xi ′

as labels. For the physics we have in mind, we assume that the functions
give the new coordinates xi ′

in terms of the old xi .

x′r = f r (x1, x2, . . . , xN) (r = 1, . . . , N) (3.1)

are continuous and differentiable (real, if the coordinates are real), and the
functional determinant (Jacobian)

∣

∣

∣

∣

∣

∂x′′ ∂x′′

∂x′ · · ·
∂xN

.
∣

. .. . .. . .

∂x′N ∂ ′N

∂x′ · · · x

∂x

∣

∣

∣

∣

∣

∣

∣

(3.2)
∣

∣

∣

∣ N

∣

never vanishes. (Of course, you put up with singularities

∣

∣

such as that at the
origin in the change between Cartesian and spherical polar coordinates.) In
principle you can then solve to get

xr = gr (x′′, x′2, . . . , x′N) (r = 1, 2, . . . , N) (3.3)

and this is called the implicit function theorem.
Now what are the objects that are of interest to a physicist? Those things

that have simple properties under the transformations. We will list some of
the more important ones.

Scalars

Often called invariants, scalars are numbers, or more importantly results of
measurements, that are numerically the same for the new system measured
with the old apparatus.

41DOI: 10.1201/9781439895207-3
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x

Temperature

1 1

p

FIGURE 3.1

The temperature plotted againt position.

Scalar Fields

Sometimes called scalar functions, scalar fields are a set of numbers (one at each
point) that “go round with the system.” Examples are physical functions of
space on a body, for example, temperature. We describe this by a single (no
index) function of the coordinates, φ(x′, . . . , xN), but this is not a definite
(fixed) mathematical function even though we do not bother to change the
symbol φ. Suppose, for example, you heat a bar uniformly to 1 degree to the
right of 1 meter from the origin, so the temperature function is given by

φ(x) = θ (x − 1). (3.4)

(See Figure 3.1.)
Now transform the system a distance d to the right. For each point x →

x′ = x + d . The plot of temperature now looks like

φ′(x′) = φ′(x + d) ≡ φ(x) = θ (x − 1) (3.5)

of course. As a function we now have

φ′(x) = φ(x − d) = θ (x − 1 − d), (3.6)

which you can see in Figure 3.2. In general,

φ(x) → φ′(x) ≡ φ(x) (3.7)

and if

x → x′ = Tx, then φ′(x) = φ(T−1x). (3.8)

(The physical function is invariant; the mathematical one changes.)

Invariant Functions

Invariant functions (e.g., r2 = x2+y2+z2 under [3] rotations) have f (x′) = f (x)
for all allowable points x′ and x. This can be thought of as a form invariant
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x

Temperature

1

p´

1 + d

FIGURE 3.2

The temperature plotted against position translated.

scalar field. Such objects might be the wave functions of states that are invariant
under rotations.

Contravariant Vectors (t → Index at Top)

Two neighboring points define a vector
−→
P Q at P, which has coordinates dxr

(see Figure 3.3).
If we transform, then

∂x′r
dx′r = dxs (3.9)

∂xs

∂where we notice that x′r

s
is fixed (for each given point P) by the transforma-

∂x
tion; it does not depend on Q, that is, it does not depend upon the vector dx.
This transformation is linear and homogeneous (affine) in the dxr . More gen-
erally, we define contravariant vectors by sets of components B i (associated
with a point P) that transform like

d f
i i ′ j ∂x′i

B → B = B B j (D−1)i (3.10)
∂x j = j

Q

x + dx

Px

FIGURE 3.3

Two neighboring points define a vector P Q at P.



44 Group Theory for the Standard Model of Particle Physics and Beyond

where the B j and the (D−1)i
j are evaluated at P if it matters. This last (ludi-

crous) definition makes sense when you go on to introduce covariant vectors.

Covariant Vectors (Co = Goes Below)

Covariant vectors have lower indices and a rule:

∂x j

Ai → Ai
′ = A

∂x
j′i = D

j
i Aj (3.11)

where the last step follows the chain rule of differentiation:

j ∂x j
∂x′k

∂x j

= = , or 1
j 1δi

∂x′i ∂xi ∂x′k i = (D− )k j
.i (D)k (3.12)

An example (usually the prototype) of a covariant vector is provided by the
gradient of a scalar

∂φ
= ∂rφ (3.13)

∂xr

since

∂φ ∂ ∂ ∂
jφ(x) ∂x

→ φ′(x′) φ(x)
∂xi ′i ∂x′i = (3.14)

∂x
= .

∂x j ∂x′i

You usually deduce this from the remark that the difference between two
scalars at nearby points

φ(x + dx) − φ(x) (3.15)

∂had clearly better be invariant. Thus in the limit φ has
xr

dxr to be invariant,
∂

and hence

∂ → Ds
rφ r ∂sφ (3.16)

has to follow.

Notes

1. In general the xr themselves are not components of a vector at all.

2. In general D depends on the point x, often in a horrible nonlinear
way. The presentation given is now viewed as old fashioned by math-
ematicians but it serves our purpose very well.
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Tensors

The previous ideas extend to tensors of any rank (number of indices) of mixed
contravariant and covariant types:

Trst. . . → T ′ rst = Da ′
Db′

Tr ′s ′t′

ab. . . ab. . . a b a ′b′. . . (D−1)r
r ′ (D−1)s

s ′ (D−1)t .t′ (3.17)

Notes and Properties

1. Scalars are zero index tensors, and contra(co)variant vectors are single
index tensors.

2. Because the transformation laws are linear in the tensor components,
you can add or subtract constant multiples of identical tensor types.

Cabc
de = Aabc

de + 7Babc .de (3.18)

3. You can form outer products, which get the appropriate transforma-
tions,

Vr Ws = Trs . (3.19)

4. Just as (∂rφ)dxr was a scalar, there is an extension to inner products
by contraction of contravariant against covariant indices,

Trs As = Br . (3.20)

5. Symmetry holds after transformation,

Tμν = ±Tνμ. (3.21)

6.
j

δi is a mixed tensor.

7. Theorem: Given some objects S...
···, and that S...

···T...
··· is invariant for all

T...
···, then S...

··· form a tensor.

Proof: Suppose that S → S instead of S′ under a transformation.
Both S′T ′ and ST ′ are equal to ST . Hence, (S − S′)T ′ = 0, but T ′ are
arbitrary.

8. Reduction of tensors is performed by symmetrization (or antisym-

metrization) of all index pairs of the same type and extraction of all
j

δi

pieces by contraction, until an irreducible tensor is reached. (If there
is an εi jk tensor [see later] this must be taken out too. Also [shortly]
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we shall learn how δi j and i jδ exist for rotations; then these must be
pulled out. In general, any invariant [numerical] tensor must be used
if it exists.)

(a) T i j = Si j + Ai j where (3.22)

Si j 1
= (T i j

2
+ T j i ) and (3.23)

i j 1
A = (T i j

2
− T j i ). (3.24)

(b) M
j j 1

i = Mi + j
δ

3 i Mk
k (3.25)

has no trace, and X = Mk .k (3.26)

Notice that, in (a), Ai j has three components and can be related to a
covariant vector by

1
Vi = ε

2
i jk Ajk (3.27)

Ai j = εi jk Vk (3.28)

if you like. In all examples, practice and ingenuity are important. Try
some.

9. Repeated transformations (transitivity). Shift from x to x′, then x′

to x′′.

Vr ∂x′r
→ V′r = Vs (3.29)

∂xs

r r ∂x′′r
then V′ → V′′ = V′p (3.30)

∂x p

∂x′′r
∂x′p

= Vs (3.31)
∂x′p ∂xs

∂x′′r
= Vs . (3.32)

∂xs

(This obviously always works!) Why is this useful? Now that we have
established transitivity, since the transformation laws are linear and homoge-
neous, an equation true before transformation is also true afterward. (From
a passive viewpoint, an equation true in one frame is true in all others.) So
such statements are about the physics, not just the way in which the observer
sees it.
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Rotations

At this point I feel that you have enough of the general definitions to work
on yourself whenever you need, so I shall move on to rotations in Euclidean
space. Then the relationship between the x′i and the xi is linear, real, and
preserves distances. (We also stick to right-handed axes.) The linearity means
that we write

x′i = x j (M−1)i
j (3.33)

xi = x′ j (M)i
j (3.34)

with M a matrix of numbers (i.e., independent of x). Obviously,

∂x j

M
j

(3.35)
∂x′i = i

so that D
j
i is identical to M

j
i in this case. The xi are the components of a

contravariant vector for rotations. The reality of the transformations means
that D has real elements. (You can also show that sticking to right-handed
coordinates means that the determinant of D can be fixed to be unitary.)
The length (Euclidean) of a vector is defined by the sum of squares of its
components, of course, so we have

xi xi = x′i x′i = x j (M−1)i
j x

k(M−1)i .k (3.36)

In matrix language

MMT = 1 (3.37)

and the matrix is orthogonal. Now that is handy. In matrix language you had

A → DA (3.38)

B → (D−1)T B (3.39)

but D = M, so that

A → MA (3.40)

B → MB (3.41)

and for rotations covariant and contravariant are equivalent. We shall just
speak of vectors. You can put the vector or tensor indices up or down at will.

The numerically invariant tensors
j i j j

δ ε δ δ εi and i jk are now available as i j , , ik ,
and so forth.

Now we return to the study of interesting objects with simple transforma-
tion laws.
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Vector Fields

Vector fields are physical functions of space (and time) that are vector valued.
A set of (three) numbers at every point of space are components of a vector at
that point and “go round with the system” (e.g., the velocities at all points of
a fluid at one time). To make this more precise, we introduce more notation
for rotations in our [3] space. Take a set of axes (orthonormal) e i ; specify a
rotation by a set of (orthonormal) vectors ni , which you get by rotating vectors
originally coincident with the e i . (The e i are fixed for all time.)

(Note: The i on e i or ni is a label.)
Then

ni = R(e i ) = e j R j i (3.42)

Clearly

Ri j = e i · n j ; (3.43)

and if you wish to specify the rotation in detail you would probably give the
axis of rotation and the right-hand-thread rotation around it—R(u, θ )—or
you might use Euler angles.

Let us connect this with our previous ideas about vectors. The components
of vectors relate to the labels on the fixed basis vectors by

V = Vi e i (3.44)

V = Vi · e .i (3.45)

Now, a vector “goes round with the system” so that

Vi
′e i ≡ V′ = R(V) = Vj n j = Vj e i Ri j = (Ri j Vj )e i , (3.46)

therefore

Vi
′ = Ri j Vj . (3.47)

Good! Ri j = Mi j = Di j . And, of course, all of this extends to tensors. (We are
not deliberately awkward in having three “matrices” (R, M, D)—when you
wish to read on then it is important to know that they are logically distinct
but coincide in the present case.)

Now to return to vector fields. The precise form of the transformation is
given by:

V(x) = Vi (x)e i (3.48)

Vi (x) = V(x) · e i (3.49)

so that

e i Vi
′(x) = V′(x) ≡ RV(R−1x) (3.50)

as above.
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(In words: The new vector at x is the rotation of the old vector at the point
that moves to x.) Therefore

V 1
i
′(x) = Ri j Vj (R− x) (3.51)

{Scalar field ψ ′(x) = ψ(R−1x)}. (3.52)

(In general you distinguish covariance and contravariance.)
It is probably worth reiterating that although the physical function is un-

changed (ψ ′(x′) = ψ(x)) or merely has its components mixed (Vi
′(x′) =

Ri j Vj (x)) we speak of the change (mathematical) of the objects as

ψ → ψ ′ with 1ψ ′(x) = ψ(R− x) (3.53)

Vi → Vi
′ with Vi

′(x) = Ri j V
1

j (R− x) (3.54)

and you have to keep this in mind. (But physically ψ(x) → ψ ′(x′) ≡ ψ(x).)
Tensor fields are obvious generalizations of vector fields. Now for a new

class of objects.

Tensor Operators

(This is still classical, not quantum.)

Scalar Operator

Not affected by rotation. If it gives a measurement, then the result is a scalar. If
it is composed of the components of tensors, then it is so cunningly constructed
that it “undoes” their transformations. Compare this with invariant function
and contrast this with scalar field.

Vector Operator

These objects (N in N dimensions), which are called the components, go
round with the system like vectors would (not like the components of vectors).
Remember that

ni = e j R j i (3.55)

for vectors originally coincident with the e i . So we have

K 1 .i
′ = K j R j i = (R− )i j K j (3.56)
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As an example, recall how our prototype of a covariant vector was

∂
φ(x)

∂xi

where φ(x) was a scalar field. We can think of a (fixed) vector operator ∇ such
that

∂φ ∂φ
∇φ = e i or ( φ)

∂x
i .

i

{

∇ =
∂xi

}

Now we already know the effect here is to write down the rate of changes,
and we can think of writing

∇ = e i∇i = ni∇i
′ (note order for safety) (3.57)

so that you envisage a set of three operators that change to compensate the
e → n. Clearly then

e i∇i = ni∇i
′ (3.58)

= e j Di
j∇i

′, (3.59)

therefore

∇i = D
j
i ∇ ′

j , (3.60)

therefore

∇ ′ = (D−1)
j
i ∇ j (inverse). (3.61)

This concept extends to tensor operators of all kinds. Examples abound. (In
quantum mechanics the usual ri , L i , pi are all vector operators.)

Notes

1. In general there is no relationship between collections of objects form-
ing tensors and those forming tensor operators.

2. Reduction of tensor operators to irreducible (or spherical) tensor op-
erators follows exactly as it did for tensors.

3. If you compare

K ′i = K j Di
j and (3.62)

Ki
′ = (D−1)

j
i K j (3.63)
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with Equation (3.52), that is,

B ′i = B j (D−1)
j
i and (3.64)

Ai
′ = D

j
i Aj , (3.65)

this is said to be cogredient transformation by some authors. Warning:
Someone taking a passive point of view can “send his axes” through
(−θ ) to “agree” with us—then the transformation laws for Ki and Ai

coincide. This looks neat but hides the problem.

Connection with Quantum Mechanics

The states of systems get “moved around” by transformations—you can think
of the states as points. The Dirac description is in terms of the state vectors |ψ >

(in Hilbert space), and the components (which might be ψi (x) =< e i , x|ψ >,
say) are the corresponding wave functions that you can think of as coordinates
if you like.

Transformations are represented by operators (quantum mechanical this
time) that act on the states to give new ones. Although norms (scalar products)
are preserved, you must remember that complex conjugation is involved:

If |ψ → |ψ ′ > = U|ψ >, (3.66)

then < ψ ′|ψ ′ =< ψ |ψ ⇒ U+U = 1. (3.67)

So the operators representing transformations in this space are unitary.

Observables

(Represented by Hermitian operators). All dynamic variables have to trans-
form with the states. If you have

A|ψ > = |φ > (3.68)

A′|ψ ′ > = |φ′ > (3.69)

for arbitrary states, then

A′U|ψ > = U|φ >= U A|ψ >, (3.70)

so that

A′ = UAU−1. (3.71)
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In particular, if the observable gives a measurement then it must transform so
that the eigenvalue for the rotated state is the same as it was (for the original
observable) on the old state:

A|an >= an|an > (3.72)

U A|an >= anU|an > (3.73)

(U AU−1)U|An >= anU|an >, (3.74)

therefore

A′ = UAU−1. (3.75)

Rotations

(Think about ordinary ones in three-dimensional space.) Corresponding to
each rotation, R, in ordinary three-dimensional space there is a unitary oper-
ator, U(R), which transforms the states. All the “nice” properties are preserved
correctly, so there is no need for most of us to worry about the technical side
of things most of the time.

U(1) = 1 (3.76)

U(R−1) = U−1(R) (3.77)

U(R2 R1) = U(R2)U(R1) (3.78)

with the usual convention that the one written to the right is applied first in
each case.

Scalar Fields

Scalar fields often appear as quantum mechanical wave functions. It is im-
portant to notice that we regard the reference bras < x, e i | as fixed when we
envisage a rotation, but we can then think of the action of the operators on
them. Thus under a rotation R we get:

|ψ > → |ψ ′ >= U(R)|ψ >, (3.79)

< x| →< x|, (3.80)

and so

ψ(x) =< x|ψ >→ ψ ′(x) =< x|ψ ′ >=< x|U|ψ > (3.81)

where we then go on to say:

U|x > = |Rx > (3.82)
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but

UU↑ = 1, that is, U↑ = U−1 (3.83)

therefore

U↑|x > = |R−1x >, (3.84)

so that

< R−1x| =< x|U, (3.85)

and hence

ψ ′(x) =< x|U|ψ >=< R−1x|ψ >= ψ(R−1x), (3.86)

to establish the connection with our scalar field as defined earlier.

Vector Fields

Vector fields often appear in a similar way. If we are describing a system with
angular momentum, then the wave function will have three components that
form the components of a vector field at each point. (This could be a hydrogen
atom in a state with labels n = 2, l = 1, m = (+1, 0, −1).) We would have

< x, e |ψ > = ψi i (x) (3.87)

where we have taken our usual fixed axes in a Cartesian basis. Then, under a
rotation R, we get

|ψ > → |ψ ′ >= U(R)|ψ > (3.88)

< x, e i | →< x, e i | (3.89)

ψi (x) =< x, e i |ψ > →< x, e i |ψ
′ >= ψi

′(x). (3.90)

To go on from here you have to be quite specific in handling the reference
states (vectors)—let’s do this in full detail just for once:

U(R−1)|x, e 1>i = |R− (x), R−1e >i (3.91)

= |R−1(x), e 1 >j R−
j i (3.92)

= |R−1(x), Ri j e >j (3.93)

= Ri j |R−1(x), e > .j (3.94)

That is

< x, e i |U(R) = Ri j < R−1(x), e j | >, (3.95)

since R is real and does not get transposed here.
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Then

ψi
′(x) =< x, e i |ψ

′ > (3.96)

=< x, e i |U|ψ > (3.97)

= Ri j < R−1x, e j |ψ, (3.98)

therefore

ψ ′(x) = R 1
i jψi j (R− x), (3.99)

and we have made the connection with what we called the transformation
law for vector fields earlier.

The extension to see how tensor fields occur as wave functions of states
with high angular momentum should now be obvious.

A form invariant scalar field (invariant function) can appear in the form of
an invariant wave function. If we have a state (such as the ground state of hy-
drogen with a wave function ψ(x) exp( −r

a
)) that is invariant under rotations,

|ψ >→ |ψ ′ > = U|ψ >≡ |ψ >, (3.100)

then

ψ(x) =< x|ψ >→< x|ψ ′ = ψ ′(x) >, (3.101)

and now therefore

ψ ′(x) = ψ(x) (3.102)

and we retrieve form invariance.
Scalar operators (invariant operators) often appear as those which give

measurements which are scalars. These are fixed operators A′ ≡ A, and since
a general state transform as |ψ >→ U|ψ >, we deduce that

[A, U] = 0. (3.103)

The generators of the transformations (J i for rotations) all commute with
scalar operators. (A good example would be the Hamiltonian operator of a
rotationally invariant system [ground state hydrogen atom]. This measures
the energy that is unchanged by rotation.)

Obviously you try to do measurements associated with scalar operators, so
that, although you never move your fixed observing apparatus, the operator
remains appropriate since its change (as a dynamical variable) would have
been no change at all in this case.

Tensor operators arise when you try to do rotations of a system and insist
that the expectation value of some fixed operators (associated with apparatus
in your fixed reference frame) form the components of a vector (or more
generally, a tensor). That is, you have:

< ψ |Pi |ψ > → Ri j < ψ |Pj |ψ >, (3.104)
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but you know that |ψ → U(R)|ψ , so that

< ψ |Pi |ψ > →< ψ |U−1 PiU|ψ > (3.105)

and hence

U−1 PiU = Ri j Pj (3.106)

or U P 1 1
iU

− = Ri j
− Pj = Pj R j i . (3.107)

If you have observables, or dynamical variables (these are quantum mechan-
ical operators), which coincide with these originally, then they form the com-
ponents of a vector operator according to our earlier definitions. (Their ex-
pectation values between fixed reference states also form a vector operator.)
Examples include position momentum and angular momentum operators.
The extension to tensor operators of arbitrary rank is now straightforward.

Note: You can see how the game is starting to get complicated; you can
dream up all sorts of weird objects. But the ones I have indicated are the
most important ones for physics. One last warning: If you do quantum field
theory then the whole game gets yet one more level of complication. But our
definitions and so forth are fine if you work with care.

Specification of Rotations

There are many ways to specify a rotation, but we will stick to the crude idea
of defining an axis by a unit vector n, and then specifying an angle of rotation
θ about that axis in the right-hand thread sense [1,2]. Note: (1) Do not confuse
this n with the moving axes. (2) Read about Euler angles.

For example, if we have Vi → Ri j Vj by an angle θ around the z-axis, then
because R = M = D, and RT = R−1 we know

x′r = xs(R−1)r
s or xr

′ = Rrs xs (3.108)

[x′] = [x]R−1 or [x′] = (R−1)T [x] = R[x] (3.109)

becomes

x′ = x cos θ − y sin θ (3.110)

y′ = y cos θ + x sin θ (3.111)

z′ = z. (3.112)
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Hence, we write

cos

R(e θ3, ) =

⎛

θ − sin θ 0
⎜ sin
⎝

θ cos θ 0

⎞

⎟

⎠
(3.113)

0 0 1

and

⎡⎛

V
⎞⎤ ⎡⎛ ⎞⎤ ⎡⎛

V

→ R

⎞⎤

≏

⎡⎛

1 −θ 0

θ 1 0

⎞⎤ ⎡⎛

V
⎞⎤

⎢

⎢

⎜

⎜

⎟

⎟⎥

⎥

⎢

⎢⎜

⎜

⎟

⎟⎥ ⎥

⎠ ⎠

⎟

⎟

⎣

⎜

⎜

⎥

⎢

⎢

⎜

⎝ ⎦ ⎣⎝

⎥ ⎢

⎢

⎜

0 0 1
⎠

⎟

⎟

⎥ ⎢

⎦ ⎦ ⎣⎝

⎥

⎦

⎢

⎜

⎝ ⎠ ⎣

⎜

⎟

⎝

⎟

⎠

⎥

⎥

(3.114)
⎣ ⎦

⎡⎛

V
⎞⎤ ⎡⎛

0 −1 0
⎞⎤ ⎡⎛

V

≏

⎞⎤

⎢

⎢⎜

⎣

⎜

⎟

⎝

⎟

⎥

⎠⎦

⎥ + θ
⎢ ⎜

⎣

⎢⎜

⎜

1 0 0

0 0 0

⎟

⎟

⎥ ⎢

⎝ ⎠

⎥

⎦

⎢

⎣

⎜

⎟

⎝

⎟⎥

⎥

(3.115)

working with infinitessimals. We can write this generally

⎠

as

⎦

Vi → V′ = V 2
i + θεi i jkn j Vk + O(θ ) (3.116)

= Vi + εi jkθ j Vk (3.117)

that is,

V′ = V + θn × V + O( 2θ ). (3.118)

Transformation of Scalar Wave Functions

Suppose we have a scalar wave function so that when we transform the system
the mathematical change in the function is given by

ψ(x) → 1ψ ′(x) = ψ(R− x). (3.119)

For our small angle rotation about the z-axis we get

1ψ ′(x) = ψ(x + θy, y − θx, z) + . . . (Just R− (θ ) = R(−θ )) (3.120)

= ψ(x, y, z) + θ

(

∂ψ ∂ψ
y − x

)

+ . . . (Taylor expansion) (3.121)
∂x ∂y

iθ
= ψ(x, y, z) − Lzψ(x, y, z) (3.122)

¯
+ . . .

h

where Lz is the usual orbital angular momentum operator.
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We write

ψ(x) → Rz(θ )ψ(x) (3.123)

with

iθ
Rz(θ ) = 1 − L

h̄
z + . . . , (3.124)

and this extends to

iθ
R(n, θ ) = 1 − n

h̄
· L + . . . (3.125)

if we rotate about an axis specified by n.
We define

iθ
R(n, θ ) = 1 − n

h̄
· J + . . . (3.126)

when the system has no classical analogue, that is, for odd-half-integer spins.
Note: At the moment we do not know that all of this is consistent. The result

of two rotations around different axes has to have the appropriate effect as a
rotation. We must check that this ties up with the usual commutation relations
we assigned to components of angular momentum. We shall come to this
shortly.

Finite Angle Rotations

We build up R(n, θ )—now for finite θ—by repeated application of small
rotations around the same axis n.

R(n, θ + dθ ) = R(n, dθ )R(n, θ ) (3.127)

=
(

i
1 − n ,

¯
· J dθ n

h

)

R( θ ) (3.128)

therefore

d i
R(n, θ ) = − n · J R(n, θ ), (3.129)

dθ h̄

and even we can solve this equation to get

iθ
R(n, θ ) = exp

(

−
h̄

)

n · J (3.130)

since

R(n, 0) = 1. (3.131)
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Consistency with the Angular Momentum Commutation Rules

Consider our rotation U(R) specified by R(n, θ ), and think about the compo-
nents Ki of some vector operator. We know that

UK jU
−1 = Kk Rk j = (R−1) jk Kk , (3.132)

exp

(

iθ
−

(

θ
n · J

)

i
K j exp n J

h h̄
·

)

= (R−1)
¯

jk Kk , (3.133)

so that expanding

(

iθ i
1 − n

h̄
· J + . . .

)

K j

(

θ
1 + n J . . . K ε θ K . . . (3.134)

h̄
· +

)

= j − j ik i k +

where the last step follows from the law we deduced for Vi with θ → (−)θ .
Thus

iθ
K j − ni [J i , K j ] + . . . = K ε

h̄
j − j ikθni Kk + . . . (3.135)

and we deduce

[J i , K j ] = ih̄εi jk Kk (3.136)

since n was arbitrary.
Now we can put it all together. The components of the angular momentum

are themselves a vector operator, since the expectation values of them must
transform like the classical angular momentum vector. Putting K → J we see

[J i , J j ] = ih̄εi jk Jk (3.137)

and we have retrieved our previous commutation relations.

Rotation of Spinor Wave Function

The spin 1
2

wave function with two components uses the Pauli matrices as

h̄
Si = σ

2
i (3.138)

to describe the angular momentum.
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Thus we get

ψα(x) → ψα
′ (x) = exp

[

iθ
− n

h̄
· (L + S)

]

ψα(x) (3.139)

=
[

exp

(

iθ
− n

2
· σ

)]β

, ψβ(R−1x) (3.140)
α

and we will just concentrate on the matrix factor.
Notice that

n · σ n · σ = ni n jσiσ j (3.141)

= ni n j {δi j 1 + iεi jkσk} (3.142)

= n2 = 1 (3.143)

so that

(

iθ θ
exp − n · σ

)

= cos

(

n · σ

)

− i sin

(

θ
n · σ

)

(3.144)
2 2 2

= cos

(

θ

2

)

− in · σ sin

(

θ

2

)

(3.145)

β
θ θ

∴ ψα(x) →
[

cos in
2

− · σ sin

(

ψ (R−1(θ )x). (3.146)
2

)]

β

α

We first introduced our angle θ to rotate a vector, and we expected a rotation
of 2π to take us back to the start. Here we see that

(

θ=2π

ψ(x → (−)ψ(x)

)

(3.147)

and we seem to have to go round twice in ordinary space to get back to ψ(x)
again. No physics goes wrong, because we always have bilinears in ψ to de-
scribe physical quantities. This is what distinguishes spinor “representations”
of SO(3) from vectors. (The spinors of SO(3) are vectors of SU(2).)

To check that we are not missing the point, we should do the finite angle
transformations of both spinors and vectors in a full and related way. We shall
need some more powerful machinery.
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Orbital Angular Momentum (x × p)

This is where the story usually starts. One way to represent the angular mo-
mentum algebra

[L i , L j ] = iεi jk Lk (3.148)

is to consider position and momentum vectors in a [3] space, with an uncer-
tainty relation

[xi , p j ] = iδi j (h̄) (3.149)

L i = εi jk x j pk . (3.150)

Then

[L i , L j ] = εi pq ε jlm[xp pq , xl pm] (3.151)

= εi pq ε jlm{xp[pq , xl]pm + xl[xp, pm]pq } (3.152)

= iεi pq ε jlm{−xp pmδql + xl pq δpm} (3.153)

= i xa pb{−εiasε jsb + εisbε jas} (3.154)

= i xa pb

{ j b j
δ δi − b j j b aδ δ δ δ δ δa i a − i a + i b

}

(3.155)

= i xa pbεi jkεkab (3.156)

= iεi jk Lk (3.157)

as required. Of course, you cannot represent all cases (add half-integers) this
way, but we shall see this in detail later.

As you know, the Schrodinger¨ representation is the one in which

x̂ → x (3.158)

p̂ → −i(h̄)∇ (3.159)

but, although this specifies the concrete representation

∂
L i → −i(h̄)εi jk x j (3.160)

∂xk

it does not reveal the full significance in three dimensions. To do this you
move to spherical polar coordinates.

By thinking about small angles

er = sin θ cos φi + sin θ sin φ j + cos θk (3.161)

eθ = cos θ cos φi + cos θ sin φ j − sin θk (3.162)

eφ = − sin φi + cos φ j . (3.163)
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These e’s are not fixed. An alternative (instructive) way to obtain these results
is to note that

∂ 1 ∂ 1 ∂
∇ = er + eθ r ∂θ

+ e
∂r φ , (3.164)

r sin θ ∂φ

(watch the order) and to act on

r = rer = {sin θ (i cos φ + j sin φ) + k cos θ}r (3.165)

with eθ · ∇ and eφ · ∇.
Now, if you try to work out L i in terms of spherical polars it soon gets hard.

The example

∂ ∂x ∂ ∂y ∂ ∂z ∂

∂φ
= (3.166)

∂φ ∂x
+

∂φ ∂y
+

∂φ ∂z

∂ ∂
= −r sin θ sin φ + r sin θ cos φ

∂x ∂y
+ 0 (3.167)

∂ ∂ ∂
= −y + x ⇒ L (3.168)

y
z

∂x ∂
= −i

∂φ

is the only easy one. Try it and see. Instead you say:

L = r × p ⇒ −ir × ∇ (3.169)

= −irer × ∇ { er , eθ , eφ} are right-hand set (3.170)

i

[

−e
= − θ ∂ ∂

sin θ ∂φ
+ eφ

∂θ

]

(3.171)

⎧

(

∂ ∂
⎪ i cot
⎪

θ cos φ sin
∂

+ φ
(

φ

= i

⎪ ∂
⎨

θ

∂ ∂

)

θ

⎫

+ j cot θ sin φ
∂φ

− cos φ
∂

∂

)

⎪

⎪

⎪

⎬

. (3.172)
⎪

⎪

⎪

⎩ +k
(

−
∂φ

)
⎪

⎪

Hence

⎪

⎭

∂
Lz = −i , (3.173)

∂φ

as before, while

∂
L L± = x ± i L y = ±e±iφ

(

∂

∂θ
± i cot θ

∂φ

)

. (3.174)
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Again,

L2 1
= L i L i = (L L + L L ) L

2
+ − − + + z2 (3.175)

= L2
z + ( Part of L L even in , ) (3.176)+ − θ → −θ φ → −φ

∂
2

= −
∂ 2φ

+ “Even part”

of

{

e iφ
(

∂ ∂
+ i cot θ

)

∂ ∂
(−)e−iφ

∂θ φ

(

∂θ
− i cot θ

∂ ∂φ

)

}

(3.177)

∂
2

= −
∂ 2φ

+ “Even part”

⎧

∂ ∂ ∂i cot
⎪

−
⎪

⎪

∂
θ

⎪

θ

(

∂θ
−

∂φ

)

of

⎪

⎨ ⎡

−ie−iφ
(

∂ ∂i cot

⎫

∂
− θ

θ ∂φ

⎪

⎪

)

⎪

⎤

⎪

⎪

⎬

(3.178)
⎪

⎪

⎪−e iφi cot θ
⎢

+e−iφ ∂

∂φ

(

∂ ∂

∂θ
− i cot θ

∂φ

)

⎥

⎪

⎣ ⎦

⎪

⎪

⎪

⎪

⎩

⎪

⎧

⎪
∂

2

⎪

⎭

∂
2

= −
∂ 2φ

−
⎪

⎨ ∂ 2θ

(3.179)
⎪

∂
⎪+ cot θ cot2 ∂

2

⎫

⎩ ∂
θ

2θ
+

∂φ

⎪

⎪

⎬

2

⎪

⎭

= −
{

∂ ∂ 1 ∂
2

⎪

+ cot θ +
}

(3.180)
∂ 2θ ∂ sin2 θ ∂ 2θ φ

= (−)

{

1 ∂ ∂ 1 ∂
2

sin θ .
sin ∂ ∂

+ (3.181)
sin2 2θ θ θ θ ∂φ

}

Note: The {er , eθ , eφ} are not fixed, so to get this result by (−ir ×∇) ·(−ir ×∇)
in spherical polars needs ∇ · eθ and so forth. Try if you like; it is not easy.

Now, what we have shown is that L i does not depend upon r at all. The
action of the L i on the space is to induce rotations. We shall return to this later.
Meantime, we ought to specify the representations. You should solve

LzYm
ρ (θ , φ) = mYm

l (θ , φ) (3.182)

L2Ym
ρ (θ , φ) = l(l + 1)Ym

l (θ , φ), (3.183)
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but L2 is horrible and has two derivatives, so you solve instead

LzYm( mθ , φ θl ) = mYl ( , φ) (3.184)

L Ym
± l (θ , φ) = (l ∓ m)(l ± m + 1)Ym

l (θ , φ). (3.185)

L m
zYl

√

= mYm
l (3.186)

∂
⇒ Ym

∂
l imYm

l (3.187)
φ

=

∴ Ym
l = clme imφ Pm

l (θ ). (3.188)

L Yl
+ l = 0 (3.189)

⇒ e iφ

(

∂ ∂

∂θ
+ i cot θ

)

e ilφ P l
l (θ ) = 0 (3.190)

∂φ

∴

(

∂
− l cot θ

)

P l
l (θ ) = 0 (3.191)

∂θ

d P l
l d(sin θ )

∴

P l
= l cot θdθ = l (3.192)

l sin θ

∴ P l
l = (const.) sinl θ. (3.193)

We know (by the orthogonality theorem) that these functions can be made
orthonormal, and we normalize on the unit sphere

∫ π

d mθ sin θ

∫ 2π

dφY∗m′

̺ (θ θ′ , φ)Y , δl ( φ) = δll ′ mm′ . (3.194)
0 0

Here we need

1 = |cll |2
∫ 2π π

dφ

∫

d 2θ sin θ sin l θ (3.195)
0 0

π

= |cll |22 2l 1π

∫

dθ sin + θ
0

= |cll |22π I2l+1. (3.196)
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But

I l
2l+ = −

∫

sin2
1 θd(cos θ ) (3.197)

π

= −[cos sin2lθ θ ]π0 +
∫

cos θd(sin2l θ ) (3.198)
0

π

=
∫

2l cos2 sin2l−1θ dθ (3.199)
0

= 2l I2l−1 − 2l I2l (3.+1 200)

2l (2l)!!
∴ I2l+1 = I

2l + 1
2l 1 I− =

(2l + 1)!!
1

(2l!!)2

= I (3.
(2l + 1)!

1 201)

(2ll!)2 2l+1(l!)2

= 2 = . (3.202)
(2l + 1)! (2l + 1)!

Convention then takes c l
ll real, and the sign (−1) to make Y0

l (0, 0) real and
positive, and we find

−1)l
l (

√

(2l 1)
Y

+ !
e ilφ sinl θ.l = (3.203)

2ll! 4π

The rest are now found by lowering:

1
Ym−1

l =

√

L Ym (3.
(l + m)(l − m + − l 204)

1)

m

√

(l + m)!
∴ Y = (L )l−mYl

l − . (3.
2l!(l − m)! l 205)

The conventional connection between the spherical harmonics (Ym
l ) and the

associated (first kind) Legendre functions ( Pm
l ) is:

m (2l 1)(l m)!
Yl = ( m

√

+ −
−1) e imφ Pm

l (m ≥ 0), (3.206)
4π(l + m)!

and in particular,

0

√

2l
Yl

+ 1
= P

4
l (3.207)

π

where the Pl are the Legendre polynomials (the 0 index is conventionally
dropped).
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Now

Y0
0 =

√

1
, (3.208)

4π

Y1
1 = −

√

3
e iφ sin θ (3.209)

8π

Y0
1 =

√

3
(3.210)

4π

Y−1
1 =

√

3
e−iφ sin θ. (3.211)

8π

The Spinors Revisited

Recall that

Uαβ =
[

i
exp

(

− θ
2

)

niσi

]

(3.212)
αβ

ψα → Uαβψβ (3.213)

Vi → Ri j Vj (3.214)

are the transformation laws under an angle of magnitude θ about the axis
parallel to n.

The projection operators

1
P± = (1 ± n σ

2
· ) (3.215)

have the usual properties in the spinor sector, so that

U = 1 cos

(

θ θ
iσ n sin (3.216)

2

)

− ·
(

2

)

as previously.
What are the related projection operators for the vector representation?

Consider

( P AB 1
) A

i j = Tr
2

·
(

P σi P Bσ j

)

A = B (3.217)

1
( I )i j =

2

∑

Tr
A

·
(

P Aσi P Aσ j

)

(3.218)

where A takes the range 1 to 2, and i takes the range 1 to 3.

�
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Use the completeness

(σi )αβ(σi )γ δ + δαβδγ δ = 2δαδδγβ (3.219)

to write

1 1
Tr

2
· (σi X)Tr · (σi Y) = Tr · (XY) − Tr · (X)Tr

2
· (Y) (3.220)

1 1
Tr · (σi Xσi Y) = Tr · (X)Tr Tr .

2
· (Y) − · (XY) (3.221)

2

Then

P AB)ik( PC D 1 1
)k j = Tr ·

(

P Aσi P Bσk

)

Tr ·
(

PCσk P Dσ (3.222)
2 2

j

)

=
no

∑ 1
Tr

sum 2
·
(

P Aσi P Bσ j

)

AC B Dδ δ (3.223)

by Equation 3.220

= 0 if A = B and/or C = D. (3.224)

Again

( P AB 1
) I = Tr ·

(

P A P B
)1

Tr ·
(

PC
ik k j σi σk σk P Dσ

2 2
j (3.225)

= by Equation (3.220)

)

= 0 because B = C etc., (3.226)

and similarly I P = 0.
Yet again

1
Iik Ik j = Tr ·

(

P A A 1 B Bσ σ
2

i P σk

)

Tr
2

·
(

P σk P j

)

(3.227)

1
= by Equation 3.220, Tr

2
·
(

P Aσi P Aσ j

)

= Ii j (3.228)

because
∑

P A = 1 and the σi are traceless.
Finally

∑

( P AB)i j

A=B

+ Ii j = δi j (3.229)

so these are projection operators.

� �

�

�
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Dimensions of Projected Spaces

These are given by traces. Tr · ( P AB) = by Equation (3.221) = 1, so this is one
dimensional and there are 2(2 − 1) = 2 of these projectors.

1
Tr · ( I ) = Tr

2
·
(

P Aσi P Aσi

A

)

(3.230)

= Tr · ( P )Tr · ( P A 1
) − Tr

2
· ( P AP A) (3.231)

by Equation 3.221,

2 1 2

=
∑

(1
A=1

× 1) −
2

∑

(1)
A=1

= 2 − 1 = 1 (3.232)

as expected, but this space is not irreducible.
In our SU(2) notation we find

1
( P±∓)i j = Tr ( P±σ P∓σ ) (3.233)

2
· i j

1
= [δi j − n n

2
i j ∓ iεik j nk] (3.234)

1
and ( I )i j = Tr [( P+σ P+σ ) ( P−σ P−σ )] (3.235)

2
· i j + i j

1
= Tr · (σiσ j ) − ( P+− P

2
+ −+)i j (3.236)

= δi j − (δi j − ni n j ) = ni n j . (3.237)

Connection between the “Mixed Spinor” and the Adjoint (Regular)

Representation

Recall that the product of two spin 1
2

states gave a three-dimensional vector
and a singlet. When the singlet has been removed by the trace, we can write

1
Vαβ = √ Vi (σi )

2
αβ (3.238)

and the inverse

1
Vi = √ Tr

2
· (Vσi ). (3.239)
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Now when the spinor transforms as

ψα → Uαβψβ (3.240)

then we see that

1
Vi → √ Tr ·

(

UVU−1σi
2

)

(3.241)

is the transformation of the vector. Expanding for small angles we see that

1
U = 1 − iθ

2
· σ (3.242)

U−1 1
= 1 + iθ

2
· σ , (3.243)

1
→ √ Tr

2
· VU−1σiU (3.244)

= Vi + θkεik

(

j Vk

)

(3.245)

to first order, which we hope is familiar. We would like the full version of all
this. Returning to

1
Vi → √ Tr

2
·
(

UVU−1σi

)

(3.246)

we use Equation (3.220) from the completeness relations to establish that

Vi → Ri j Vj (3.247)

1
Ri j = Tr

2
·
(

U−1σiUσ j . (3.248)

It is straightforward to use Equation (3.220) again

)

to show that

Ri j (RT ) jk = δ jk , (3.249)

where the T indicates transposition of the matrix, so that R is, as expected,
actually orthogonal.

Finite Angle Rotation of SO(3) Vector

We have just established that

U = exp

[

θ θ
−i P+

2
+ i P−

2

]

(3.250)
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and that

Ri j = Ii j+Pi j
+− exp

[

i i
{(θ ) − (−θ )

2
{ )

2
}
]

+( Pi j
−+)exp

[

(−θ − (−θ )}

(3.251)

]

= ni n j + (δi j − ni n j ) cos θ − iεik j nk i sin θ (3.252)

∴ R(n, θ )i j = ni n j [1 − cos(θ )] + δi j cos(θ ) + εik j nk sin θ. (3.253)

This is often written in the form of dot and cross products as

V → V′ = V cos(θ ) + [1 − cos(θ )](V · n) + sin(θ )n × V. (3.254)

(If you are not familiar with this result, it could be checked by using the [cubic]
characteristic equation method.) Note that when θ → 2π then V′ → V. So
the rotations really do what we expect and the spinors of SO(3) really do a
strange double cover transformation.

References

1. A.R. Edwards, Angular Momentum in Quantum Mechanics. Princeton University
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Problems

3.1 Read through from Equations (3.4) to (3.8). Now close the book and
try to rewrite them.

3.2 Explain what is understood by a contravariant vector.

3.3 Explain what is understood by a covariant vector.

3.4 Show how to express a tensor T i j into symmetric and antisymmetric
parts. Using the Levi-Civita tensor show how to write the antisym-
metric part as a covariant vector.

3.5 Taking a contravariant vector as the example, show how transitivity
works.

3.6 Using your own notation, show that for rotations in three dimen-
sions, covariant and contravariant are equivalent.

3.7 Explain in your own words what is understood by a scalar operator
and a vector operator.



70 Group Theory for the Standard Model of Particle Physics and Beyond

3.8 Show in terms of Dirac’s state vectors that operators representing
transformations on the space formed by them are unitary.

3.9 Show how to express the operator R(e3, θ ) as a 3 × 3 matrix.

3.10 Using your own notation show how to build up a rotation operator
in three dimensions by an angle about a fixed vector axis.

3.11 Take the rotation operator you constructed in the previous problem
and by rotating a vector operator Ki and then expanding to first
nontrivial order in the angle, find the commutator of Ki with the
components of the angular momentum. Hence, retrieve the familiar
commutation relations of angular momentum.

3.12 Using your own notation show how to describe the angular mo-
mentum of a spin 1

2
wave function. Use your result to find the 2 × 2

transformation on a spin 1
2

wave function.

3.13 Using your own notation, show how to find the commutation rela-
tions of components of orbital angular momentum for the integer
cases.

3.14 Using spherical polar coordinates, work out the operator L z.

3.15 Repeat Problem 3.14 starting with L = r × p.

3.16 Using your own notation work out the correctly normalized form
of the spherical harmonics Y1

1 , Y0
1 , and Y−1

1 .

3.17 Show that the familiar operators P± = 1
2
(1 ± n · σ ) are indeed

projection operators.

3.18 Show what is understood by completeness of the Pauli matrices
and the associated unit operator matrix.

3.19 What dimension do the state vectors projected by the operators in
the previous two problems have?

3.20 The product of two spin 1
2

states gives a three-dimensional vec-
tor and a singlet. When the singlet has been removed by tracing,
show how the components of the three-dimensional vector can be
expressed in terms of the trace of the matrix and Pauli matrices and
also vice versa.



4
Special Relativity and the Physical
Particle States

The Dirac Equation

We look for a Hamiltonian to use in the time-dependent Schrodinger¨ equation,
and because this is first order in time we stay first order in space trying to
treat all coordinates on a similar basis. Write

∂ψ
i Hψ i i ∂ψ

α mβψ i 1, 2, 3 (4.1)
∂t

= = −
∂xi

+ =

where ψ is now a column and the iα and β are square matrices.
We require p2 = m2 or the Klein–Gordon equation (� + m2)ψ = 0 but we

actually have

∂
2 i j jψ α α

0
+ iα α ∂

2ψ ∂ψ
= im i i )

∂t2
− (α β βα m2 2β ψ (4.2)

2 ∂xi ∂x j
− +

∂xi
+

by iteration (or squaring) and using symmetry in the second term. Hence we
require the algebra

i jα α + j iα α = 2 i jδ

iα β + iβα = 0

( iα )2 = 1 = 2β . (4.3)

Moreover if H is Hermitian, then so are iα and β.
Now any matrix whose square is 1 has eigenvalues only ±1. (Proof: Mψ =

aψ with real a because M is Hermitian. Thus ψ = M2 2ψ
i

= Mαψ = a ψ .) Also
β and α are traceless. (Proof: Tr ( iα ) = Tr ( 2 iβ α ) = Tr ( iβα β) = Tr (− iα ).)

Hence since the trace of a matrix is the sum of the eigenvalues, there must
be an equal number of ±1’s—these matrices are thus of even dimensions.
Clearly 2 × 2 is too small—only three Pauli matrices but at least four Dirac
matrices. We shall try 4 × 4.

All possible products will now therefore yield (up to) 16 independent ma-
trices that are Hermitian. But for reasons that will become clear (covariance

71DOI: 10.1201/9781439895207-4
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with pseudo-orthogonal Lorentz group), we choose to work with 16 that have
a pseudo-Hermitian property. Define

0γ = β and iγ = iβα (4.4)

so that the Dirac equation now reads

i
{

0 ∂ ∂
γ

∂t
+ γ ′

∂x′ + +
}

ψ = mψ

or iγ μ
∂μψ = mψ

or i∂/ψ = mψ (4.5)

where we have written γ μ pμ = p/ = pμγμ for pμ any vector.
Notes: (a) If pμ = i∂

μ → (p/ − m)ψ = 0. (b) Despite the index notation the
γ μ are just four matrices (similarly γμ = gμνγ

ν) and they never transform.

The Clifford Algebra: Properties of γ Matrices

The Clifford algebra now reads

{γ μ, γ ν} = 2gμν (4.6)

where 1 has been suppressed on the right-hand side. All the γ ’s are traceless.
0γ is Hermitian and the iγ are anti-Hermitian. We have four of the γ ’s and the

unit matrix so there are 11 more objects to find. First look at the commutators
of the γ ’s:

σμν i
= [γ μ, γ ν] (4.7)

2

and this gives us six more because of the antisymmetry in μ ↔ ν.
Clearly the i jσ are Hermitian and the 0iσ anti-Hermitian. All σμν are trace-

less because any product of anticommuting matrices is traceless. (Proof:

Tr( AB)
anti
= (−)Tr (B A)

cyclic
= (−)Tr ( AB). This assumes finiteness.)

Now because each of the γ μ squares to 1, we can see that the last five
matrices must be four of the type 0 1 2γ γ γ (i.e., missing one of γ μ each time)
and with 0 1 2 3γ γ γ γ as the final one. We define

σμ5 = iγ μ 5 i
γ = εμν̺λγ

3!
−γ̺γλ (4.8)

where using γμγ μ = 4

εμν̺λ
5γ = γ

4!
μγνγ̺γλ. (4.9)

Notice that 0123ε = (−)1 so that 5γ = (−) 0 1 2 3 3 2 1 0γ0γ1γ2γ3 = γ γ γ γ = γ γ γ γ

and so forth. Clearly, by looking at the 3γ and 4γ expressions, i5σ are Hermi-
tian, but 5γ and 05σ are anti-Hermitian. Again, {γ μ, 5} = { 0γ γ μ, 1 2 3γ γ γ γ }
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and with three of these γ μ anticommutes but with itself it commutes so
that

{γ μ, 5γ } = 0. (4.10)

Thus

σμ5 i
= [γ μ, 5γ ], (4.11)

2

which fits with the previous notation and also shows that Tr(σμ5) = 0 because
it is the product of anticommuting matrices.

Finally 5γ = 0γ ( 1 2 3 5γ γ γ ) = −( 1 2 3 0γ γ γ )γ so that γ is traceless too.
Moreover

5 5γ γ = 0 1 2 3 3 2 1 0γ γ γ γ γ γ γ γ = −1

∴ { 5, 5γ γ } = −2. (4.12)

You now have 16 matrices, all Hermitian or anti-Hermitian, and all traceless
except for one.

To establish that they are linearly independent you work out the full mul-
tiplication table (Figure 4.1).

0 0 0

0

0

0

0

0

i i|gµρ γλ – gµλ γρ|

i|σµλ gνρ – σµρ gνλ

+ σλν gµρ – σρν gµλ|

gµρ gµλ – gµλ gνρ

–i|gµρ σν5 – gρν σρ5|

–gµρ

iσµρ

–½ εµραβ σαβ

σαβ

–½ εµναβ

i gµρ γ5

–gµρ εµρλδ

+ εµνρλ γ5
εµνρδ γδ

σδ5

–i σµ5

–i γµ

σµν

σµ5

γµ

–1

0

σρλ σρ5γρ γ5

B

A

1

σρλ σρ5γρ γ51

1

γ5

½ |A, B|

½ {A, B}

FIGURE 4.1

The γ matrix product table.
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Structure of the Clifford Algebra and Representation

If you examine the table (Figure 4.1) you see that the square of each of the

16Ŵμ is ±1. Indeed, you can see that ( RŴ )
† ≡ ( RŴ )

−1
for all R. Moreover the

product of any two classes

R S RSQ QŴ Ŵ = p Ŵ (p are complex numbers; each is ±1 or ±i) (4.13)

in such a way that there is only one term in the sum, and only one appears
when you have a square.

1. The 16 RŴ give a linearly independent basis.

Proof: If c R
RŴ = 0 then multiply by SŴ and trace → 0 = cRTr( S RŴ Ŵ ) =


\S4ξScS → cS ≡ 0 where we have defined ( RŴ )2 = ξR1. We see that


\ S
SξSŴ = ( SŴ )−1 = ( SŴ )†, ξS = ±1 (4.14)

is another way of writing this.

2.

\RξR pSRQ = \ QSR
QξQ p

Proof: Q SŴ Ŵ = pQSR RŴ

( QŴ ×) S RξQ = \ QSR QŴ 
α p Ŵ Ŵ

(× RŴ ) S RξQŴ Ŵ = \ QSR Q
Q, R p Ŵ ξR

(There was only one term in R “sum.”)

( SξRξQ) 
\ R
RξRŴ Ŵ = \ QSR Q
QξQ p Ŵ

∴
\ SRQ Q QSR Q
R
\QξR p Ŵ = \
αξQ p Ŵ

∴
\RξR pSRQ = \ QSR
QξQ p . (4.15)

3. If there are two representations of the algebra of multiplication, RŴ ,
which is N × N, and Rγ , which is n × n then there is a matrix linking
them.

Proof: Let F be an arbitrary N × n matrix and define S = RξRŴ F Rγ

where the triple index is intended and there are 16 terms in the sum.
Then

S Sγ = RξRŴ F pRSQ Qγ

= QξQŴ F pQSR Rγ (relabel)

= ξR pSRQ QŴ F Rγ (by 2 above)

= S RŴ ξRŴ F Rγ (same algebra for γ and Ŵ)

= SŴ S. (4.16)
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Notice that F is quite arbitrary and since the γ ’s are linearly inde-
pendent we can always find an S which is not identically zero (e.g.,
take just one entry of F = 0).

4. Up to equivalence there is only one irreducible representation of the
γ matrices. Up to a constant factor the matrix giving the equivalence
is unique.

Proof: We have to invoke Schur’s lemma; we will prove this on the
way. The first part of Schur’s lemma states that if the representations
are irreducible (i.e., there are no nontrivial subspaces; the identity
and the whole lot are trivial) then S is either null, or is nonsingular
with N = n.

To prove this note that Ŵ and γ induce linear transformations in the
vector spaces PN and Pn. But S maps Pn into a subspace (we assume
N ≥ n without loss of generality) P̃ of PN by

S : Pn → P̃ = s P ⊂ PN (S is N × n)

and this P̃ is an invariant subspace of PN because

SŴ {P̃} = SŴ S{P} = S sγ {P} = set multiplication S{P} = P̃

so the irreducibility implies P̃ is either empty or identical to PN. But
we know that S is not null, so PN = S{PN} is a subspace of Pn while
n ≤ N; clearly n = N. Moreover S has an inverse, because if it had
zero determinant it would pick out a subspace. More precisely, if S
is singular then at least one eigenvalue is zero, so let {P0} be the set
with S{P0} = 0. Then

S Rγ {P0} = RŴ S{P0} = RŴ 0 = 0

R{P0 0γ } = {P }

and {P0} is an invariant subspace.
But S is not null (which could be the case if all the eigenvalues were

zero), hence we have a contradiction, so S is not singular.
The two representations are equivalent by

SŴ = S Sγ S−1 (4.17)

and we can now show that S is unique up to a multiplicative factor
by using the second part of Schur’s lemma: If a matrix commutes
with all members of the irreducible set then it must be a multiple
of the identity. The proof of this starts from [ Rγ , M] = 0 so that
[ Rγ , M − λ1] = 0.

But take λ such that Det(M − λ1) = 0, then it picks out a subspace
unless it is null, so Schur’s lemma is saying M = λ1.

�
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So now, if you have two matrices S and S′, which both give the
equivalence

SŴ A = S Sγ S−1

SŴ = S′ Sγ S′−1

then S−1S′ Sγ S′−1S = S−1 SŴ S = Sγ

∴ [S−1S′, Sγ ] = 0

∴ S−1S′ = λ1

∴ S′ = λS.

5. Completeness. Consider the section above when RŴ = Rγ and there-
fore S = λ1.

Then λδβ
α = Sβ

α = ξR( Rγ )ν
α F μ

ν ( Rγ )β
μ

and tracing ⇒ 4 R Rλ = ξ ν
R(γ )α F μ

ν (γ

(

)α
μ

)

= ξRξRδν
μF μ

ν

= 16δν
μF μ

ν .

Hence λ = 4δν
μF μ

ν and substituting

4δν
μF μ β R

ν α = ξR( Rδ γ )ν
α F μ

ν (γ )β
μ

and this is true for arbitrary F implies

∑

1

6 RξR(γ )ν
α( Rγ )β

μ

R=1

= 4δβ
α δν

μ. (4.18)

Lorentz Covariance of the Dirac Equation

Recall that the rotations and boosts are specified by the coordinates of the
transformed point being given as

x′μ = �μ
ν xν

∂
∂
′
μ =

∂x′μ = �ν
μ∂ν .

Now the Dirac equation reads (iγ μ
∂μ − m)ψ(x) = 0 and if ψ → ψ ′ under

Lorentz transformation, then (examining at the transformed point for conve-
nience) we had better have (iγ μ

∂
′
μ − m)ψ ′(x′) = 0 to ensure covariance. We

can rewrite this as (iγ μ�ν
μ∂ν m)ψ ′(�x) 0 and writing Ŵν γ μ�ν

μ we can− = =
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insist that Ŵν = s�γ νs−1
� because

{Ŵμ, Ŵν} =
{

γ α�μ, γ β ν
α �β

= �μ
α�ν

β2gαβ

}

= 2gμν

and we have the same algebra and can apply the theorem. (Of course we do not
yet know S.) We now have (iγ μ

∂μ − m)S−1
� ψ ′(�x) = 0 since S is nonsingular.

So, to ensure covariance, we have

ψ(x) → ψ ′(x) = S 1
�ψ(�− x) (4.19)

under Lorentz transformation. Any object that transforms in this manner is
called a covariant four-component spinor. Of course, the Sn have to form a
representation of the Lorentz group.

Now, using Lie’s theorems again, we restrict to the infinitesimal form �ν
μ =

δν
μ + ων

μ + . . . and for the spinors we write

ψα
′ (�x) = Sβ

α ψβ(x)

i
= ψα(x) − ω β

μν(
μν)αψβ(x) + . . . (4.20)
4

where the six 
μν have to be constructed out of the 16 matrices RŴ .
Imposing

γ ρ�λ = Sγ λ 1
ρ S−

implying that

γ ρ
[

δλ
ρ + ωλ

ρ

]

�

[

i
1 − ω

4
· 


]

γ λ

[

i
1 + ω

4
· 


]

∴ γ ρωλ i
ρ � − ω

4
μν[
μν , γ λ]

that is,

ωμν [
μν , γ λ] − 2i[γ μgνλ − γ νgμλ] = 0.

But the ωμν are arbitrary

{

, so that

}

[
μν , γ λ] = 2i(γ μgνλ − γ νgμλ) (4.21)

and from the tables 
μν = σμν is a solution of this. Notice that for proper
Lorentz transformations we require det S = 1 so that the σμν , being traceless,
are appropriate (i.e., do not take the solution σμν +1). Also, if there is another
solution, then the difference commutes with all γ λ ⇒ commutes all RŴ ⇒ is
a multiple of the identity. So we have the solution.
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The Adjoint

We know that some of our RŴ are Hermitian and others anti-Hermitian.
Notice, by inspection, that

R 0 R 0 Rγ ≡ γ γ †γ = γ (4.22)

which is why I have adopted the current conventions. In particular

σμν† = 0γ σμν 0γ

i i
and since S = 1 − ω

4
μνσ

μν + . . . = exp

(

− ω
4

μνσ
μν

)

then S† = 0γ S−1 0γ

by inserting lots of 1 = 0 0γ γ in between terms of the expansion. Another way
of saying this is

S ≡ 0γ S† 0 = S−1γ (4.23)

and we note that S is unitary only if ω0i ≡ 0 leaving only the rotations described
by ωi j . (This is no surprise; we noted the pseudo-orthogonality before. This
is a finite dimensional representation of a noncompact group.)

It is now obvious how to construct covariant quantities from �† and we
also now see why we put indices on the constant γ μ matrices. We introduce
the adjoint spinor (contravariant) � by

α
� = �†β( 0γ )α

β or � = �† 0γ . (4.24)

Then when

� ′ = S�

� ′† = �†S†

but �
′ = 1�S = �S−

that is,
′α = β

(S) = β 1� � β
α � (S− )α

β . (4.25)

Now

Sγ μS−1 = γ ν�μ
ν , so

�μ
ν Sγ ν S−1 = γ μ

∴ S−1γ μS = �μ
ν γ ν (4.26)

and hence �γ μ� is a contravariant four-vector.
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This extends under space-reflection

x → (−)x

t → t that is xμ → \
μgμμxμ, (4.27)

which you recall has to be adjoined to our proper Lorentz transformations,
and we have

� → Ŵ� with � → � P = � P−1 (4.28)

exactly as earlier. This time Ŵμ = \
μgμμγ μ = γ μ = P−1γ μ P , which has the
(unitary) solution P = eiφ 0γ and if P2 = 1 then e iφ = ±1 so usually

P = 0γ (4.29)

is the standard choice.
We find that all the RŴ give us R�Ŵ � to be real (Hermitian later when

operators), with

�� scalar

5�γ � pseudoscalar

�γ μ� vector .

�σμ5� pseudovector

�σμν� tensor

The Nonrelativistic Limit

Suppose we go to the rest frame of the electron, so that

∂�
i

∂t
= H� → m 0γ � (4.30)

then we identify

� = e−imt 0ξ γ ξ = ξ (4.31)

� = eimt 0η γ η = (−)η (4.32)
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as two sets of solutions. Notice that 1+ 0γ

2
is a projection operator for the positive

energy solutions and 1− 0γ

2
for the negative.

P+ + P− = 1

P P+ − = P P− + = 0

P P+ + = P+

P P− − = P−.

There is a representation of the Dirac matrices where

β = τ3 × 1 =
(

1 0

0 −1

)

(4.33)

α =
(

0 σ

σ 0

)

= τ1 × σ (4.34)

so that

0γ = β =
(

1 0

0 −1

)

(4.35)

iγ = iβα = iτ2 × i 0 σi
σ =

(

− iσ 0

)

. (4.36)

In this representation, ( 1+ 0γ

2
) = ( 1 0

0 0 ) and ( 1− 0γ

2
) = ( 0 0

0 1 ) so that � = ( ξ

η ). We

refer to upper and lower components.
Now in the rest frame, H = m 0γ commutes with

i 1 i jk jk

(

σi 0

 = ε σ

2
=

0 σi

)

(4.37)

therefore so do ( 1±γ0

2
). So we can further clarify the solutions by using the

projection operators.

Poincaré Group: Inhomogeneous Lorentz Group

Restrict your attention to [4] of space and time. Write

xμ = (x0, x1, x2, x3) = (t, x, y, z) = (t, x) = (t, xi ) (4.38)
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where t is really ct but c is set equal to unity. The Lorentz transformations are
characterized by

∑

(4.39)
μν

leaving invariant the quantity

dt2 − dx2 − dy2 − dz2 = gμνdxμdxν (4.40)

g00 = 1

where gi j = (−)δi j

⎫

g0i = 0

⎪

⎬

. (4.41)

(Note: The relativists, who need gμν for a metric in

⎪

⎭

curved space, use ημν for
this.)

What are the consequences of leaving this second rank covariant metric
tensor numerically invariant (form unchanged)? Well you can write this as

∂x′ρ
∂x′λ

gμν = gρλ
∂xμ ∂x′ν (4.42)

and if we differentiate with respect to xπ ⇒

{

∂
2x′ρ

∂x′λ
∂x′ρ

∂
2x′λ

0 = gρλ . (4.43)
∂xμ∂xπ ∂xν

+
∂xμ ∂xν∂xπ

}

We rewrite this to emphasize the symmetry as

0 = gρλ

then switching μ π and adding,

{

Sρ
μπ D−1λ

ν + D−1ρ
μ Sλ

νπ (4.44)

↔ and switching π

}

↔ ν and subtracting ⇒

0 = g
{

Sρ D−1λ + D/ −1ρS/λ + Sρ D−1λ + \DρS\λ − \Sρ D\−1λ − D/ −1ρS/λ
ρλ μπ ν μ νπ πμ ν π μπ μν π μ πν

(4.45)

}

where the cancellations use the symmetry of both g and Sρ
ρλ μπ . We now have

0 = 2gρλSρ
μπ D−1λ

ν (4.46)

but both gρλ and Dν
−1λ are supposed to be nonsingular, so

0 = Sρ ∂
2x′ρ

μπ = . (4.47)
∂xμ∂xπ

This is solved by having x′ be “linear and constant” so that

x′μ = �μ
ν xν + aμ (4.48)
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where �μ
ν and a ν are constants. The constant metric condition now reads

gμν = g ρ
ρλ�μ�λ

ν . (4.49)

These transformations form the inhomogeneous Lorentz group or Poincaré group.
We now look at the subgroups of this group. The aμ parts give translations;

they form an abelian subgroup.

Homogeneous (Later Restricted) Lorentz Group

Dropping the translation terms we have

x′μ = �μ
ν xν (4.50)

where the �μ
ν are just numbers, and real ones at that. Notice that the xμ

themselves now form a contravariant vector. We had

B i → B j (D−1)i
j , (4.51)

so that we identify

�μ
ν ≡ (D−1)μ

ν . (4.52)

Recall that we can raise and lower indices with the numerically invariant
metric tensors gμν and gμν and notice that gμν has the same numerical entries
as gμν . Notice that

δα
μ = gμνgνα (4.53)

=
(

gρλ�
ρ
μ�λ

ν

)

gνα by invariance of gμν (4.54)

= �ρ
μgρλ�

λ
ν gνα (no change; just a suggestive rewrite) (4.55)

= �ρ
μ�α

ρ (4.56)

where we have raised and lowered indices on the final symbol. (Note: The
position of these indices (as first or last) now has to stay fixed.) But this can
be rewritten

1δα
μ ≡ (D− )ρ

μ�α
ρ (4.57)

so we identify

Dα
ρ = �α

ρ . (4.58)

The equation that expresses the fact that gμν is from invariant, which can also
be viewed as a restriction on the allowed elements of � or D, can be rewritten
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in many ways:

gμν = gρλ�
ρ
μ�λ

ν (4.59)

or �μ
ν �α

μ = δα
ν (4.60)

or �μν�α
μ = gνα (4.61)

or �μ
ν gμβ�β

α = gνα (4.62)

expressing that it is pseudo-orthogonal. Note that (usually) when authors
specify a matrix form they mean

x′μ = �μ
ν xν (4.63)

⎡

x′0 0

⎢ x′

⎤

x
1 ⎥

[

Matrix
as

⎤

⎢

2

⎡

x′

x′3

⎥ =
Specified

]

⎣

⎢

⎢

⎢

x′
⎢

⎣ ⎦

⎥

x2

x3

⎥

⎥

⎥
(4.64)

⎦

and if you slip up on this point, then you will get the wrong signs.
Now consider the last form above as the matrix equation

T� g� = g (4.65)

and take the determinant:

( Det �)2 = 1 (4.66)

∴ Det � = ±1. (4.67)

If Det � = 1, we have proper Lorentz transformations and if Det � = −1, we
have an improper one.

Again, look at the (0, 0) component of the same form:

�ν
0gμν�

ν
0 = 1, (4.68)

that is,

0 2
�0 − i 2


i � = 1.0 (4.69)

Hence

( ) ( )

0 2
�0 ≥ 1. (4.70)

If 0�0 ≥ 1, we have an orthochronous

( )

transformation, and if 0�0 ≤ (−)1, we
have a nonorthochronous one.

There are four sectors:

1. L
↑ with 0�0 ≥ 1 and det � = 1. Proper, orthochronous subset. These+

transformations include 1, and clearly form a subgroup. We call this
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the restricted homogeneous Lorentz group. It is characterized by six
parameters—three for rotations and three for boosts.

2. L
↑ with 0�− 0 ≥ 1 and det � = −1. Improper, orthochronous subset.

Not a subgroup. Every � in this set can be written as a product of

one in L
↑ with the space inversion.+

�(s)

⎛

1

t
=

⎜

⎜

−1

⎞

→
⎜

⎜ −1

⎟

⎟

⎟ , that is,

{

t

⎟

. (4.71)
x → (−)x

}

⎝

−1
⎠

3. L
↓ with 0�0 ≤ (−)1 and det � = −1. Improper and nonorthochronous.−

Not a subgroup. Every � in this set can be written as a product of

one in L
↑ with the time inversion.+

�(t)

⎛

−1

=

⎜

⎜ 1

⎞

t → (
⎜ , that is,

−)t

⎜

. (4.72)
1

⎟

{ }

⎟

⎝

1

⎟

⎟ x → x
⎠

4. L
↓ with 0� �+ 0 ≤ 1 and det = 1. Proper, nonorthochronous. Not a

subgroup. Every � in this set can be written as a product of one in

L
↑ with the space–time inversion.+

−1

1 t ( )t
�(st) =�(s)�(t) (−)1

⎛

≡ =

⎜

⎜ −

⎞

⎜ i.e.,
→ −

⎜

⎝

−1

⎟

{

⎟

x → (−)x

}

−1

⎟

⎟

⎠

(4.73)

Notes

1. We usually work with L
↑ and handle the reflections separately.+

2. Vectors have an invariant length under L. We call a vector

time-like if x2 > 0 (e.g., energy and momentum of a free massive
particle)
space-like if x2 < 0 (e.g., momentum transfer)
null or light-like if x2 = 0 (e.g., energy-momentum of a massless
photon)

3. Under L↑ the sign of the time component is invariant as well as the+

length of the vector. Then both θ (k0) and δ(k2 − m2) are invariants.
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t

Future light cone Positive

Negative
Past light cone

Slope is 1/c = 1

x
xp taken
as origin

FIGURE 4.2

The light cone of P .

The invariant volume-element in momentum space is

d4k
θ (k0)δ(k2 − m2 d4k

)2π = θ (k0) 2δ k
(2 )4π (2 )4π

([

0+
√

k + m2
][

k0−
√

k2 + m2

(4.74)

])

d3k 1
= where E k2 m2

(2 )3π 2E
k

k
= +

√

+

(4.75)

Notice the 2Ek particles per unit volume (a relativistically covariant
statement) and remember to have ( dk ) and 2πδ

2π
to get the factors

correct.

4. Light cone of P is the set of points such that (x − xp)2 = 0. See
Figure 4.2.

5. Obviously, with the structure of A-D, a Lorentz transformation is
orthochronous if and only if it transforms every positive time-like
vector into another such.

6. Watch the signs!

pμ = ( p0, p1, p2, p3) = (E, p) (4.76)

p = (E, (−) p) = ( p , p , ) = ( p0
μ , 1

0 1 . . . (−) p , . . .) (4.77)

(Authors vary.)

p2 = pμ pμ = pμ pνgμν = E2 − p2(= m2) (4.78)

xμ = (t, x) and xμ = (t, −x) so that

p · x = pμxμ = Et − p · x (4.79)
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∂
∂μ =

∂xμ
=

(

∂
,

∂t
+∇

)

but it is covariant (4.80)

while

∂
μ =

(

∂
, −∇

)

but it is contravariant. (4.81)
∂t

(Really we are mixing vectors and forms.)
Then

∂V0
∂Vx

∂V0

∂μVμ =
∂t

+
∂x

+ = V
∂t

+∇ · (4.82)

however, the D’Alembertian is

� = ∂μ∂
μ ∂

2

=
∂t2

−∇2. (4.83)

In the Schrodinger¨ representation, with h̄ = 1 = c

∂
E → i (4.84)

∂t

p → (−)i∇ (4.85)

∂
∴ pμ = i∂μ = i

∂xμ
(4.86)

and pμ − i∂
μ ∂

= i . (4.87)
∂xμ

7. Rotation subgroup

1

μ
�λ

⎛

0 0 0

→
⎜

⎜

0

⎞

⎜
MM

⎝0 M

⎟

⎟

⎟
with T = 1.

0

8. Boosts

⎠

dx′α = �α
βdxβ . (4.88)

Here dx = 0 and dx′ and dy′ are zero so

dz′ = 3�0dt (4.89)

and dt′ = 0�0dt. (4.90)

dz′
Now V =

dt′ ⇒ 3� = v 0� .0 (4.91)
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P at relative rest

z

P now at x´

Velocity V

z

FIGURE 4.3

P at relative rest. P now at x′.

But recall that

(

0�0

)2 −
(

3�0

)2 = 1

0�0 ≥ 1 for L↑
.+

The solution is

0�0 = cosh 3θ �0 = sinh θ (4.92)

with v = tanh θ. (4.93)

that is, z′ = z cosh θ + t sinh θ (4.94)

t′ = t cosh θ + z sinh θ. (4.95)

Often we call

β = v
( v
= , of course.

c

)

(4.96)

γ =

√

1
(4.97)

1 − 2β

so that

z′ = γ (z + βt)

t′ = γ (t + βz). (4.98)

9. A moment’s thought should convince you that a general � in L
↑ can+

be written in the form

� = �(RB)�(L3)�(RA). (4.99)

(a) Rotate the z-axes parallel.

(b) Boost to the desired velocity magnitude.

(c) Rotate to final direction.

Note: There is always ambiguity, and conventions are needed.
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The Poincaré Algebra

Recall that x′μ = �μ
ν xν + aμ and work with the infinitesimal form

�μ
ν = δμ

ν + ωμ
ν

aμ = εμ (4.100)

so that the constraint equation

gμν = g ρ
̺λ�μ�λ

ν

yields

gμ
ν = g̺λ

[

δρ
μ + ωρ

μ

][

δλ λ
ν + ων

= gμν + gρνω
ρ
μ + gμλω

λ
ν

]

+ . . .

and thus

ωμν = (−)ωνμ (4.101)

follows at once. At this stage it is easy to see that εμ and ωμν give you 10 real
parameters.

Now expand an element of the group as

i
g = 1 − ω

2
αβ Mαβ + iεα Pα (4.102)

where Mαβ is antisymmetric. The operators Mαβ and Pα are generators.
(Notice the sign in the last term. If we wish to view εα = ( 0ε , ε) as the shifts,
then g ≈ 1 + i 0ε P0 − iε · P = 1 − 0ε ∂t − ε · ∇ as required for �(x)

1
→ g�(x) =

�(T− x) as required in the Schrodinger¨ picture.)
Now we have

x′μ = xμ + ωμ
ν xν + εμ (4.103)

= xμ + ωαβ gμαxβ + εαgμα. (4.104)

∴ x′μ = xμ 1
+ ω [gμαxβ gμβ xα] ε gμα , (4.105)

2
αβ − + α

by using the ωμν antisymmetry. Hence, from this defining representation we
identify: apply g to wave function, not to coordinate.

Pα = i∂
α

Mαβ = i(xα
∂
β − xβ

∂
α). (4.106)

Note again the remark on signs made previously.
We can then work out the algebra directly:

[Pμ, Pν] = 0. (4.107)
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Again:

[Mμν , Pρ] = [i(xμ
∂
ν − xν

∂
μ), i∂

ρ]

= gμρ
∂
ν − gνρ

∂
μ

= i(gνρ Pμ − gμρ Pν)

and hence

[Mμν , Pρ] = i(gνρ Pμ − gμρ Pν)]. (4.108)

Finally

[Mμν , Mρλ] = (i)(i)[xμ
∂
ν − xν

∂
μ, xρ

∂
λ − xλ

∂
ρ]

= −{xμgνρ
∂
λ − xμgνλ

∂
ρ − xνgμρ

∂
λ + xνgμλ

∂
ρ

− xρgμλ
∂
ν + xρgνλ

∂
μ + xλgρμ

∂
ν − xλgρν

∂
μ}

= gμρ(xν
∂
λ − xλ

∂
ν) + gνρ(−xμ

∂
λ + xλ

∂
μ)

+ gνλ(xμ
∂
ρ − xρ

∂
μ) + gμλ(−xν

∂
ρ + xρ

∂
ν)

= i{gμρ Mλν + gνρ Mμλ + gνλMρμ + gμλMνρ}

so that [Mμν , Mρλ] = i{Mμλgνρ − Mμρgνλ + Mνρgμλ − Mνλgμρ}. (4.109)

These three sets of commutators characterize the Poincaré algebra.

The Casimir Operators and the States

I am sure that you already know that the particles are characterized by mass
and spin. Our first task is to exhibit these features. We start with the observa-
tion that

P2 = Pμ Pμ (4.110)

is a Casimir operator. Any Casimir for this problem has to be a homogeneous
Lorentz scalar (or pseudoscalar) and thus be characterized by having no free
indices. Then it must commute with all the Pμ, but this is obvious here.

Now what about other things that commute with the Pμ? Well, recall that

[Mμν , Pρ] = i(gνρ Pμ − gμρ Pν)

so that if we define the Pauli-Lubanski pseudovector by

Wμ 1
= εμνρλ P

2
ν Mρλ (4.111)
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where the Levi-Civita tensor is antisymmetric as before but with

0123ε = (−)1

ε0123 = 1

then [Wμ, Pν] = 0. (4.112)

This follows from the abelian nature of the Pμ subalgebra and the antisym-
metry of εμνρλ.

Note: The minus sign in the relative numerical values of 0123ε and ε0123 is
inevitable as a result of raising and lowering. You also now have to have

δα
μδβ γ

δδ
ν δρ λ − δδδδ

ε αβ
μνρλε

γ δ = (−)

⎧

⎪

⎨

. . .

⎫

⎪

⎩

. . .

⎪

⎬

(4.113)

where the “extra” minus sign reflects the same remark.

⎪

⎭

Now to return to our task, all we have to do is to make a homogeneous
Lorentz scalar by contracting indices. Obviously Wμ Pν ≡ 0 so the remaining
choice is W2 = WμWμ and we adopt this as our second Casimir.

Now physics motivates us to label the states by all four components of the
momentum. So the rest of the complete commuting set of observables (CCSO)
must be in the little group of Pμ and thus among the Wμ. (Detailed enumer-
ation shows there is nothing else. Exercise: Try this for Pμ = (m, 0, 0, 0).)

But what are the commutation relations for the Wμ components? Well the
Wμ form a (pseudo)vector by construction so

[Mμν , WP ] = i[gνρWμ − gμρWν] (4.114)

simply by comparison with the Pμ transformation law. Again

[Wμ, Wν 1
] =

[

εμαβγ P
2

α Mβγ , Wν

]

1
= εμαβγ P

2
α

[

Mβγ , Wν
]

+ zero

1
= εμαβγ Pαi

[

Wβδν

2 γ − Wγ δν
β

1

]

= i εμαβν P W
2

α β − εμανγ Wγ Pα

so that [Wμ, Wν] = iεμν

(

αβPαWβ .

)

(4.115)

On the face of it we are now generating an infinite dimensional algebra, but
provided that these Wμ act always on states of defined momentum we have
effective closure. The precise little group formed by the Wμ depends upon
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the momenta. There are two cases of physical interest.

Pμ|pμ > = pμ|p 2
μ > with p = m2. (4.116)

We go to the rest frame pμ = (m, 0, 0, 0) so that the effective commutators are:

[Wi , W j ] = i i j0k 0ε P0Wk (W ≡ 0) (4.117)

= im 0i jk(−Wkε ) (4.118)

= im i jkε Wk (4.119)

or

[

Wi W j Wk

,

]

i jkε
m m

= , (4.120)
m

which we identify as an angular momentum algebra; this is called an SU2

algebra. Now we can define

Si Wi

≡
m

|rest frame, (4.121)

so that

W2 = (−)m2S2, (4.122)

and the final projection of states is

|m2,(−)m2s(s + 1); p, s3 > (4.123)

as you probably expected.

Pμ|pμ > = p 2
μ|pμ > with p = 0. (4.124)

We go to the frame where pμ

μ

= (E, 0, 0, E) and from the definition of Wμ,
using W pμ = 0 we see that

Wμ = (W3, W1, W2, W3) (4.125)

in this frame. The effective commutation relations are then

[Wi , W j ] = i i j0kε P0Wk + i i j30ε P3W0 (4.126)

= i 0i jkε E((−)Wk) + i(−) 0i j3ε ((−)E)(W3) (4.127)

= i EεWk − i EW3 i j3ε (4.128)

= i E[ i jkε Wk − i j3ε W3] (4.129)
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and written out in more detail these become

[W1, W2] = 0 (4.130)
[

W3

, W2

E

]

= iW1 (4.131)

[

W3

, W1

E

]

= θ iW2, (4.132)

which we recognize as “translations in the (x, y) plane together with rotations
about the z-axis” by the identifications

W1 = P1 (4.133)

W2 = P2, do not confuse with P1 and so forth (4.134)

W3
12 (4.135)

E
= M

so that

[P1, P2 = 0] (4.136)

[M12, P1] = (−)iP2 (4.137)

[M12, P2] = iP1 (4.138)

compares directly with our standard form for “Poincare.”´ This is called the
Euclidean group in [2].

There are two quantum numbers to be assigned. We all wave our hands at
this point and really appeal to the physics we observe. You set the eigenvalues
ofP1 andP2 to zero (you might have expected continuous labels at this point),
which leaves M12 free to have an eigenvalue whereas this would not have
been the case. With this in mind you note effectively now

Wμ = λPμ (4.139)

which is a covariant equation, since Pμ is a vector and Wμ is a (pseudo)vector,
provided that λ is a (pseudo)scalar. We call λ the helicity. If nμ is an arbitrary
vector, with nμ Pμ = 0, then

n μ
νW n

λ =
nμ Pμ

= μεμνρλ Pν Mρλ

2n μ
(4.140)

μ P

and if we take it along the time direction, then

1
λ = jk M jkε P i (−) (4.141)

2E

1 i jkε
= P i M jk

. (4.142)
|P| 2

�
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Thus, defining

∣

∣

∣J i 1
= i jk jkε M

2
∣

∣

∣

(4.143)

you have

∣ ∣

∣

∣ p
∣

∣

∣
λ

· J
=

∣

∣

∣
(4.144)

of

∣ |p|

and we speak of the component the angular

∣

momentum or spin along the
three-momentum.

Now, so far you have added only one quantum number (with a couple of
zeros to specify the class of representations). When the reflections are added,
you connect opposite helicities and the state are finally labeled

|m2 > = |0, |λ| ; p, λ > .
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Problems

4.1 Work through from Equation (4.1) to Equation (4.5) for yourself.

4.2 Work out σμ5 5σ ν .

4.3 Work out σμ5 5γ .

4.4 Using the Levita-Civita identities, establish 5γ αγ βγ γ εαβγμγμγ

γ αgβγ − γ β αγ

= +
g + γ γ gαβ .

4.5 Work out γ μσ ρλ.

4.6 Work out 5γ . Hint: Use the ε form of 5γ and then γ μγμ = 4.

4.7 Work out σμ5σ ρλ.

4.8 Work out γ μσ ρ5.
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4.9 Work out σ ρμσ αβ . Hint: Multiply by γ μσ αβ from the left by γ ρ .

4.10 Establish several matrix representations and check against text-
books.

4.11 Establish several σ × τ forms where σ and τ are Pauli matrices, for
the gamma matrices.

4.12 (For the devoted only.) Try all the previous systematically with s
space and t time indices.

4.13 Using the gamma matrix multiplication table show that σμν do rep-
resent the Lorentz algebra.

4.14 Show that ∂μVμ ∂= V0

∂t
+ ∇ · V.

2

4.15 Show that � ≡ μ∂
μ ∂

∂ = 2

∂t2
− ∇ .

4.16 Confirm for yourself that [Mμν , Pρ] = i(gνρ Pμ − gμρ Pν).

4.17 Confirm for yourself that [Mμν , Mρλ] = i{Mμλgνρ − Mμρgνλ+
Mνρgμλ − Mνλgμρ}.

4.18 Confirm for yourself that [Mμν , Wρ] = i[gνρ Wμi − gμρ Wν].

4.19 Confirm for yourself that [Wμ, Wν] = iεμναβ PαWβ .

4.20 Confirm for yourself that if s2 ≡ s
1

· s = 1, where s is called a “spin-
polarization vector,” that

2
(1+s · 1σ ) and

2
(1−s ·σ ), where σ are the

Pauli matrices, satisfy that each of their squares is unity but their
product in either order is zero. These are called projection operators.
They and many of their generalizations are very convenient for
doing calculations.



5
The Internal Symmetries

This chapter deals with the internal symmetries of the standard model of
elementary particle physics. We start by considering global symmetries and
the associated local conservation laws. We have already met some of this
structure before in the form of U(1) and SU(2) except that they now act on
the fields that create and annihilate the elementary particles rather than on
space–time itself. We take a global U(1) represented by

U(1)
−i

= exp

(

θ N
2

)

(5.1)

where θ is a constant parameter and N is an operator in an internal space
where its eigenvalues are the numbers associated with the physical states of
the system or the quantum fields that create and annihilate them. This allows
quantum numbers (e.g., charges) to be assigned to the states and fields. Now
if θ is indeed a constant then U(1) will produce global symmetries, which do
not vary from place to place, or time to time, and so forth. The consequence
of this is that there are local conservation laws, which force certain labels
on the states and fields to either stay constant or to only change such that
certain specific combinations are constant. This puts strict conditions on the
interactions between the states.

It may well be that you have no trouble in understanding what has just
been presented. On the other hand, if you have no previous experience, it
may be meaningless to you. With this in mind I offer two simple examples,
quite unrelated to the physics, in the hope that they may help.

The first one consists of a puzzle made up from the 62 remaining squares
of a familiar chess or draughts board when two diagonally opposite corner
squares are removed. You are also given 31 dominoes, each two squares by one
in size in terms of the chessboard. The total areas of the mutilated chessboard
and the full set of dominoes are equal. The question is whether you can cover
the one object with the other without further mutilations of either. To solve
this puzzle consider placing a domino over two adjacent squares on the board.
Clearly it covers two squares of different colors. Again consider the color of
one missing corner of the board and its relationship to the diagonally opposite
one. Clearly, they are of the same color. So the task cannot be done. A discrete
symmetry has answered a “state of the system” problem.
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The next puzzle is quite different. You are given two identical wine glasses,
one half full of red wine and the other half full of white wine. You also have
a small ladle (or spoon). This puzzle comes in several stages. First take a
spoonful from the red wine and transfer it into the white wine. Question: Is
the concentration of white in the red glass greater than the concentration of
the red in the white glass or are they equal? You should easily see that they
are equal. (Try doing this as a piece of algebra; it is quite easy.)

Now the process is repeated except that after the red wine is put into the
white wine glass it is stirred with the spoon. Then the process is completed
as before. What is your answer now? It is the same. (Try the algebra. It is
harder but still possible.) Obviously something “deep” is going on. There
is a conserved (unchanging) quantity involved. It is the difference between
the amount of white wine transferred overall and the amount of red wine
transferred overall in the opposite direction. This is clearly zero. You can
work this out by algebra yet again, or observe that the initial and final levels in
the two glasses are the same. This time a (continuous) symmetry has ensured
that the result is unchanged.

It is probably about time that we looked at the Noether theorem [1].
Suppose that we have a Lagrangian density

L = L(ψα(x), ∂μψα(x)) (5.2)

and that we write

∂ψα(x) ∂ψα(x)
ψ

μ
= α

∂ ∂xμ
= μ(x). (5.3)

Then the Lagrangian L =
∫

Ld3x is invariant under the changes of fields

δψα(x) (5.4)

and the current density

jμ ∂
(x) = by definition

L
= δψα

∂ψα
(5.5)

μ

has ∂
μ

μ j ≡ 0. (5.6)

The Lie algebra �

[χα , χρ] = i fαiρχi (5.7)

where the fijk are the constant structure constants, implies that

μ ∂L
Jρ (x) = (−i)

∂ψα
[χ

μ( )
ρ]αβψβ(x). (5.8)

x
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Invariance of L under � tells us that

∂μ J μ
ρ (x) = 0 (5.9)

∂
or

∫

J μ
ρ (x)d Vol

∂t
= 0. (5.10)

Armed with this knowledge we now turn to the modern way of viewing
forces. We start with the constant metric tensor ημν , the components of which
are given by

00η = 1 (5.11)

i jη = i jδ = 0 if i = j but 1 if i = j (5.12)

and all off diagonal elements are equal to zero. (The Kronecker delta, i jδ , may
be familiar.)

There are two very useful properties of i jδ . Clearly i jδ Aj = Ai , which
exhibits the raising of indices. The student is urged to check the lowering
of indices also with δi j . Again i jδ = 1 + 1 + 1 = 3, which is the number of
spatial indices.

It is convenient at this stage to introduce the properties of the totally anti-
symmetric Levi-Civita tensor εijk. By inspection

lmnεijkε = l m nδi δ j δk − l n mδi δ j δk

+ m n lδi δ j δk − n m lδi δ j δk

+ n l m l
i δ j δk − m nδ δi δ j δk . (5.13)

Now do not throw up your hands in horror and despair. Let us pick ijk to
be 123 and lmn also to be 123. (You must watch the order of indices because
εijk is antisymmetric.) We note that this checks the sign of the top term in the

left-hand column, because 123 = 1 × 1 = 1 and 1 2 3ε123ε δ δ δ1 2 3 = 1 × 1 × 1 = 1.
Now look down the left-hand column and notice that ijk are fixed but lmn
are cyclic, so that confirms the signs of the two lower entries. Again look
at the top of the right-hand column and notice that ijk are again fixed but
one switch of a pair of indices (n ↔ m) has been made, so that confirms the
minus sign. Finally, look at the two lower members of the right-hand column
to notice that ijk are again fixed but the lnm are now just cycled, confirming
the signs. This is the way to remember the full original formula. Do not just
trust your memory. Use the symmetries and antisymmetries. Now consider

lmkεijkε , which is just the original expression we started from, but n has been

�
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picked equal to k and is therefore now summed, leaving us with a reduced
tensor with only two upper and two lower indices. It is simple to work this
out directly:

lmkεijkε = l m k mδi δ j δk − l kδi δ j δk

+ m k lδi δ j δk − k m lδi δ j δk

+ k l m m l kδi δ j δk − δi δ j δk

= l mδi δ j 3 − l nδi δ j

+ m lδi δ j − l mδi δ j

+ m lδi δ j − m lδi δ j 3

= l mδi δ j − m lδi δ j . (5.14)

Again consider

l jk lε ε = j lδi δ j − j
ijk δi δ j

= 3 lδi − lδi

= 2 lδi . (5.15)

Finally consider

ijk iεijkε = 2δi = 3!. (5.16)

It always works to the pattern shown, and the final coefficient (here 3!) is
always the factorial of the dimension of the case considered with previous
ones going back up the list being the (dimension - 1)! and so forth as the tensor
surviving has more indices. Keen students may try to work out the case for
three spatial indices and one time index (the world we live in!) carefully
watching the signs.

Armed with this mathematics we turn to studying electromagnetism and
local gauge invariance. Suppose that charge conservation has been imposed
on the coupling of a photon (the electromagnetic field potential) for a charged
particle. In terms of the 4-potential

Aμ(x) = (
(x), Ai (x)) = gμν Aν(x) (5.17)

where 
(x) is the scalar potential and the Ai (x) are the three components of
the vector potential. The field strengths are defined by

F μν ∂
= Aμ ∂

∂xν

− Aν (5.18)
∂xμ

and the electric field and magnetic induction in a noncovariant notation are
given by

E = (F 01, F 02, F 03) and B = (F 23, F 31, F 12), (5.19)

respectively. You are urged to check this out for yourself, taking particular
care with the signs.
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The free Dirac equation of mass m reads

(i ℏ ∇ −/ mc)ψ = 0 (5.20)

∂
0γ ∂

where ∇ =/ γ μ

∂xμ
= γ

c ∂t
+ · ∇ (5.21)

where ℏ is Planck’s constant divided by 2π and c is the velocity of light. (These
constants will be dropped in what follows, bringing us to so-called natural
units for the subject.) In momentum space with

pμ ∂
= i ℏ (5.22)

∂xμ

the Dirac equation takes the form

(p/ − mc)ψ = 0. (5.23)

You may well have met the concept of “minimal” substitution where the
interaction of electromagnetism is introduced by

(

e A/
/p − mc ψ 0. (5.24)

c
−

)

=

In many ways it is a pity that this choice of sign was made for the charge
on the electron (the choice is arbitrary) as it leads to endless confusion in
conduction of currents down wires. There is no way anyone can change this
after so many years of history—certainly not this author.

From a modern viewpoint the coupling given follows from local gauge
invariance, or gauge invariance of the second kind as it is sometimes called.
However, we will start from global gauge invariance or gauge invariance of
the first kind. Here there is for U(1) a parameter θ , which depends on neither
space nor time. The electron transforms as

(

−iθ
ψ → exp

2

)

ψ (5.25)

and the electromagnetic four potential transforms as

−i i
Aμ → exp

(

θ

)

Aμ exp

(

θ

)

, (5.26)
2 2

so that taking the derivative form of the coupled Dirac equation

( e
i∂/ − A/ − mc ψ = 0 (5.27)

c

and we see that it is unchanged. Curiously

)

, perhaps, there is already informa-
tion to be found here. Since electric charge is conserved, and the space and
time dependence of the fields is local, then creation and annihilation of charge
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must also simultaneously be local. However, this is not what we are looking
for. Instead, let θ depend on both space and time, so that the invariances
are now local. This time the derivative in the derivative form of the coupled
Dirac equation (Equation 5.27) seems to spoil the symmetry when it acts on
the parameter θ . However, the local transformation of the four potential is
then assumed to change and thus restore the symmetry. We take

ψ(x) → e
−iθ (x)

2 ψ(x) (5.28)

where we see that because of the x dependence of θ we must now look to
restore a local symmetry. If we can find this, we would be looking at abelian
gauge invariance, because there is no nontrivial group theory involved. We
take a Lagrangian density for the Dirac electron field interacting with the
electromagnetic current of the form

1
L = ψ(i/∂ − m)ψ − F μ

4
μF − eψ/Aψ (5.29)

in the natural units of the subject where h̄ = 1 = c. Here

F μν = ∂
μ Aν − ∂

ν Aμ (5.30)

and we require the vector field to transform as

θ (x)
Aμ → Aμ − i∂μ (5.31)

2

so that F μν is invariant and then define a covariant derivative by

e
Dμψ =

(

∂μ + i Aμ

)

ψ, (5.32)
2

so that we see that Dμψ transforms in the same way as ψ

Dμψ → e
−ie θ2 (x) Dμψ (5.33)

and our Lagrange density is invariant with the conventional factor of 1
4

as
stated. This describes a massless vector field (experimentally the photon),
because the mass term proportional to Aμ Aμ is not invariant.

We now move onto consider nonabelian gauge field theories. The extension
required is to write

ψ(x) → e−ig
θi
2 Ti ψ(x) (5.34)

where the Ti are square matrices satisfying the commutation relations of some
nonabelian Lie algebra

[Ti , Tj ] ≡ Ti Tj − Tj Ti = i fijkTk (5.35)
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where the fijk are the totally antisymmetric structure constants of the Lie
group. For SU(2) these are simply the εijk Levi-Civita tensor components. By
analogy with the previous case we introduce a covariant derivative by

Dμψ

(

ig
= ∂

μ + T
2

· θ (x)

)

ψ (5.36)

where g is the coupling constant (rather like e) and θi (x) has been extended
to have the same number of components as the adjoint (or regular) repre-
sentation of the Lie group, for example, 3 for SU(2). Thus, there is now the
corresponding number of gauge fields, and we adopt the gauge transforma-
tion property

Aμ

i → Aμ θ (x) g
i → i∂

μ i

2
+ f

2
ijkθ j Aμ

k (5.37)

to allow the gauge fields to cancel out the unwanted terms. To construct a
gauge invariant Lagrangian for the gauge fields themselves we define

F μν = F μν

i Ti = −ig−1[Dμ, Dν] (5.38)

so that

F μν = ∂
μ Aν − ∂

ν Aμ + ig[Aμ, Aν] (5.39)

where a total derivative has been dropped.
Equivalently we have

F μν

i = ∂
μ Aν

i − ∂
ν Aμ

i − g fijk Aμ

j Aν
k (5.40)

and this is independent of the fermion representation.
The transformation of F μν under the gauge group is

F μν(x) → U(x)F μν(x)U−1(x) (5.41)

so that a gauge invariant Lagrangian LYM for the gauge (now Yang–Mills) [2]
fields is

1
LYM = (−) Tr ·

(

F F μν

2
μν

1

)

= (−) F μν

4 i F i
μν (5.42)

since the normalization of the generators of gauge group is conventionally
given by

Tr

(

Ti Tj

2 2

)

1
= δ

2
i j . (5.43)
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We can see that the gauge invariant Lagrangian for a Dirac spinor field inter-
acting with vector gauge fields is

1
L = ψ(iD/ − m)ψ − Tr

2
· Fμν F μν

1
= ψ(iD i/ m

( )

− )ψ − F
4 μν F μν

.i (5.44)

If the gauge group is a simple Lie group, then there is a single coupling
constant g. But, if the gauge group is semisimple, one which can be written
as a product of simple factors, then there will be separate coupling constants
for each factor.

For our case, the Euler–Lagrange equations are

∂
ν ∂L ∂

(5.45)
∂ ∂

ν Aμ

L

i

=
∂Aμ ,

i

∂
ν

(

∂L

)

∂L

∂(∂
νψ)

= . (5.46)
∂ψ

The first of these leads to

∂
μF i

μν − g fijk Aμ

j F k
μν = gψγ μTiψ, (5.47)

which can be rewritten as

Dμ Aν
i = ∂

μ Aν
i − g fijk Aμ

j Aν
k (5.48)

in terms of the covariant derivative of the gauge field. The other one gives

(iD/ − m)ψ = 0 (5.49)

with Dμ ig
ψ =

(

∂
μ + T

2
· δ(x)

)

ψ (5.50)

as previously.
Because we need SU(3) for a treatment of quantum chromodynamics in

the standard model, we shall simply list the main features here. Because the
colors of the quarks, which we shall take as red, blue, and green, are three in
number, we shall need an extension of the 2×2 Pauli matrices to 3×3 matrices
and correspondingly the adjoint or regular representation will be 8 × 8. We
start by defining

λ1 =

⎛

0 1 0
1 0 0 2

0 0 0

⎞

λ =

⎛

0 −i 0
⎝ ⎠ ⎝ i 0 0

0 0 0

⎞

⎠ λ3 =

⎛

1 0 0
⎝ 0 −1 0

0 0 0

⎞

⎠ (5.51)
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exactly as with Pauli matrices but only in the top left-hand corner. The com-
mutators of pairs of these

[λi , λ j ] = 2i fijkλk (5.52)

reveal that the structure constants in this sector are simply the εijk of Levi-
Cevita. There is a fourth matrix, usually designated λ8, which commutes to
zero with the first three, and with the standard normalization given by

Tr · [λ8, λ8] = 2 (5.53)

is taken to be

1
1

λ8 = √
3

⎡

⎣ 1
−2

⎤

⎦ . (5.54)

Then λ4 and λ5, copying the first two Pauli matrices but in the second and
third columns, are taken as

1
λ4 = √

2

⎡

0 0 1
0 0 0 √
0 1 0

⎤

1
and λ5 =

2

⎡

0 0 −i
⎣ ⎦ ⎣ 0 0 0

0 i 0

⎤

⎦ . (5.55)

Similarly, λ6 and λ7 become

0 0 0 0 0 0
1

λ6 = √
2

⎡

⎣ 0 0 1
0 1 0

⎤

⎦ and λ7 =

⎡

⎣ 0 0 −i , (5.56)
0 i 0

⎤

⎦

making 8 = 32 − 1 in total.
The totally antisymmetric structure constants fijk are

ijk fijk

123 1

147 1
2

156 − 1
2

246 1
2

257 1
2

345 1
2

367 − 1
2

458 1
√

2
3

678 1
√

2
3
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with all nonindicated ones vanishing. However, there are now some totally
symmetric constants denoted by dijk, which are

ijk dijk

118

228

338

1√
3

1√
3

1√
3

146 1
2

157 1
2

247 − 1
2

256 1
2

344 1
2

355 1
2

366 − 1
2

377 − 1
2

448 − 1√
2 3

558 − 1√
2 3

668 − 1√
2 3

778 − 1√
2 3

888 − 1√
3

with all nonindicated ones vanishing. You can see that there are eight colors of
massless vector bosons, called gluons in this case. They couple only to quarks
carrying three colors (normally called red, blue, and green) and self-coupling
in the now familiar manner. These are the strong interactions and they are
believed to be confining so that there is no free color. The general idea is
that if we try to separate free color then the forces between them become so
strong that new pairs of opposite and equal color changes are created and the
free color remains hidden. There is no solution to this nonlinear field system.
The usual attack is to move to a four-dimension space (time becomes the
fourth space dimension) then to introduce a lattice structure and to attempt to
find approximate solutions using very extensive national computer systems.
The coupling constant g is found to change with energy scale. There is no
known way to unify this strong force with the weak and electromagnetic
forces.
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Problems

5.1 In the red and white wine puzzle, do the algebra in the easy case.

5.2 In the red and white wine puzzle, do the algebra in the harder case.

5.3 Without looking back at the text, write down lmnεijk ε and then check
your result.

5.4 Again without looking back at the text, find the contracted forms
of the product of lmnεijk ε and then check your results.

5.5 Check Equation (5.19) making sure that you get the signs correct.

5.6 Read again from Equations (5.28) to (5.33). Then repeat this calcu-
lation until you get it correct.

5.7 Read again the section leading to the covariant derivative in terms
of the derivative of the four potential and the structure constants
fijk in Equation (5.48). Repeat without looking back at the text until
you can confidently perform this construction.

5.8 Write down the Pauli matrices and the unit 2 × 2 matrix. Work out
all their products.

5.9 Extend the work in Problem 5.8 to the 3 × 3 case, making sure that
you understand the logic.

5.10 Calculate the fijk structure constants for the 3 × 3 case and check
your results against the text.
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6
Lie Group Techniques for the Standard
Model Lie Groups

The student who is happy to build a strong background in these topics is
advised to consult H. Georgi [1]. Those who prefer a detailed mathematic
derivation are advised to consult J.F. Cornwell [2]. The techniques for finding
the explicit forms of the characters of the tensor irreducible representations
of the unitary groups, symplectic groups, and both sets of orthogonal groups
can be found in N.E.P. Samara and R.C. King [3].

The case of unitary groups has already been treated. I now present the cases
of the symplectic groups and the orthogonal groups, which are extracted from
Samara and King [4] in a manner designed to show the N dependence in each
case, as this is most frequently the information really required.

For SO(N) in terms of the partition labels λ we find

⎡

λ

π (N + λi + λ j − i − j)χ

⎤

(i j)
DN[λ] =

⎢

⎢

⎢

⎢

≥
⎥

⎥

⎥

⎢ H(λ)| > , (6.1)
⎢

⎢ λ
(

N N
⎣

⎢

λi − Nπ − λ j + i + j − 2

⎥

(i j)

⎥

⎥

≥

)

⎥

⎥

⎦

and for SP(N), in a similar way, we find

⎡

λ
⎢ + 2)x
⎢

⎢
π (N + λi + λ j − i − j

⎤

⎢ (i > j)
DN < λ > =

⎢

⎢

⎢

⎢ (6.2)
λ

⎥

⎥

H(λ)| > .

(

N − N − N
⎣

π λ λ

⎥

i j + i + j

⎥

⎥

(i ≤ j)

⎥

)

⎥

⎥

⎦
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Roots and Weights

This will probably be familiar to the reader from quantum mechanics in oper-
ator form. We want to find a complete commuting set of observables. In this
case we write them as a Cartan subalgebra of Hermitian operators:

Hi = δ
†
>i (6.3)

[Hi , Hj ] = 0. (6.4)

We can normalize by

Tr.(Hi Hj ) = kDδij for i, j = 1 to m, (6.5)

where kD depends on the representation and the normalization, and m is
called the rank of the algebra.

The states of a representation D can be designated by

Hi |μ, x, D > = μi |μ, x, D > (6.6)

after diagonalization. The iμ are called weights and are real. The m-component
vector made of the iμ is the weight vector. Any other label that is needed to
specify the state is denoted by x.

The adjoint equation is particularly important. It has the rows and columns
of the matrices labeled by the same index that labels the generators. We can call
the state in the adjoint representation corresponding to an arbitrary operator
Vi as |Vi >. The scalar product is taken as

< Vi |V 1
j > = (kD)− Tr(V†

i Vj ) >, (6.7)

where the dagger is included to allow for complex linear combinations of
generators needed when we raise and lower states in quantum mechanics on
operators for SU(2). The action of a generator on a state can be calculated as

Vi |Vj > = |Vk >< Vk |Vi |Vj >

= |Vk > [Ti ]kj

= −i fikj|Vk >

= i fijk|Vk >, (6.8)

which is, of course, just the set for the commutator of Vi and Vk .
The roots are the weights of the adjoint representation. Because of the Cartan

generators, commute the corresponding states have zero weight vectors. All
states in the adjoint representation with zero weight vectors correspond to
Cartan generators. The other states in the adjoint representation have nonzero
weight vectors αi with components α, so that

Hi |Eα > = αi |Eα >, (6.9)
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which implies that

[Hi , Eα] = αi Eα. (6.10)

Notice that the Eα are not Hermitian just like raising and lowering operators
in SU(2). The normalization of states in the adjoint representation is taken to
ensure

< E 1
α|Eβ > = λ− Tr(Eα

† ED) = δαβ . (6.11)

The weights α are called roots and the special weight vector α with compo-
nents αi is a root vector.

You may enjoy showing that

[Eα , E−α] = α.H, (6.12)

which should remind you of the SU(2) commutation relation [J +, J −] = J3.
This analogy will be exploited to learn more about the representations of
compact Lie groups. Generally, for any weight μ of a representation D, the E3

value is given by

α μ
E3 μ, x, D >

·
| = D

2
|μ, x, > . (6.13)

α

Because the E3 values must be integers or half integers,

2α · μ

2α
= integer. (6.14)

It is simple to show that

α · μ 1
= − ( p q

2α 2
− ) (6.15)

where μ + pα is the weight of the highest E3 state of the SU(2) spin j repre-
sentation and q plays the corresponding role when lowering.

We can easily make use of these results. Apply Equation (6.13) to both
distinct roots α and β and we find (using Eα as the SU(2) definition)

α · β 1
2α

= (−) ( p
2

− q ). (6.16)

Again, now using Eβ yields instead

β · α 1
2β

= (−) ( p′ − q ′). (6.17)
2

If θαβ is the angle between the roots α and β then multiplying the last two
results gives

2 ( 2α
cos (θαβ)

· β) ( p
=

2 2

− q )( p′ − q ′)

α β
= . (6.18)

4
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Now this is important. Notice that ( p − q )( p′ − q ′) must be an integer that
is nonnegative so that there exist just four possibilities (up to complements)
for the angles and between the roots.

We can list these possibilities:

( p − q )( p′ − q ′) θαβ

0 90◦

1 60◦ or 120◦

2 45◦ or 135◦

3 30◦ or 150◦

You may think that we have missed two other possibilities. But ( p − q )( p′ −
q ′) = 4 corresponds to 0◦ or 180◦. Neither is of any use. The first is in violation
of uniqueness. The second is trivial because roots come in pairs of opposite
signs, both in the same SU(2) group.

We have met SU(3) before, but it will be convenient to learn a little more.
What are the weights and the roots? Well T3 and T8 are already diagonal
and normalized in the standard way. The eigenvectors and associated
weights are

⎛

1 0
0
0

⎞

→

(

1
√

3
, 1

2 6

)

⎛

0

⎞

( )

⎛

0
1

√
3

⎞

( √
3
)

⎝ ⎠ ⎝ ⎠ → − , 0
2

⎝ ⎠ → 0,
6

− . (6.19)
31

These vectors, plotted in a plane, form the vertices of an equilateral triangle
(Figure 6.1).

The roots are differences of weights, because the corresponding generators
take one weight to another. The generators clearly have only one-off diagonal

H2

(–1/2, √3/6) (1/2, √3/6)

(0, –√3/3)

H1

FIGURE 6.1

The conjugate triplet multiplet.
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H2

H1

FIGURE 6.2

The octet multiplet and the singlet multiplet.

entry each and can be written as

1
√ (T1

2
± iT2) = E±1,0

1
√ (T4 ± iT5)

2
= E± 1

√
, (6.20)± 3

2 2

1
√ (T6

2
± iT7) = E± 1

√
,∓ 3

2 2

where the plus and minus signs are correlated. The roots form a regular
hexagon, plotted along with the two elements of the Cartan subalgebra in the
center (Figure 6.2).

Simple Roots

To complete the analogy between SU(2) and an arbitrary simple Lie algebra
we need an idea of positivity for the weights. We can then treat raising and
lowering operators and the highest weight. If every nonzero weight is either
positive or negative we also know that if μ is positive then (−)μ is negative.

In an arbitrary basis for the Cartan subalgebra the components (μ, etc.)
of the weight arc are fixed. We decide that the weight is positive if its first
nonzero component is positive and vice versa. (It actually does not matter
what the basis is, but it feels better.)

In SU(3), the three-dimensional defining representation then has a negative
weight in the upper left-hand part, a positive weight in the upper right-hand
part, and again, has a negative weight in the lower half. We define an ordering
by μ > ν if (μ − ν) is positive and can now think of the highest weight
in a representation. You may enjoy working out the SU(3) adjoint weights
yourself.
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If the angle is 150°

If the angle is 135°

If the angle is 120°

If the angle is 90°

FIGURE 6.3

The four angles between the pairs of simple roots.

We define simple roots as positive roots that cannot be made out of others.
If a weight is annihilated by all the generators of the simpler roots, then it is
the highest weight of an irreducible representation. Now, from the geometry
of the simple roots you can reconstruct the whole algebra. I advise students
to do this on their own. Using Equation 6.13 and noting that if α and β are
different simple roots, then α −β is not, and thus, |Eα > is annihilated by E−β

and |Eβ > is annihilated by E−α ; so you can show that

α · β p
2α

= (−) (6.21)
2

β · α p′
= (−) . (6.22)

2β 2

If you know the integers p and p′ for each simple root then you know the
angles between the simple roots and their relative lengths. Indeed

(
cos(θαβ)

−)
√

pp′
= (6.23)

2

and the angle between any pair of simple roots satisfies

π

2
≤ θ ≤ π (6.24)

where the first inequality follows from Equation 6.23 because the cosine is
less than or equal to zero and the second inequality then follows because all
the roots are positive.

A Dynkin diagram is a shorthand notation for writing the simple roots.
Each simple root is shown as an open circle. Pairs of circles are connected by
lines, depending on the angle between the pair of roots to which the circles
correspond. The scheme is shown in Figure 6.3.

The Dynkin diagram determines all the angles between pairs of simple
roots. There may, however, be choices for the relative lengths. We note that
Figure 6.4 is the diagram for SU(2) and that Figure 6.5 is the diagram for SU(3).

© is the diagram for SU(2)

FIGURE 6.4

The SU(2) multiplet.
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Is the diagram for SU(3)

FIGURE 6.5

The SU(3) multiplet.

The Cartan Matrix

You do not need to use dreadful geometrical calculations to keep track of the
integers pi and q i associated with the action of a simple root iα on a state
|φ > for a positive root iφ. The idea is to label the roots directly by their q pi

values. The q i i
−

− p of any weight, μ, is simply twice its E3 value, where E3 is
the Cartan generator of the SU(2) associated with the simple root iα . Because

2H iα
2E3| i iμ >

·
= |μ >= (q − p )|μ >, (6.25)

( iα )2

if A is the Cartan matrix then using Equation (6.25) and the form A of the
Cartan matrix

2 jα · iα
Aj i = (6.26)

( iα )2

will give us all the same information as the Dynkin diagram. For SU(3), the
Cartan matrix has the form

(

2 −1

−1 2

)

. (6.27)

Finding All the Roots

We can use the Cartan matrix to simplify calculating all of the roots from the
simple roots.

The action of the raising operator Eαj moves φ to jφ α . This just changes
k to k and thus q i − pi to q i − pi + Aj i

+
j j+1 , that is,

ki → k j + 1,

q i − pi → q i − pi + Aj i . (6.28)

If we think of the q i − pi as the elements of a row vector, this is equivalent to
simply adding the j th row of the Cartan matrix, which is simply the vector
q − p associated with the simple root iα . This speeds up the calculations of
the roots. We will do it for SU(3).
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Start with the simple roots in the q − p notation. Put each in a rectangular
box and arrange them on a hortizontal line representing the k = 1 layer of
positive roots, that is, the simple roots.

k = 1 2-1 -1 2 1α , 2α . (6.29)

Now put a box with m zeros, representing the Cartan generators on a line
below, representing the k = 0 layer.

k = 0 0 0 Hi . (6.30)

Now for each element of each box we know the q i value. For the ith element
of iα , q i = 2 because the root is part of the SU(2) spin 1 representation,
consisting of E iα and iα · H. For all the other elements, q i

± = 0 because
iα − jα is not a root.
Thus

q = 2 0 0 2

k = 1 2 -1 -1 2 1α , 2α

k = 0 0 0 Hi . (6.31)

We can compute the corresponding pi .

p = 0 1 1 0

k = 1 2 -1 -1 2 1α , 2α

k = 0 0 0 Hi . (6.32)

Since the ith element of iα is 2, the corresponding pi is zero. For all the
others, p is just minus the entry. For each nonzero p, we draw a line from the
simple root to a new root with k = 2 on a horizontal line above the k = 1
line, obtained by adding the appropriate simple root. You can also draw such
lines from the k = 0 layer to the k = 1 layers and the lines for each root will
have a different angle. Then try to put the boxes on the k = 2 layer so that the
lines associated with each root have the same angle they did between the 0



Lie Group Techniques for the Standard Model Lie Groups 115

and 1 layer. These lines represent the action of the SU(2) raising and lowering
operators.

p = 0 0

q = 0 0

k = 2 1 1 1α , 2α

k = 1 2 -1 -1 2 1α , 2α

k = 0 0 0 . (6.33)

This is now trivial to iterate, for everything you need to go from k = 1 to
k = 1 + 1 is on the diagram. For SU(3), the procedure terminates at k = 2
because all the p’s are zero.

k = 2 1 1 1α + 2α

/ \

k = 1 2 1 -1 2 1α , 2α

\ /

k = 0 0 0 Hi

/ \

k = −1 1 -2 -2 1 − 2 1α , −α

\ /

k = −2 -1 -1 − 1α − 2α (6.34)

Fundamental Weights

Suppose that the simple roots of some Lie algebra are jα from j = 1 to m.
The highest weight, μ, of an arbitrary irreducible representation, D, has the
property that μ + φ is not a weight for any positive root φ. Thus, μ + jα not
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to be a weight in the representation j is clearly sufficient, because then

Eα
j |μ > = 0 for all j, (6.3

which implies that all positive roots annihilate the state. This is clearly a
if-and-only-if statement. Thus, μ is the highest weight of an irreducible re
resentation. Hence, for every Eα

j acting on |μ > p = 0 and thus

2 jα jℓ
j

· μ

(α )2
= (6.3

where the jℓ are nonnegative integers. The jℓ completely determine μ. Ever
set of jℓ gives μ, which is the highest weight of some irreducible represe
tations. Hence the irreducible representations of rank m simple Lie algebr
can be labeled by a set of m nonnegative integers jℓ . These integers are calle
the Dynkin coefficients.

Consider the weight vectors, jμ , satisfying

2 jα · kμ
δ

( jα )2
= jk . (6.3

Every highest weight can be written uniquely as

=
∑

m
j jμ ℓ μ . (6.3

j=1

The vectors jμ are called the fundamental weights and the m irreducible re
resentations that have these as highest weights are called the fundament
representations. We often denote them by D j . Note that the superscripts ar
just labels. The vectors also have vector indices. (Both run from 1 to m
confusing.)

Now running the previous arguments backward gives

jℓ = q j − p j , (6.3

that is, jℓ is the q j − p j value of the simple root jα .

The Weyl Group

There is a symmetry that appears because there is an SU(2) associated wit
each root direction and all SU(2) representations are symmetrical under th
reflection E3 → (−)E3. If μ is a weight and E3 ≡ α · H

2α
is the E3 associate

with the root α, then

α
E3|μ >

· μ
=

2α
|μ > (6.4

5)

n
p-

6)

y
n-
as
d

7)

8)

p-
al
e

—

9)

h
e
d

0)
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and the reflection symmetry implies that μ− (q − p)α (where q − p = 2( α·μ
2α

))
is a weight with the opposite E3 value. There are reflections for all roots that
are transformations on the weight space and that leaves the roots unchanged.

The set of all such transformations obtained in this way forms a transfor-
mation group called the Weyl group of the algebra. The individual reflections
are called Weyl reflections. The Weyl group is a simple way of understanding
the hexagonal and triangular structures that appear in SU(3) representations.

Young Tableaux

You may have met Young tableaux in discussions of irreducible representa-
tions of the symmetric groups. We will now see that they are useful for dealing
with the irreducible representations of Lie groups. We will begin by discussing
this for SU(3) but the real advantage is that it generalizes to higher groups.

Raising the Indices

The crucial observation is that the 3 representation is an antisymmetric com-
bination of two 3 representations, so we do not need the second fundamental
representation to construct higher representations. We can write an arbitrary
representation as a tensor product of 3’s with appropriate symmetry. In fact,
irreducible representations of SU(3) transform irreducibly under permuta-
tion of the indices. Consider a general representation (n, m). It is a tensor with
components

i1. . .in
A =

j1. . . jm

separately symmetric in upper and lower indices and traceless. We can raise
all the lower indices with ε tensors to get

a i1. . .ink1l. . .kmln = jε 1k2l3. . . jε mk Aℓi . . .ℓn

ji . . .
.jm

(6.41)

Clearly, it is antisymmetric in each pair, ki ↔ ℓi , and antisymmetric in the
exchange of pairs, ki , ℓc ↔ k jℓ j . Now for each such tensor, we can associate
a Young tableau (Figure 6.6).

Think about the highest weight of the representation, (n, m). Because the
lowering operators preserve the symmetry, if we find the symmetry of the
tensor components describing the highest weight, all the states will have that
symmetry. The highest weight is associated with the components in which
all there is one 1 and all the k, ℓ pairs are 1, 3. All of these can be obtained
by antisymmetrizing the k, ℓ pairs from the component in which all the k’s
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k1 . . . . . .

. . .l1

km ii in
lm

FIGURE 6.6

The Young tableau of the (m, n) representation.

FIGURE 6.7

The empty Young tableau of the (2, 1) representation.

3

2

4

FIGURE 6.8

The eight-dimensional Young tableau.

3

1

1

FIGURE 6.9

The three-dimensional Young tableau.

are one, and all the ℓ’s are three. But this one component is symmetric under
arbitrary permutations of the ℓ’s. Thus, we will obtain a tensor with the right
symmetry if we start with an arbitrary tensor with n + 2m components and
first symmetrize all the i ’s and k’s and separately the ℓ’s, and then antisym-
metrize in every k, ℓ pair.

In the Young tableau language we first symmetrize in the components in
the rows then antisymmetrize in the components in the columns. The result
is symmetric in the i ’s and in the k, ℓ pairs. It is also traceless.

In SU(3) the tensors corresponding to Young tableaux with more than three
boxes in any column vanish. There are simple rules that allow us to calculate
the dimension of multiplets from the corresponding Young tableaux. Consider
the tableau in SU(3). First we start with the 3 of SU(3) in the top left corner
and increase across the rows and decrease down the columns by unity in both
cases (Figure 6.8). This works for any SU(n). Then multiply these numbers,
so that we get 24.

Now put the hook lengths into the boxes where the hook is up and to the
right with the corner in the relevant box. Here we get the result in Figure 6.9
and multiplying gives 3. The dimension of the multiplet is the quotient of
these two numbers. Here, 24 divided by 3 gives 8.



Lie Group Techniques for the Standard Model Lie Groups 119

Similarly, methods work for all the Lie groups except for the exceptional
ones that do not coincide with nonexceptional ones.

The Classification Theorem (Dynkin)

See chapter 20, p. 244 of Lie Algebras in Particle Physics (2nd ed.) by H. Georgi.

Result

Coincidences

1. A1, B1, C1 are all SU(2).

2. B2 = C2.

3. D3 = A3.

4. Remove one more circle from D3 to get D2 and it falls apart into two
disconnected circles (the middle one must be removed to stay in the
Dn family). Thus, D2 is not simple. This is the important statement
that the algebra of SU(4) is the same as the algebra of SU(2) × SU(2).

This is the complete list of such coincidences.

An . . .

Bn . . .

Cn . . .

Dn . . .

G2

F4

E6

E7

E8

FIGURE 6.10

The four general dimensional Dynkin classes and the five exceptional Dynkin classes.



120 Group Theory for the Standard Model of Particle Physics and Beyond

References

1. H. Georgi, Lie Algebras in Particle Physics, 2nd ed., Westview Press, Boulder, CO,
1999.

2. J.F. Cornwell, Group Theory in Physics, Vols. I and II, Academic Press, San Diego,
CA, 1984.

3. N.E.P. Samara and R.C. King, J. Phys. A. Math. Gen. 12, no. 12 (1979): 2315.
4. N.E.P. Samara and R.C. King, J. Phys. A. Math. Gen. 12, no. 12 (1979): 2317.

Problems

6.1 Show that [Eα , E α = α.H] which should remind you of the SU(2)−
commutation relation [J +, J −] = J3. This analogy will be exploited
to learn more about the representations of compact Lie groups. Gen-
erally, for any weight μ of a representation D, the E3 value is given
by E3|μ, x, D >= α·μ

2α
|μ, x, D >. Because the E3 values must be

integers or half integers, 2α·μ
2α

= integer.

6.2 Show that

α · μ 1
2α

= − ( p
2

− q )

where μ+ pα is the weight of the highest E3 state of the SU(2) spin j
representation and q plays the corresponding role when lowering.

6.3 We can easily make use of these results. Apply Equation (6.13) to two
distinct roots α and β and we find (using Eα as the SU(2) definition)

α · β 1
2α

= (−) ( p
2

− q ).

Again, now using Eβ yields instead

β · α 1
(

β
= (−) p′

2 2
− q ′).

6.4 If θαβ is the angle between the roots α and β then show that multi-
plying the last two results gives

2 (α · β)2 ( p − q )( p′ − q ′)
cos (θαβ ) =

2 2α β
= .

4

6.5 These vectors, plotted in a plane, form the vertices of an equilateral
triangle. Show that this is true.
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H2

(–1/2, √3/6) (1/2, √3/6)

(0, –√3/3)

H1

6.6 The roots are differences of weights, because the corresponding
generators take one weight to another. The generators clearly have
only one-off diagonal entry each and can be written as

1
√ (T1 ± iT2) = E±1,0

2

1
√ (T4 ± iT5)

2
= E± 1

√
,2 ± 3

2

1
√ (T6

2
± iT7) = E± 1

√
,2 ∓ 3

2

where the plus and minus signs are correlated. The roots form a
regular hexagon, plotted along with the two elements of the Cartan
subalgebra in the center:

H2

H1

6.7 Show that

α · β p
2α

= (−) .
2

6.8 Show that

β · α p′

2
= (−) .

β 2

6.9 The reader may enjoy the simple exercise of showing that the simple
roots are linearly independent. By exploiting the completeness of
the simple roots, it is easy to find all of them.
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6.10

2H α
2E3

· i

|μ >=
(αi )2

|μ >= (q i − pi )|μ >,

if A is the Cartan matrix then using Equation (6.30) and the form A
of the Cartan matrix

2 jα
Aj i

· iα
=

(αi )2

will give us all the same information as the Dynkin diagram. For
SU(3), the Cartan matrix has the form

(

2 −1

−1 2

)

.

6.11 The action of the raising operator Eαj moves φ to φ + jα . This just
changes k j to k i i i i j i

j 1 and thus q p+ − to q − p + A , that is ki → k j +1.

6.12 Start with the simple roots in the q − p notation. Put each in a
rectangular box and arrange them on a hortizontal line representing
the k = 1 layer of positive roots, that is, the simple roots.

k = 1 2 -1 -1 2 1α , 2α .

Now put a box with m zeros, representing the Cartan generators,
on a line below, representing the k = 0 layer.

k = 0 0 0 Hi .

Now for each element of each box we know the q i value. For the
ith element of iα , q i = 2 because the root is part of the SU(2) spin
1 representation, consisting of E iα and iα H. For all the other
elements, q i = 0 because i j

± ·
α − α is not a root.

6.13 Thus

q = 2 0 0 2

k = 1 2 -1 -1 2 1 2α , α

k = 0 0 0 Hi .

6.14 We can compute the corresponding pi .

p = 0 1 1 0

k = 1 2 -1 -1 2 1α , 2α

k = 0 0 0 Hi .
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6.15 Hence, for every Eα
j acting on |μ > p = 0 and thus

2 jα · μ jℓ
(α j )2

=

where the jℓ are nonnegative integers. The jℓ completely determine
μ. Every set of jℓ gives μ, which is the highest weight of some ir-
reducible representations. Hence the irreducible representations of
rank m simple Lie algebras can be labeled by a set of m nonnegative
integers jℓ . These integers are called the Dynkin coefficients.
Consider the weight vectors, jμ , satisfying

2 jα · kμ

(α j )2
= δ jk .

Every highest weight can be written uniquely as

m

μ =
∑

j jℓ μ .

j=1

6.16 Now running the previous arguments backward gives

jℓ = q j − p j

that is, j jℓ is the q − p j value of the simple root jα .

6.17 The crucial observation is that the 3 representation is an antisym-
metric combination of two 3 representations, so we do not need the
second fundamental representation to construct higher representa-
tions. Show in your own notation how to do this.

6.18 Now for each such tensor, we can associate a Young tableau. In your
own words show how this works.

6.19 In SU(3) the tensors corresponding to Young tableaux with more
than three boxes in any column vanish. There are simple rules that
allow us to calculate the dimension of multiplets from the corre-
sponding Young tableaux. Consider the tableau

k1 . . . km ii . . . in
l1 . . . lm

in SU(3). In your own notation show how this works.
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7
Noether’s Theorem and Gauge Theories
of the First and Second Kinds

Perhaps the main point of Lagrangian formalism is that it provides a natural
framework for the quantum mechanical implementation of symmetries. This
is caused by the principle of stationary action taking the form of a variational
principle in the dynamical equations of the Lagrangian formalism. Consider
any infinitesimal transformation of the fields

k� (x) → k� (x) + iεF k(x) (7.1)

which leaves the action

I [�] ≡

∫ ∞

dtL[�(t), �̇(t)] (7.2)
−∞

invariant. Under an arbitrary variation of �(x) we get

∞ δL δL
δ I [�] =

∫

dt

∫

d3x

[

kδ� (x) kδ x
k

+ � ) . (7.3)
δ� k

˙ (
−∞ δ�̇

]

Now assume that kδ� (x) vanishes for t → ±∞ so that we may integrate by
parts, and write

δ I [�] =

∫

d4x

[

δL d δL
− kδ� (x) . (7.4)

kδ� (x) dt δ�̇(x)

]

We see that the action is stationary with respect to all variations kδ� that
vanish at t → ±∞ if and only if the field satisfies the field equations

∂L[�(t),
�k(x, t)

˙
˙

�(t)]
= . (7.5)

kδ� (x, t)

Notice that we could have come at this from a different, and perhaps more
familiar, point starting with a Lagrangian as a function of a set of generic
fields k� (x, t) and their time derivatives �̇(x, t), when the conjugate fields
�k(x, t) are defined as the variational derivatives.

125DOI: 10.1201/9781439895207-7
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For all such schemes we can introduce the Lagrangian density, L, a scalar
function of �(x) and

∂�(x)

∂xμ

so that the action is

I [�] =
∫

d4x L

(

∂�(x)
�(x), . (7.6)

∂xμ

)

All field theories used in current theories of elementary particles have La-
grangians of this form. Varying k� (x) by an amount kδ� (x) and integrating
by parts we find the variation in L is

∂
δL

∫

d3x

[(

L ∂

k

L
=

∂�
− ∇ ·

∂∇ k�

]

k ∂
δ�

L
+ ∂�

∂ k�
˙ k

]

, (7.7)

so that with obvious arguments suppressed we get

δL ∂

∂ k

L

�
= . (7.8)

∂�̇k

The field equations now read

∂ ∂

∂xμ

L ∂

∂(∂ k� )(∂xμ

L

)
= . (7.9)

∂xk

These are known as the Euler–Lagrange equations. As expected, ifL is a scalar,
these equations are Lorentz invariant. In addition, t being Lorentz invariant,
the action I is required to be real. This is because we want just as many
field equations as there are fields. This reality condition also ensures that the
generators of various symmetry transformations are Hermitian operators.

We now come to the real point of the Lagrangian formalism—that it pro-
vides a natural framework for the quantum mechanical interpretation of sym-
metry principles. This is because the dynamical equations in the Lagrangian
formalism take the form of a variational principle, the principle of stationary
action. Consider any infinitesimal transformation of the fields

k(x) → k(x) + i F k� � ε (x) (7.10)

that leaves the action invariant. If ε is constant, such symmetries are known
as global symmetries. Of course, the action is invariant if the fields satisfy the
dynamical equations. By an infinitesimal symmetry transformation we mean
one that leaves the action invariant even when the dynamical equations are
not satisfied. Now consider the same transformation with ε an arbitrary func-
tion of position in space–time, then, in general, the variation of the action will
not vanish. But it will have to be of the form

δ I = (−) d4 μ ∂ε(x)
x J (x)

∂xμ
(7.11)

∫
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in order that it should vanish when ε(x) is constant. If we now take the
fields in I (�) to satisfy the field equations, then I is stationary with respect
to arbitrary field variations that vanish at large space–time distances. These
include variations of the form in Equation (7.10), so in this case δ I should
vanish. Integrating by parts, we see that J μ(x) must satisfy a conservation
law

∂J μ(x)

∂xμ
= 0 . (7.12)

It follows that d F
dt

= 0

where F ≡

∫

d3x J 0 . (7.13)

There is one such conserved current J μ and one constant of the motion F for
each independent infinitesimal symmetry transformation. This represents a
general feature of the canonical formalism, often referred to as Noether’s
theorem: symmetries imply conservation laws. This theorem [1] is cited in the
original German and in the English translation, which Einstein is known to
have encouraged strongly. (Note that this theorem is by a woman author
working alone when such things were far from easy.)

Now we turn our attention to the treatment of first and second class re-
straints and Dirac brackets [2]. The main problem to deriving the Hamilto-
nian from the Lagrangian is the presence of constraints. Primary constraints
are either imposed on the system (a good example is in picking a gauge for
the electromagnetic field) or arise from the structure of the Lagrangian itself.
A good example is found by considering the Lagrangian of a massive vector
field Vμ interacting with a current Jμ where we have

1 1
L = (−) Fμν F μν

4
− m2V μ

μV
2

+ JμVμ (7.14)

where Fμν ≡ ∂μVν − ∂νVμ . (7.15)

To treat all indices on the same basis we define the conjugates

�μ ∂L
≡

∂(∂0Vμ)
= (−)F 0μ . (7.16)

We find the primary constraint

�0 = 0 . (7.17)

Primary constraints are found when the equations

δL
�ℓ =

δ∂0ψℓ
(7.18)
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cannot be solved to give all the ∂0�
ℓ (at least locally) in terms of �ℓ and

�ℓ. This will be the case if and only if the matrix of the two first partial time
derivatives of the Lagrangian has a vanishing determinant. Such Lagrangians
are called irregular.

Then there are secondary constraints, which arise from the requirement that
the primary constraints be consistent with the equations of motion. For the
massive vector field, this is just the Euler–Lagrange equation for V0

∂i�i = m2V0 − J 0 . (7.19)

There are many variations on this theme but we do not need them here.
Much more important for us is the distinction between first and second type
restraints. The constraints we have found for the massive vector field are of
a type known as second class, for which there is a universal prescription for
commutation relations.

To explain the distinction between first and second class restraints, we recall
the definition of the Poisson brackets of classical mechanics. Consider any
Lagrangian L(�, �̇) that depends on a set of variables a� (t) and their time
derivatives �̇a (t). We define canonical conjugates for all of these variables by

∂L
�a ≡ . (7.20)

∂�̇a

The �s and �s will in general not be independent variables, but may instead
be related by various constraint equations, both primary and secondary. The
Poissson bracket is then defined by

∂A ∂B ∂B ∂A
[A, B] ≡ (7.21)

∂ a ∂
− ,

∂ a� �a � ∂�a

with the constraints ignored in calculating the derivatives. In particular, we
always have

[ a� , �b] = aδb (7.22)

where from now on all fields are taken at the same time and time arguments are
everywhere dropped. We call a constraint first class if its Poisson bracket with
all the other constraints vanishes when (after calculating the Poisson brackets)
we impose the constraints. Such constraints can always be eliminated by a
choice of gauge.

After all of the first class constraints have been eliminated by a choice of
gauge, the remaining constraint equations

Xn = 0 (7.23)

are such that no linear combination of the Poisson brackets of these constraints
with each other vanishes. It follows that the matrix C of the Poisson brackets
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of the remaining constraints is nonsingular:

DetC = 0 (7.24)

where

CNM ≡ [XN, XM]P . (7.25)

Constraints of this sort are called second class. There must always be an even
number of second class restraints, because an antisymmetric matrix of odd
dimensionality has to have a vanishing determinant.

Dirac suggested that when all constraints are second class, the commutators
will be given by a simple modification when he called the resulting Poisson
bracket the Dirac bracket. A powerful theorem by Maskuwa and Nakajima
[3] was used to examine the Dirac bracket and its properties, but the issue
appears to remain unresolved.

References

1. E.M. Noether, Transport Theory Statist. Phys. 1 no. 3, (1971): 183; E.M. Noether,
Invariant variation problems. Nachr. Acad. Wess., Gotingen,¨ Math-Phys. Kl. II
(1918): 235.

2. P.A.M. Dirac, Lectures on Quantum Mechanics, Yeshiva University, New York,
1964. Also see P.A.M. Dirac, Can. J. Math. 2 (1950): 1929; Proc Roy. Soc. London,
ser A, 246 (1958): 326.

3. T. Maskawa and H. Nakajima, Prog. Theor. Phys. 56 (1976): 1295.

Problems

7.1 Read from Equation (7.1) through Equation (7.5). Close the book.
Now write out your own version of this section.

7.2 Read the section immediately after Equation (7.5). Follow the sug-
gestion and work out the calculation in this alternative manner.

7.3 Using the action in Equation (7.6), integrate by parts to find the
Euler–Lagrange equations as given in Equation (7.9).

7.4 In your own words explain what you understand by the principle
of stationary action.

7.5 Starting from Equation (7.10) work, with the book closed, until you
reach the result in Equation (7.14).

7.6 Express the result of Problem 7.5 in simple English.

�
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7.7 Starting from the definition of the Poisson brackets of classical me-
chanics, explain what you understand by primary and secondary
constraints.

7.8 Explain why there must always be an even number of second class
restraints.

7.9 Explain what Dirac meant by the Dirac bracket.

7.10 Look up the paper by Maskawa and Nakajima. Explain in your own
terms anything you understand.



8
Basic Couplings of the Electromagnetic,
Weak, and Strong Interactions

We start yet again with electromagnetism, which we examined in some detail
in Chapter 7. Since A0 is not an independent Heisenberg-picture field variable
we do not introduce any corresponding operator a0 in the interaction picture,
but rather take

a0 = 0 . (8.1)

The most general real solution may be written

μ
−32 d3 p

a (x) = (2π )
∫

∑

√

[

e i p.xeμ(p, σ )a (p, σ )
2p0

σ

+ e−i p.xeμ(p, σ )a †(p, σ ) . (8.2)

We can easily see that if (and in fact only if) the operator

]

coefficients in Equa-
tion (8.2) satisfy

[a ( p, σ )], 3σ †( p′, σ ′)] = δ ( p − p′)δσσ ′ (8.3)

[a ( p, σ ), a ( p′, σ ′)] = 0 . (8.4)

The free photon Hamiltonian takes the expected form. The general Feynman
rules yield

(−i)�μν(x − y) =
∫

d3 p
Pμν(p)[e i p.(x−y)θ (x − y) e i p(y−x)θ (y x)],

(2 3π )2
+

|p
−

|
(8.5)

where

Pμν(p) ≡

σ

∑

eμ( pσ )eν( p, σ ) (8.6)
=±1

and pμ in experiments is taken with

p0 = |p| . (8.7)
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From a practical point of view, the important thing is that in the momentum
space Feynman rules, the contribution of an internal photon line is simply
given by

(−i)ημν
(8.8)

(2π )4q 2 − iε

and the Coulomb interaction is dropped. (We have not even given a hand-
waving argument for this.) It can be justified by a detailed analysis of Feyn-
man diagrams but the easiest way to treat this problem is by path integral
methods.

We can now state the Feynman rules for calculating the S-matrix in a quan-
tum electrodynamics. For simplicity we take a single type of spin 1

2
particles

of charge q = −e and mass m. The simplest gauge invariant and Lorentz
invariant Lagrangian for this theory is

1
L = (−) F μν μ

4
μν F − 
̄(γ (∂μ + ie Aμ) + m)
 . (8.9)

The electric current four-vector is then

J μ ∂L
=

∂Aμ

= (−)ie
γ¯ μ
 . (8.10)

It should now be obvious to the reader how the spin 1
2

particles enter using
the familiar Pauli matrices.

The reader will also know how in the early 1960s Gell-Mann [1] extended
the approximate SU(2) isospin symmetry of nuclear physics to an even less
exact SU(3) symmetry, which grouped the partially known baryonic and
mesons into octets and decouplets. These are now known as:

1•
+ 0�

2
baryons p, n, , 
+0−, �−1,0

• An octet of O− mesons K +,0, �+0−, 0η , κ̄−,0

An octet of 1− mesons ∗+,0 ′ , ¯−,0• κ ρ ω κ

A decouplet of 3 +
baryons ++,+,0,• � −, 
∗+,0,−1, �∗0,−, �

2
−

After the successes of the chiral SU(2) × SU(2) symmetry in the mid-1960s,
it was natural to suppose that the strong interactions also respect an approx-
imate SU(3) × SU(3) symmetry, which like SU(2) × SU(2) is spontaneously
broken to its diagonal subgroup, the Gell-Mann SU(3). Quantum chromody-
namics revealed it arises because of there being not merely two fairly light
quarks—the u and the d—but a third one s has the same charge as the d and
is still fairly light. This means that the SU(3) × SU(3) symmetry consists of
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independent SU(3) transformation on the left- and right-handed parts of the
u, d, s quark fields:

⎛

u
⎜ d

⎞

⎟

→ exp

[ u

i
∑

(

V A
⎝ ⎠

θ λ θ λ γ d
a a + a 5

]

⎛

s a

⎞

)

⎜

⎝

s

⎟

⎠
(8.11)

where the λa are the complete set of traceless Hamiltonian (3 × 3) matrices:

λ1 =

⎛

0 1 0
⎜ 1 0 0

⎞

⎝

0 0 0

⎟

⎠
, λ2 =

⎛

0 −i 0
⎜ i 0 0

⎞ ⎛

1 0 0
⎞

⎝

0 0 0
⎠

⎟

, λ3 =
⎜ 1 −1 0
⎝

0 0 0

⎟

⎠
,

λ4 =

⎛

0 0 1

0 0 0

⎞ ⎛

0 0 −i
⎜

⎝
, λ5 = 0 0 0

⎞

, λ6 =

⎛

0 0 0

0 0 1

⎞

,

1 0 0

⎟

⎠ ⎝

⎜

i 0 0

⎟

⎠

⎜

⎝

0 1 0

⎟

⎠

λ7 =

⎛

0 0 0

0 0 −i

⎞ ⎛

1 0 0
⎜

⎝

0 i 0

⎟

1
⎠

, λ8 = √
3

⎜ 0 1 0

⎞

⎝

0 0 −2

⎟

⎠
(8.12)

with Tr.(λaλb) ≡ 2δab as normalization. This general scheme does seem in
one way or another to have continued to expand, so that we now have also
a charmed quark c, a bottom (or beautiful) quark b, and the top quark t,
which appears to be the heaviest of them all. The reader is warned that there
are other patterns in which quarks could have emerged, with very different
consequences. One such scheme is that of Barnes, Jarvis, and Ketley [2] where
instead of quarks, and possible partners, appearing as representing multiplets
of a given SU(2), new SU(2)s appear with new sets of quarks and possible
partners. After charm, the next one in this scheme is called style, stealing from
a Frank Sinatra song with the snatches “You either have or you haven’t got
style, if you have it sticks out a mile” and “Style and charm kind of go arm
in arm.”

Returning to the usual notation, by the mid-1960s, it was understood that
the weak interaction processes of hadrons with each other and with leptons
are well described at low energy by the effective Lagrangian

G
√F

[ēγ (1 + iγ λ
5)νe + ūγλ(1 + iγ5)|νμ]J

2
+ c (8.13)

where J λ is a hadronic current. Within the quark model, the commutation
and conservation properties of J λ allowed it to be identified with the quark
current

J λ = ūγ λ(1 + iγ5)d cos θc + ūγ (1 + iγ5)s sin θc . (8.14)
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Here θc is an angle known as the Cabibbo [3] angle. Experiments on nuclear
processes decaying from one state to another plus e+ + νe and meson states
decaying similarly, confirmed that G F has almost the same value as that mea-
sured in the purely leptonic process μ+ → ν̄+e+ +νe and give for θc the value
sin θc = 0.220 ± 0.003. The natural conclusion was that the quarks provide
another SU(2) × U(V) doublet with the form

(

1 + iγ5

2

)

[

u

d cos θc + s sin θc

]

, (8.15)

together with right-handed singlets adjusted to give the quark charges
2
3
e and (−) 1

3
e . This has many problems, particularly yielding decay values

for processes, such as K 0 → μ+ + μ−, many orders of magnitude greater
than observed. Eventually this situation was clarified by Glashaw, Iiopou-
los, and Maiani [4] who proposed that there was an extra term in J λ of the
form

c̄γ λ(1 + iγ5)[(−)d sin θc + s cos θc] (8.16)

where c is a fourth quark with charge 2
3
e . The charged current may now be

written as

J λ = (ū cos θc − c̄ sin θ λ
c)γ (1 + iγ5)d + (ū sin θc + c̄ cos θc)γ λ(1 + iγ5)s,

(8.17)

which became known as the GIM mechanism and attracted large wagers. The
main effect of this change was to suppress loop diagrams for s + d̄ → d + s̄,
bringing the rate for K 0 − K̄ 0 oscillations in agreement with the experiment.

It was later noted by Weinberg [5] that this solves the problem of the
strangeness changing Z0 interactions. In the context of the SU(2)×U(1) gauge
theory the combination (−)dL sin θc + sL cos θc cannot be a singlet but must
be part of another doublet

(

1 + iγs c
. (8.18)

2

)

[

(−)d sin θc + s cos θc

]

Particles containing the c quark in a c − c̄ bound state were discovered in
1974 by Aubert et al. [6] and by Augustin et al. [7] and indicated a mass
mc ≈ 1.5Ga V1, which is not precise. This completed two generations of quarks
and leptons.

The first sign of a third generation was the discovery of a third charged
lepton by Perl et al. [8], the τ . Then a fifth quark type, the b (beauty), was
discovered by Herb et al. [9], with charge (−) 1

3
e and a mass of about 4.5Ge V.

A sixth quark type, the t top with charge 2
3
e, became theoretically neces-

sary. It was eventually discovered by Ellis et al. [10], giving a combined
value of the experimental results in the previous references of 181 ± 12Ge V
in 1995.
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The real point of the Lagrangian formalism is that it provides a natural
framework for the quantum mechanical implementation of symmetry prin-
ciples. The dynamical equations in the Lagrangian formalism take the form
of a variational principle, the principle of stationary action. Consider any
infinitesimal transformation of the fields

k
 (x) → k
 (x) + iε f k(x) (8.19)

that leaves the action invariant

0 = δ I = iε

∫

δ
d4 I [
]

x f k(x) . (8.20)
kδ
 (x)

If ε is a constant, such symmetries are known as global symmetries. Of course,
this is automatically satisfied for all infinitesimal variations of the fields if the
fields satisfy the dynamical equations. By an infinitesimal symmetry transfor-
mation we mean one that leaves the action invariant even when the dynamical
equations are not satisfied. If we now consider the same transformation with
ε an arbitrary function of position in space–time we see that

k
 (x) → k
 (x) + iε(x) f k(x) (8.21)

then, in general, the variation of the action will not vanish, but it will have to
be of the form

δ I = (−)

∫

d4x J μ ∂ε(x)
(x)

∂xμ
(8.22)

in order that it should vanish when ε(x) is constant. If we now take the fields in
I [
] to satisfy the field equations then I is stationary with respect to arbitrary
field variations that vanish at forge spacetime distances, including variations
of the form Equation (8.20), so in this case Equation (8.21) should vanish.
Integrating by parts, we see that J μ(x) must satisfy a conservation law

∂J μ(x)
.

∂xμ
= 0 (8.23)

It follows immediately that

d F

dt
= 0 (8.24)

where F ≡

∫

d3x J 0. (8.25)

There is one such conserved J μ and one constant of the motion F for each
independent infinitesimal symmetry transformation. This represents a gen-
eral feature of the canonical formalism, often referred to as Noether’s theorem:
symmetries imply conservation laws. Einstein was so impressed that he arranged
for the German original to be translated into English and the final outcome
is given in Reference [11]. Note that the English version, being much later,
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contains an outline of the applications that Noether’s theorem has subse-
quently found, especially in the calculus of variations and relativity theory.
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Problems

8.1 Calculate the differential and total cross-sections for e+e− → μ+μ−

in lowest order in e. The electron and meson spins are not observed.

8.2 Calculate the differential cross-section for electron–electron scatter-
ing to lowest order in e . Assume that final and initial spins are not
measured.

8.3 Carefully defining your own notation, including normalization, de-
rive the 3 × 3 matrix form of the Gell-Mann λ matrices.

8.4 State what you understand by the Cabibbo angle and give a rough
numerical value for its sine.

8.5 Explain how the Cabibbo angle entered into the standard model,
and say why this natural idea had very real problems.

8.6 Carefully explaining your notation, explain how Glashow, Iliopou-
los, and Maiani made a proposal to remove the difficulties men-
tioned in Problems 8.5 and 8.6.

8.7 How did the Glashow, Iliopoulos, and Maiani, (GIM) mechanism
first reveal its potential?

8.8 Say in your own words what Weinberg noted about the GIM mech-
anism, which revealed its possible potential.
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8.9 What else did Weinberg notice about the GIM mechanism and how
did he improve matters?

8.10 What did Perl et al. discover and what was its significance for model
building?

8.11 Say in your own words what the real point is of the Lagrangian
formalism for model builders.

8.12 What does your answer to Problem 8.11 lead to?

8.13 What is the familiar way of describing the content of Noether’s
theorem?
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9
Spontaneous Symmetry Breaking and the
Unification of the Electromagnetic and Weak
Forces

The usual starting point for this topic is the wine bottle potential depicted in
Figure 9.1. Clearly, there is an unstable position of equilibrium for a ball under
“gravity” on top of the hump in the center. Once this is disturbed there is a
spontaneous breaking of the symmetry and one position on the horizontal
circle (shown dotted) is selected at random. Obviously we are really talking
vacuum expectation values and states here. The dotted line around the lowest
point of the potential is a set of massless states of equal energy, which can be
transported with effectively zero force. However, the selected state has a mass,
as we see by the fact that it takes energy to move it up the wall. In practice the
“bottle” is represented by a quartic in scalar fields with a positive coefficient
for the fourth power terms but a negative coefficient for the quadratic terms.
So we can write

a ( 2φ )2 − b 2φ with a > 0 and b < 0 , (9.1)

which has a minimum when

2a 2φ − b = 0 , (9.2)

really 2 b
< φ > = , (9.3)

2a

where the lowest point is

(b2)2 b2 b2

a
4a2

−
2a

= (b2

4a
− 2a ), (9.4)

which can be set to zero by putting b
√

= (−) 2a . The potential is then

a ( 2φ )2
√

− 2a 2φ . (9.5)

This is perhaps a good moment to mention the two volumes of The Quantum
Theory of Fields by Nobel Prize winner S. Weinberg [1, 2], which are a meticu-
lous and detailed presentation of the standard model of elementary particles
by one of its greatest exponents. Indeed, if one is interested in physics beyond
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φ1

φ2

FIGURE 9.1

The wine bottle potential.

the standard model and the role of string theories in higher dimensions (which
is the only known way to correctly introduce Einstein’s gravity) then Wein-
berg’s two following volumes [3, 4] on these topics cannot be recommended
too highly.

At any rate, we have adopted the notation of the first two volumes for this
book, with the one exception that the parameters of group transformations
carry opposite signs as a consequence of our choice of an active viewpoint.

With the charge on the proton taken as e , we have the change operator Q
related to the hypercharge Y by

B S
Q = T3 + Y and Y

+ − L
= (9.6)

2

where B is baryon number, S is strangeness, and L is lepton number.
As a consequence, the up and down quarks that make up the charges of the

proton and neutron, appearing as they do in triplets as a result of their colors
being absorbed into singlets, have charges 2 1

3
and

3
, respectively. Similarly the

negative charged electron e− and its associated neutral neutrino 0ν form of

doublet (
e−

v0 ) of SU(2) × U(1). As far as we know there are two further gener-
e

ations of this structure where the quarks are called charm and strange, then
top and beauty (or bottom) in the third generation. Similarly the lepton pairs
are the muon and its neutrino, then the tau and its neutrino form doublets at
increasing masses of the charged particles in doublets

(

μ−

0νμ

)

τ
and

( −

0ντ

)

(9.7)

where the neutrinos were all thought to be massless. We say “were” because
recent experiments have shown that at least one neutrino must have a mass
that is not zero. The key experiments show oscillations between different neu-
trino types. At any rate the doublets of charged leptons and their associated



Symmetry Breaking and Unification of Electromagnetic Forces 141

neutral partners are left-handed ones projected by

1
(1

2
+ γ5) , (9.8)

while the singlet positive right-handed charged partners of the charged lep-
tons (positron, μ+ and τ+) are projected by

1
(1

2
− γ5) . (9.9)

Returning to the wine bottle potential, we introduce a doublet Y = 1 made

from a positive and a neutral meson and denoted by (
φ+

0φ
). With the potential

written as

V = 2μ φ+φ + λ(φ+φ)2, with μ < 0 and λ > 0, (9.10)

the φ develops an expectation value

1
< φ > = √

(

0
)

, with 2 (
ν

−) 2μ
= + 0(h̄) , (9.11)

2 ν λ

as a result of the spontaneous symmetry breaking from SU(2)×U(1) which is
a combination of the obvious U(0) factor with the U(1) given by the unbroken
U(1) generated in the SU(2) by τ3.

Returning to the vector bosons (recall Ai
μ and F i

μν) that carry the forces of
electromagnetism and similarly the ones carrying the U(1), which we now
denote by Bμ and Fμν , we note that they must all be massless (to start with, at
least until the symmetry is spontaneously broken to U(1)) because there is no
invariant Ai

μ Aμ

i (or Bμ Bμ) as the keen student can easily test. The Yang–Mills
[5] Lagrangian is

1 1
(−)

(

F i
μν

)(

F μν

4 i

)

− F
4

μν F μν

1 1
= (

(

∂

)

+)
( 2

Ai
μ ν − ∂

i
ν Aμ + g Aj

μ Ak i jkε
4 ν

)

− (∂
4

μ Bν − ∂ν Bμ)2,

(9.12)

which follows from the definition

F i
μν = ∂ν Ai

μ − ∂μ Ai
ν + f i jk Aj

μ Ak
ν (9.13)

by substituting f i jk = −ig i jkε and similarly 0 for the U(1) case.
What we know is that after spontaneous symmetry breaking there is one

vector boson field of charge e with mass mW given by

Wμ 1
= √ Aμ

2
1 + i Aμ

2 (9.14)
( )
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and another of charge (−)e with mass mW given by

Wμ 1
= √

2

(

Aμ

1 − i Aμ

2

)

. (9.15)

There are also two electrically neutral vector boson fields of masses mZ and 0,
respectively, given by orthonormal linear combinations of Aμ

3 and Bμ. They
are

Zμ = cos(θ ) Aμ

3 + sin(θ )Bμ (9.16)

Aμ = (−) sin(θ ) Aμ

3 + cos(θ )Bμ . (9.17)

We have identified the Aμ as the massless photon field from knowing Q. This
mixing angle is usually known as the Weinberg angle.

To complete this picture we write down a Yukawa [6] coupling of the lepton
doublet to the charged scalars in the form

ν φ+
Lφe = (−)G e

e

(

e−

)

L

(

0φ

)

e R + h.c. . (9.18)

It is possible that there are other scalar multiplets in the theory (and in exten-
sions of the standard model, such as supersymmetry, they are compulsory),
but we will not consider them here.

Clearly we need a gauge invariant term involving scalar and gauge fields.
The most general form consistent with SU(2)×U(1) gauge invariance, Lorentz
invariance (and, although we do not treat this here, consistent with renormal-
izability), is

1 2
Lφ = (−) (∂ i Ai T i ( i B (φ)φ) y φ

2
2μ

∣

∣

μ − μ − μ

λ

∣

∣

− φ+φ
2

− (φ+φ)2 , (9.19)
4

where λ > 0. It is possible to perform an SU(2) × U(1) gauge transformation
to a unitary gauge, in which φ+ = 0 and 0φ is Hermitian, with a positive
vacuum expectation value. The real part of 0φ is the only physical scalar field.

The scalar Lagrangian then yields a vector meson mass term of the form

1
(−)

2

∣

∣

(

i i(φ) ) 1
∣

∣

( g′ 2
(φ

) ∣2 g i i
)

(

0
)∣

∣

∣
AμT + Bμy < φ >

∣

∣
= (−)

2
∣ A
∣ 2 μτ − B

2
μ

ν

2 2ν g 2ν
= (−) W↑ (g2

μ Wμ − + g′2

∣

4 8

∣

)Zμ Zμ.

(9.20)

The photon mass term is zero as expected. The W± and the Z0 have masses

ν
mW

|g| ν
= and m

2
z =

√

g2 + g′2
, (9.21)

2
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respectively. Also, in the lowest order the electron now has a mass

me = Geν . (9.22)

The extension to include the other two generations of leptons is straightfor-
ward with the e and νe replaced by μ and νμ and τ and ντ , respectively. Also
replace Ge by

Gμ = Ge

(mμ
)

and so forth. (9.23)
me

In the case of the muon, the exchange of W between low energy e and μ

leptons produces an effective interaction

(

g
√

2

)2 1

m2
W

[

eγ λ

(

1 + γ5

2

)

1
νe

] [

νμγλ

(

+ γ5

2

)

μ

]

+ h.c., (9.24)

which may be compared to effective V-A theory, which gives

G
√F

eγ λ(1 + γ5)νe [ν
2

μγλ(1 + γ5)μ] + h.c., (9.25)

where G F is the conventional

[

Fermi

]

coupling constant, which is known from
the good description of muon decay to have the value

G F = 1.6663q (2) × 10−5GeV−2 . (9.26)

Comparison yields

g2

= 4
√

2G F (9.27)
m2

W

so that

2m
ν = W 1

=
1

= 247Gev. (9.28)
g 2

1
4 G 2

F

We also see that

0.511Mev
Ge =

247GeV
= 2.07 × 10−6, (9.29)

which is a very small value. Notice that mZ > mW. In terms of the weak mixing
angle

eν 37.3GeV
mW =

2| sin(θ )
= , (9.30)

| | sin(θ )|
eν 74.6GeV

mZ = . (9.31)
2| sin(θ )||cos(θ )

=
| | sin(2θ )|

There are many corrections, of course. In particular there is a very large radia-
tive correction. Also we know that the coupling constants change with energy
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scale. The best values are possibly

38.4GeV 76.9GeV
mW = and m

| sin(θ )| Z = . (9.32)
| sin(2θ )|

It is now clear that, whatever the value of the Weinberg angle, these masses
were too large to allow W or Z to be found before the early 1970s. Neutral
current processes produced by Z0 exchange gave perhaps the earliest confir-
mation of the theory in 1973 in a bubble chamber of νμ − e− elastic scattering.
(As an interesting side note, the Nobel Prize shared by three authors [7] was
awarded before the discovery of the W± and Z0 and despite strong advice to
the contrary.)

Moving on, the quark current

J λ = uγ λ(1 + γ5)d cos(θc) + uγ λ(1 + γ5)sd sin(θc) , (9.33)

where θc is the Cabibbo [8] angle, had already been used in the 1960s to un-
derstand weak interactions between leptons and hadrons by the low-energy
effective Lagrangian

G F [eγλ(1 + γ5)νe + eγλ(1 + γ5)νμ]J λ + h.c.. (9.34)

Experiments on processes such as O14 → N14ν + e+ + νe showed that G F

had much the usual value and that sin(θc) = 0.220 ± 0.003. This led to other
mixings and eventually to the hadronic current

u d
J λ =

⎡

c
t

⎤

⎦γ λ(1 + γ5)V

⎡

⎣ ⎣ s
b

⎤

⎦ (9.35)

between all three generations of quarks, where V is a 3 × 3 unitary matrix
named after Kobayashi and Maskawa [9]. Much interest in research today
centers on this matrix, and the existence of three families allows a complex
phase in the matrix and thus to T and CP violation. One of the best tests of
this part of the standard model is the annihilation of e+e− in colliding beans.
This reveals resonances (of then unexpected narrowness) and threshold steps
to plateaux of calculable heights.
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Problems

9.1 Go through the argument from Equation (9.1) to (9.5) and draw
your own wine bottle potential.

9.2 Using Equation (9.6) work out your own changes for up and down
quarks and for the charges of the electron and its associated neu-
trino.

9.3 Using the Weinberg angle, work out your own versions of Zμ

and Aμ.

9.4 Work out your own versions of mw and mz.

9.5 Show that a 2 × 2 unitary matrix has no complex phase but a 3 × 3
unitary matrix does have one complex phase.
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10
The Goldstone Theorem and the Consequent
Emergence of Nonlinearly Transforming
Massless Goldstone Bosons

At the deepest level this chapter and Chapter 13 could be viewed as an intro-
duction to the work of Einstein on general relativity where he used curvature
of the three spatial and one time dimensions of the world in which we live to
describe the theory of gravity. Any reader fortunate enough to have a strong
background in general relativity can regard this book as light bedtime read-
ing. I had such a fortunate background from my undergraduate days reading
special mathematics at King’s College London, then arguably the leading
place in the world for gravitational research. My meeting with quantum me-
chanics terminated my possible research in the gravitational area with my
heroes F. Pirani and H. Bondi. (My deep gratitude is to Pirani for helping me
to change course to work with P. Matthews and A. Salam at Imperial College
London.) At any rate, the idea is to use S2, the two-dimensional surface of the
points equidistant from the origin in three spatial dimensions, as the simplest
nontrivial curved space as an introductory example, which we can all easily
visualize, but to handle the mathematical details by the equivalent machinery
to that used in more dimensions.

In the United Kingdom, most serious general relativity research is done in
mathematics departments, and even when a physics or astronomy depart-
ment has a serious research interest, the subject is rarely covered at under-
graduate 3 or 4 levels. At Southampton University, where there is a strong
general relativity group and even an appropriate book written in house, no
astronomy or astrophysics students are taught general relativity nor even
encouraged (forced?) to attend the one course in the mathematics 4th un-
dergraduate year. Only rarely do dedicated theoretical high energy physics
students take the course in their first year of research. The situation is often
far worse at other institutions. The hope is that this chapter and Chapter 13
may act as a stepping stone for at least some of those students.

What exactly are Goldstone bosons? Whenever a simple Lie group is broken
spontaneously (smoothly and in an arbitrary “direction”) then a theorem by J.
Goldstone [1] tells us that massless Goldstone bosons (scalar or pseudoscalar)
are produced carrying the quantum numbers of the generator of the Lie group
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along the broken “directions.” We shall see later how these bosons interact
with each other, why they are massless, and how they interact with other
(standard field) states of the system. For the moment, we shall concentrate
on the breaking of SU2 to U1. Here the SU2 can be thought of as generated by
rotations about the three spatial directions, and broken to leave simply the
one generated by rotations about the third axis. Thus, the Goldstone bosons
are associated with the first directions. If we call these bosons φ1 and φ2,
they can be thought of as interpolating fields for the two Goldstone bosons
(subject to appropriate boundary conditions we shall meet later) with the
transformations between them under rotations (we take the active point of
view) as corresponding changes of the fields. Alternatively, we can consider
these φA, A = 1, 2, to be coordinates on the two-dimensional surface of the
sphere and again (subject to conditions) to carry the information about the
transformation of the points on the sphere.

With an eye to future developments, we can regard the surface of the
sphere as a coset space manifold of dimension two. If we introduce Pauli
matrices by

σi with i = (1, 2, 3)

with σ1 =
(

0 1
)

1 0
σ2 =

(

0 −i
)

σ (10.1)
1 0 i 0 3 =

(

0 −1

)

then the SU2 generated can be represented by

Qi = exp

(

−i
σ ξ (10.2)

2
i i

)

where the ξi can be thought of as angles of rotation about the respective axes
x, y, z on (1, 2, 3), where 2ξ = ξiξi is an invariant, with the consequence that
we find the commutators of the generators are

[Qi , Q j ] = iǫi jk Qk (10.3)

where summation is implied over the repeated index, and the Levi-
Civita totally antisymmetric tensor is specified by

ǫi jk = 1 if (i jk) are cyclic on (1, 2, 3)

= −1 if (i jk) are anticyclic on (1, 2, 3)

= 0 if any pair of (i jk) are equal. (10.4)

Here we have used

σiσ j = δi j 1 + i kǫi jkσ (10.5)

where 1 =
(

1 0
0 1

)

. (10.6)
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The keen students are strongly advised to become familiar with the index
notation and the Pauli matrices if they are not already competent in their use.

If we designate the coset space represented by the two-dimensional surface
of the sphere, S2, by

L = exp

(

−i
ξ

2
AσA

)

(10.7)

where A = (1, 2), then on left multiplication by a member of the U1 subgroup
with parametrization h1 we get

h1L = h1Lh−1
1 h1 (10.8)

= L ′h1 (10.9)

and using

L ′(ξ ) = L(ξ ′) (10.10)

reveals that

L(ξ ′) = h1L( 1ξ )h−
1 (10.11)

so that the action of the U1 subgroup on the field in the coset space is simply
that of rotation through the angle parametrizing the subgroup. Note that the
completeness relation on Pauli matrices is simply

(σi ) AB(σi )C D = 2δADδBC − δC DδAB (10.12)

when thought of from the matrix point of view.
Generalizing our SU2

U
sphere to a more general coset space, we can write

1

gL = L ′h (10.13)

where g is the group (previously SU2) and h is the subgroup (previously U1),
and L ′ is now a generalized version of L = SU3

U
. Clearly the transformations

are nonlinear.
1

At this stage it is convenient to introduce the concept of the centralizer of
a subgroup within a group. Here this would be written as Ch(g). It simply
means the collection of elements in g, which commute with h to give zero. In
the S2 case we had

CU1
(SU2) = U1 (10.14)

Now there is a very useful theorem by A. Borel [2] to the effect that when
the centralizer is toroidal (a product of powers of U1 factors) the coset space
manifold is a Kahler¨ manifold of order given by the sum of the powers of
the U1 factors. In the S2 case, the order is just 1. Such a manifold can support



150 Group Theory for the Standard Model of Particle Physics and Beyond

supersymmetry of the same order as the order of the manifold. What does
this mean and what are the implications? In the first place think about an
ordinary two-dimensional plane with coordinates x and y. If you like, you
can combine the coordinates into a complex variable, usually called z, by

z = x + iy (10.15)

with conjugate z̄ (or z∗) given by

z̄ = x − iy (10.16)

and the question which at once arises is: Does the definition of the deriva-
tive of a single real variable apply to functions of a complex variable? The
natural answer is that if f (z) is a one-valued function, defined in a region of
the Argand diagram, then f (z) is differentiable at a point z0 of that region.

If f (z)− f (z0)
z z

tends to a unique limit as z− 0
→ z0, provided z is also a point

of that region, it is called the derivative of f (z) at z = z0 and is denoted
by f ′(z0).

A function of z which is one-valued and differentiable at every point of a
domain D is said to be holomorphic (sometimes equivalently regular or analytic)
in the domain D.

There is a necessary set of conditions for f (z) to be holomorphic. If f (z) =
u(x, y) + iv(x, y) is differentiable at a given point z, the ratio of

( f (z) + �z) − f (z)

�z

must tend to a definite limit as �z → 0 in any manner. Now �z = �x + i�y.
Take �z to be real, so that �y = 0, then

u(x + �x, y) − u(x, y) �x, )
i

[

v(z + y − v(x, y)

�x
+

�x

]

∂must tend to a definite limit as �x → 0. Clearly the partial derivatives u and
∂x

∂v ∂ ∂must exist at the point (x, y) and the limit is u

x ∂x
+ i v . Similarly, if we take

∂ ∂x
∂�y = 0 then u ∂ ∂ ∂and v must exist at the point (x, y) and the limit is u i v .
∂y ∂y ∂y

−
∂y

Since the two limits must be identical, on equating real and imaginary parts
we find

∂u ∂v ∂u ∂v

∂x
= and

∂y ∂y
= (−) . (10.17)

∂x

These two conditions are called the Cauchy–Riemann differential equations.
Obviously, assuming differentiability is much stronger than assuming conti-
nuity.

The sufficient conditions for f (z) to be holomorphic are that the continuous
one-valued function f (z) is holomorphic in a domain D if the four partial

∂derivatives u ∂ ∂, v , u ∂, and v are continuous and satisfy the Cauchy–Riemann
∂x ∂x ∂y ∂y
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equations at each point of D. Coordinates in the manifold are the Kahler¨
coordinates. We shall stop this treatment here. Possibly we have already done
too much. But this idea of holomorphy plays a huge role in many subjects.
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Problems

10.1 In your own words state what you understand about Goldstone
bosons.

10.2 In your own words state what you understand regarding the surface
of a sphere as a coset space of dimension two.

10.3 Define the Kronecker delta, δi , and the Levi-Civita tensor, εi jk .

10.4 Define the Pauli matrices σi with i = (1, 2, 3) and the associated
unit matrix 1.

10.5 Show that σiσ j = δi j 1 + i kεi jkσ .

10.6 Show how SU(2) can be generated by a simple function of the Pauli
matrices.

10.7 If Qi = exp(− i iσ
2 iξ ), calculate the commutator [Qi , Q j ].

10.8 State what you understand about the completeness relation and
work this out for the case of the Pauli matrices.

10.9 If we designate the coset space represented by the two-dimensional
surface of the sphere S2 by L = exp(− i Aξ

2 Aσ ) where A = (1, 2),
show that on left multiplication by a member of the U1 subgroup
with parameterization h1 we get h1 L = L ′h1 and find L ′.

10.10 Using L(ξ ′) = L ′(ξ ) find the action of the U1 subgroup on the coset
space and give your interpretation of this action.

10.11 Generalizing our SU2
U

sphere to a more general coset space, gL = L ′h
1

where g is the group, h is the subgroup, and L ′ is a generalized
version of L . Do you think that the transformations are linear or
nonlinear?

10.12 What is understood by the centralizer of a subgroup in a group,
usually written as Ch(g)?

10.13 What does the Borel theorem tell us?

10.14 Combining the two-dimensional coordinates of a plane denoted by
x and y into a single complex variable z = x + iy, state what you
mean by the derivation of a function f (z) at z0.
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10.15 State what you mean by a holomorphic function of z.

10.16 If f (z) = u(x, y) + iv(x, y) show that the Cauchy–Riemann differ-
ential equations

∂u ∂v ∂u ∂v

∂
= and ( )

x ∂y ∂y
= −

∂x

must hold. Is this differentiability weaker or stronger than conti-
nuity?

10.17 What are sufficient conditions for f (z) to be holonomic? What are
coordinates in the manifold to be known as?



11
The Higgs Mechanism and the Emergence of
Mass from Spontaneously Broken Symmetries

There are actually several situations involving one, or more in the case of the
supersymmetric version, Higgs boson. These can be presented in a variety of
ways and in different gauges. We shall present one of these to make the basic
idea as simple as possible. It is the first one studied by Peter Higgs [1] himself.
We already know what happens when a gauge theory, such as the Goldstone
model [2], is spontaneously broken. Massless scalars or pseudoscalars appear
as Goldstone bosons corresponding to the broken generators. Then the mass-
less gauge vector or pseudovector bosons absorb the Goldstone bosons and
the result is that they develop masses. So now Higgs started by making the
Goldstone model locally U(1) invariant in the, by now, familiar way. We note
from the start that we begin with four degrees of freedom, one each from the
two scalars and two from the massless electromagnetic field potential Aμ(x)
corresponding to the transverse waves of electromagnetism or equivalently
the independent senses of polarization of the photons. To fully exhibit the par-
ticle interpretation of this theory, it is best to change to a “radial and phase”
field description. Then we expect it to be simple when the symmetry becomes
local, because it is exactly local phase variations that are being considered. In
fact, the theory, now with Aμ present, is invariant under local phase changes.
Indeed we can get rid of the phase field altogether. We start from

1 iθ (x)
φ = √ [ f + ρ(x)] exp

[

−
2 f

]

(11.1)

where f λ = μ. Under a local phase (or gauge) transformation

φ → exp[
μ

−ieχ (x)]φ(x), (11.2)

A → Aμ + ∂μχ (x) (11.3)

and we see that

ρ = ρ ′ (11.4)

θ ′ = θ + e f χ. (11.5)
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If we pick the particular gauge function χ by

1
χ = (−) θ , (11.6)

e f

we discover that θ ′ = 0. So the phase of the gauge transformed φ can be made
zero. But this is a locally varying phase, or a phase field, and its quanta are the
massless Goldstone bosons of the spontaneously broken U(1) symmetry. It
seems that we can always pick a gauge χ such that at all points the phase field
is zero. So there are no Goldstone bosons! The massless scalar or pseudoscalar
particles have disappeared from the particle spectrum. But they correspond
to the original scalar, or isoscalar, degrees of freedom. Consider what the
original Aμ and φ have been replaced by now. We find that

∂μθ
Aμ′ = Aμ − , (11.7)

e f

1
φ′ = √ [ f

2
+ ρ(x)]. (11.8)

Consider the Euler–Lagrange. We find that for Aμ′ we get

[� + e2 f 2]Aμ′ − ∂μ∂ν Aν ′ = (−)e2 Aμ′( 2ρ + 2 fρ). (11.9)

In the weak coupling, or perturbative, limit we can ignore the electromagnetic
current on the right-hand side of this equation. The left-hand side is the force
particle wave equation for a massive spin one particle. The operator M is
replaced by � + M2, where

M = e f. (11.10)

A massive spin one particle has two transverse degrees of freedom together
with one longitudinal, making three degrees of freedom. So we see what
happened to the Goldstone degrees of freedom. They got “eaten” by the
gauge field Aμ to make the massive gauge field

∂μ

Aμ′ = Aμ − . (11.11)
e f

The θ field is precisely the one whose quanta were Goldstone particles. This
is the well known Higgs mechanism. In a sense, the two “masslessness” have
canceled each other out. The result is that when a local U(1) invariance is
spontaneously broken there are no Goldstone particles but the massless U(1)
gauge field gains mass. There can be more than one Higgs boson; indeed
with supersymmetric formulation there must be at least two. They can also
be viewed in different gauges but they all come down eventually to what you
have seen. Not only has supersymmetry not been found experimentally but
neither has any Higgs boson. Notice that the Higgs boson does not specify
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its own mass. I am one of a growing group of theoreticians who believe that
the Higgs boson will never be found in the sense it is understood here. I
personally have started to look for an alternative structure but if I find one I
shall still call it the Higgs boson.
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Problems

11.1 Read through from Equation (11.1) to Equation (11.6). Now close
the book and repeat the calculations in your own notation if you
prefer.

11.2 Read through from Equation (11.7) to Equation (11.10). Now close
the book and repeat the calculations in your own notation if you
prefer.

11.3 Explain in your own words how to count the degrees of freedom
after Equation (11.10).

11.4 Explain in your own words what is usually understood by the Higgs
mechanism.
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Lie Group Techniques for beyond
the Standard Model Lie Groups

We may well start with technicolor, a scheme proposed by L. Susskind [1],
which was based on a generalization of the color group SU(3) of the strong
interactions. It was briefly fashionable but was completely ruled out by exper-
imental results and has now been forgotten by most serious researchers. The
grand unified groups (or GUTs as they are often called) are the main source of
possibilities. This starts historically with a Pati and Salam scheme [2]. Salam
himself was the first to point out the two main problems. In all such schemes
the proton becomes unstable and there is no sign of this experimentally. Also,
all such theories must contain a magnetic monopole [3,4] and again there is
no credible experimental candidate. By far the most fashionable candidate
was the proposal by H. Georgi and S.L. Glashow [5] to use SU(5), which con-
tains SU(3) × SU(2) ×U(1) of the standard model and has a five-dimensional
multiplet containing:

(3, 1)− 1
3
+ (1, 2) 1 (12.1)

2

where the first factor in the brackets is the SU(3) multiplicity, the second factor
is the SU(2) multiplicity, and the subscript is the U(1) number normalized to
give zero for this 5 representation of SU(5). The various techniques we studied
for the standard model Lie groups apply directly, including the classification
theorem by Dynkin [6].

As we move on, an important constraint is that the groups we consider must
contain the standard model groups. There are only four classes of simple
groups, SU(2n), SU(2n − 1), SO(2n), and SO(2n + 1) where n is a positive
integer. The symplectic groups Sp(2n) seem never to have played a part.

The orthogonal groups are interesting because, like the unitary groups,
they can have complex representations. As we shall see, SU(5) can be easily
embedded in an orthogonal group. The group SO(10) [8], which has rank 5,
contains the subgroup SU(5)×U(1) in two different ways. A spinor represen-
tation of SO(10) is 16 dimensional and contains the 10 + 5 + 1 under SU(5).
Hence, it neatly contains a single fermion family, plus a right-handed neutrino
state. Higher dimensional orthogonal states contain several such families in
a single irreducible representation. For n = 6 orthogonal groups are anomaly�
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free and thus explain the mystery of cancellations of the anomalies in the 5
and 10 representations. This is all so very convenient that it is hard to see
grand unification stopping at SU(5).

We turn next to SO(10), which is of rank 5. There are 45 gauge bosons
transforming as the adjoint representation under SU(5) × U(1); the 45 of
SO(10) has the decomposition

45 = 240 + 10 + 101 + 10−1, (12.2)

whereas the spinorial representations are 24 = 16 dimensional. These are
written as the product of five SU(2) spinors. Now we wish to identify the
fermion states. This is easily done by choosing the SU(3) to be a subgroup
of SO(6) acting on the first three operator components and the SU(2) to be a
subgroup of the SO(4) acting on the last two spinor indices. Clearly

SO(10) ⊃ SO(6) × SO(4) (12.3)

so the product structure of the subgroups SU(3) × SU(2) is ensured [8].
By construction, the SU(5) gauge bosons couple to fermions, through the

decomposition of

SO(10) ⊃ SO(6) × SO(4) (12.4)

= SU(4) × SU(2) × SU(2) (12.5)

= SU(3)color × U(1) × SU(2)L × SU(3)R. (12.6)

Under SU(3)color × U(1) × SU(2)L × SU(3)R the fermions in the 16 trans-
form as

16 = (3, 1, 2) + (1, 1, 2) (12.7)

and the 45 gauge bosons transform as

45 = (8, 1, 1) + (1, 3, 1) + (1, 1, 3) + (1, 1, 1)

+ (3, 2, 2) + (3, 2, 2) + (3, 1, 1) + (3, 1, 1). (12.8)

It should be noted that only one of the two embeddings of the standard model
SU(3) × SU(2) × U(1) can be achieved as the spinor states in the other one
are never singlets under SU(2).

An

Bn

Cn

Dn

. . .

. . .

. . .

. . .

FIGURE 12.1

The multiplicities of the spin multiplets.
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G2

F4

E6

E7

E8

FIGURE 12.2

The four infinite families of the Dynkin classification.

The Lie group techniques we need have all been done in the standard model
section or are trivial extensions. But it is important to record the Dynkin
classification. There are four infinite families denoted in Figure 12.1 with the
shorter vectors indicated by filled circles. Moving to the exceptional cases in
increasing size we have of these, E6 has the curious link to octonians which is
the longest number base in which reality, commutation, and association have
all been given up. Again, E7 and E8 are real, which effectively rules out light
particles. There are a number of coincidences. First A1, B1, C1 are all SU(2).
Second, B2 = C2. Third, D3 = A3. Fourth, if we remove one circle from D3

to get D2 it falls apart into two disconnected circles (the middle one must be
removed to stay in the Dn family). Thus, D2 is not simple. This is the important
statement that the algebra of SO(4) is the same as the algebra of SU(2)×SU(2).
This is the complete list of such coincidences.
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Problems

12.1 What two main problems did Salam point out with GUT models?

12.2 Derive 5 = (3, 1) 1 + (1, 2) of− 1 Georgi and Glashow for
2 2

SU(5) ⊃ SU(3) × SU(2) × U(1).

12.3 Find, or look up, the two ways that SU(5) × U(1) can be embedded
in SO(10).

12.4 Show that the 16 of SO(10) has the decomposition 10 + 5 + 1 under
SU(5).

12.5 Show that the adjoint 45 representation of SO(10) has the decom-
position 45 = 240 + 10 + 101 + 10−1 under the SU(5) × U(1).

12.6 How many components have the spinor representations of SO(10)?

12.7 Show how SO(10) ⊃ SU(3)color × U(1) × SU(2)L × SU(3)R.

12.8 Confirm the decomposition of the 16 in Equation (12.7).

12.9 Confirm the decomposition of the 45 in Equation (12.8).

12.10 Explain why the exceptional groups E7 and E8 are not thought to
be useful in GUT schemes.



13
The Simple Sphere

Now what is supersymmetry? At the most basic level it is a symmetry that
relates bosons (integer spin particles) to fermions (odd half-integer spins) in a
way we shall examine in more detail in later chapters. There is no real evidence
for the existence of this symmetry. However, it does seem to have almost
magical powers in controlling infinities and improving the convergence of the
SU(3), SU(2), and U(1) running coupling constants at what is then regarded
as a supersymmetric unification scale.

We have already seen that Kahler¨ manifolds have the hyperkahler¨ nature
fixed by an integer and now we can reveal that this same integer is the one
we met in the Borel theorem and is the centralizer of the denomination in
the numerator when the coset space has the G

H
structure. We see that the

Goldstone bosons are a pair of pseudoscalar mesons with equal but opposite
charges ±e and they are massless in this approximation. The Kahler¨ nature of
the manifold ensures that each of the Goldstone bosons (pions in elementary
particle physics) has a spin one-half partner of the same charge and also
massless. You can see how very restricted the particle spectrum is in this
model. Of course, the couplings are also specified so the scheme overall is
very specified indeed.

Of course, it is just a model and the real world is probably totally different.
(We do not know. Nobody has found supersymmetry experimentally yet.)
Nevertheless there is a huge amount of literature in particle physics on this
type of work. Much of it comes from foreign research groups with the contri-
bution from Japan being both extensive and very good in mathematical terms.
So if supersymmetry is ever discovered, there are many ingenious models to
be tested.

To help us understand this section we shall think in more physical terms,
where the SU1

U
structure is embedded directly into the chiral σ -model as pre-

sented by P. Chang
1

and F. Gursey¨ [1] and S. Weinberg [2, 3], although we shall
retain our own familiar notation for the most part. This structure was much
used in the 1960s with three pions (pseudoscalars) and one σ particle (scalar
at the basic level), where the changed pions form an isotopic spin doublet and
the σ is a singlet of isospin. This scheme did much to mirror current algebra
results and in its nonlinear form gave a basis for a much used perturbative

161DOI: 10.1201/9781439895207-13



162 Group Theory for the Standard Model of Particle Physics and Beyond

scheme. The transformation laws in this scheme are

πA → πA + εA3Bθ3πB + φAσ (13.1)

σ → σ − φAπA (13.2)

and we recognize a normal linear representation where the σ is a singlet.
(Now in chiral SU(2)×SU(2) the corresponding multiplet is four dimensional;
there are three pseudoscalar fields.) In this case the nonlinearity results from
imposing the chiral SU(2) invariant constraint

2σ + πAπA = f 2
π (13.3)

where fπ is a constant to be determined from experiment, to eliminate the
unphysical σ field. The transformation law is then

1

πA → πA + 2 2εA3Bθ 2
3πB + φB fπ − π δAB (13.4)

where 2π = πAπA and we have arbitrarily selected

[

the

]

positive square root.
We emphasize that this is an example of the transformation laws derived
earlier for a particular choice of our arbitrary invariant θ . The simple form of
this transformation law, together with the intuitive feeling for the nonlinearity
arising from the constraint, have made this a popular choice in the literature.
However, we now turn to the stereographic choice of coordinates used by B.
Zumino [4] to allow the introduction of supersymmetry by emphasizing the
Kähler properties of the 2-sphere. Things now look very different. The two
real coordinates on the sphere (pseudoscalar fields) are replaced by a single
complex variable z:

2∂ V
gzz = (13.5)

∂z∂z

where V is a potential function so that the usual cross-derivative constraints
are satisfied, for this to be a Kahler¨ manifold. This is often referred to as the
existence of an almost complex structure. In this framework, the nonlinear
transformation law for the coordinates takes the form

c 2ω ωz
z → z + iθ3z +

2
+ (13.6)

2c

where

ω = φ1 + iφ2. (13.7)

c is a constant (identifiable as 2 fπ ) and we note that this transformation law
is holomorphic in z. It is simple to change to a more familiar pair of real
variables, now xA( A = 1, 2), by setting

z = x1 + i x2 (13.8)
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and we find that Equation (13.7) yields

c2 x2δ (
xA → xA + εA3Bθ3xB

− ) x x
+

B
B

[

AB
φ

2c
+

A

c

]

(13.9)

where

x2 = xAxA (13.10)

and Equation (13.7) has been used. It can be shown that [5]

π cot(θ ) =
[

1

f 2 2 2
π − π , (13.11)

2cx cot(θ ) = c2 − x2.

]

(13.12)

Direct comparison of these last two results gives

4c2 f 2x2
2π = π , (13.13)

[c2 + x2]2

or equivalently

2c f
πA =

π xA
(13.14)

c2 + x2

as the connection between the two coordinate systems. Note again that c may
be identified with 2 fπ when the equality of the two coordinate systems is
transparent in the small field limit. I hope that this simple example makes clear
the advantage of working with the general coordinate treatment whenever
possible.

We start this long section by reviewing K.J. Barnes, P.H. Dondi, and S.
Sarkar [6] and the structure of chiral SU(2) × SU(2) to establish notation. The
transformation of the fundamental (quark) multiplet is specified by

1 1
q → q − i iζi σi q − iξi σ (iγ

2 2
5)q (13.15)

to the lowest order in the real parameters ζi and ξi , i = 1, 2, 3, where iσ are
the familiar Pauli matrices. Note the extra iγ5 factor in the final term, which
is included to ensure that the Goldstone bosons of this scheme will be pseu-
doscalar. We emphasize that this is precisely the usual symmetry of the quark
and gluon QCD Lagrangian in the two flavor case (ignoring U(1) compli-
cations), which leads to the familiar low-energy approximation to hadronic
physics [7–10]. Ourγ5 is not Hermitian, but self-barred, so that under the trans-
formations in Equation 13.15 the quark mass term mqq is not invariant and
so should not appear in the unbroken Lagrangian, whereas the kinetic term
proportional to qγ μ∂μq is invariant because the γ μ anticommutes with the γ5

in the axial generators. The crucial step in describing the Goldstone bosons is
to parametrize the coset space defined by the quotient of the SU(2) × SU(2)
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by the vector SU(2) parametrized by the iξ alone. This takes the simple form

L̂ = exp

{

1
− i ξn i

2
iσ (iγ5)

}

(13.16)

where the Goldstone fields are described by

Mi = Mni (13.17)

with

(ni )(ni ) = 1 (13.18)

so that

(Mi )(Mi ) = M2 (13.19)

and ξ is an arbitrary dimensionless function of the quotient of M by a constant
fπ . Provided that ξ is proportional to this quotient in the limit of small fields,
then fπ is proportional to the pion decay constant. This arbitrariness may be
viewed as the freedom to change coordinate systems on the coset space or
to redefine the field variables describing the mesons. Notice that the Gold-
stone fields Mi really do serve to describe three pseudoscalar pions as usual.
This notation is reserved for this general coordinate system (as opposed to

iπ for the nonlinear σ -model coordinates, say), and we stress again that if ξ

is an arbitrary function of M (normalized to M for small fields) then all coor-
dinate systems (with overlapping coordinate patches, i.e., not prohibited by
singularities) are incorporated in this one description. If we define projection
operators by

1
PL = (1 + iγ

2
5) (13.20)

1
PR = (1

2
− iγ5) (13.21)

PL PL = PL (13.22)

PR PR = PR (13.23)

PL PR = 0 = PR PL (13.24)

PL + PR = 1 (13.25)

then we can write Equation (13.15) as

L̂ = L PL + L−1 PR (13.26)

where L is unitary and the γ5 dependence is now contained solely in the
projection operators. It is then clear that we can deal with

L = exp

{

1
− i ξn i

2
iσ

}

(13.27)



The Simple Sphere 165

and reinstate the γ5 factors only when wishing to consider the explicit cou-
plings of the Goldstone bosons to matter fields. The action of a group element
g (of SU(2) × SU(2)) on the coset space can be specified by T. Clark and
U.T. Veldhuis [11]

gL = L ′h (13.28)

where

L ′(Mi ) = L(M′
i ) (13.29)

specifies the nonlinear transformations of the Goldstone boson fields,

h = exp

{

1
− i λiσi

}

(13.30)
2

and the λi depend on the fields and the group parameters. What we have
are nonlinear transformations among the Mi (which give a realization of the
group), which are linear under the action of the SU(2) subgroup, thus neatly
describing a situation where the full group is still realized, but in a manner well
suited to spontaneous breaking to the subgroup. The Goldstone bosons are
a linear representation of the SU(2) subgroup only. Although the procedure
extends to other representations, for our purposes it will be sufficient to stay
mostly in the fundamental representation.

We are now ready to discuss the chiral SU(2) structure embedded in this
framework. Consider the subgroup of the chiral SU(2)×SU(2) group specified
in Equation 13.15 by retaining only the parameters ξ3 and ξA with A = 1
and 2. Obviously this is an SU(2) subgroup and we call it chiral SU(2) in
recognition of the (iγ5) factors with the Aσ generators. Clearly the 3σ generates
a U(1) subgroup so that the coset space obtained by the quotient of chiral
SU(2) by this U(1) is parametrized by coordinates MA, A = 1 and 2, which
can be viewed as describing two Goldstone pseudoscalars. Notice that the

embedding of this SU(2)/U(1) structure in the SU(2)×SU(2)
SU(2)

structure is uniquely

specified. Moreover, if we set M3 and n3 to zero in our previous discussion,
then

L = exp

{

1
− i ξn A

2
Aσ

}

(13.31)

and set λA = 0 so

1
h = exp

{

− i 3λ
2

3σ

}

(13.32)

where ξ is now an arbitrary function of

M2 = M2
1 + M2

2 , (13.33)

which when M3 becomes zero remains as the only independent scalar. Al-
though many readers will instantly appreciate the nature of this embedding,



166 Group Theory for the Standard Model of Particle Physics and Beyond

experience has taught us that confusion often arises at this point and it is
hoped that a more detailed discussion will not divert readers too far from
the real theme. Suppose in this quark model, we define the vector and axial
currents, as usual, by

Vμ 1
= qγ μ 1

σi q and Aμ = qγ μ σ γi 2 i 2
i (i 5)q (13.34)

and implement the transformations in Equation (13.17) by charges

QV 0
i =

∫

Vi d3x and QA
i =

∫

A0
i d3x (13.35)

by using free field communication relations. Naturally, while the symmetry is
unbroken, the charges are time independent as a result of being constructed
from the time components of the conserved Noether’s currents. The chiral
SU(2) × SU(2) can now be written as

[

QV V
i , QV εj

]

= i i jk Qk , (13.36)

which is the algebra of the central (vector) subgroup, together with

[

QV
i , QA

j

]

= iεi jk QA
k (13.37)

confirming that the axial charges are in a three-dimensional representation of
the vector subalgebra and

QA
i , QA

j = iεi jk QV
k (13.38)

showing the closure of the axial

[

parts

]

of the algebra into the vector subalgebra
and revealing the symmetric space structure which clarifies the coset space
construction we introduced earlier. Now where is the chiral SU(2) algebra
embedded? As there are only two inequivalent types of SU(2) in SU(2) ×
SU(2), this one must be equivalent to one of the more obvious ones. The left
and right SU(2) algebras defined by the generators

QL 1
i =

2

(

QV
i + QA

i (13.39)

QR 1
i =

(

QV
i − QA

)

2 i

)

(13.40)

have the property that

[

QL
i , QR

j

]

= 0 (13.41)

so that the centralizer of either of these SU(2) algebras in the SU(2) × SU(2)
is the other. This is quite unlike the way in which the vector subgroup is
embedded as seen in Equations (13.37) and (13.38) so that the chiral SU(2)
must be equivalent to the vector subgroup. We can take the unitary operator
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that implements this equivalence to be

U = exp

(

1
iπ P 3

Lσ

)

, (13.42)
2

which introduces the mapping

⎛

V1

⎝ V2

V3

⎞

⎠ →

⎛

A1
⎞

⎝ A2

A3

⎠, (13.43)

which is a trivial relabelling of the form we took with ξ3 and ζA as parameters,
and obviously has the correct commutation properties. This equivalence con-
firms that the coset space identified as the quotient of chiral SU(2) by the U(1)
generated by V3 is indeed the two-dimensional surface of a sphere as we have
claimed. The mapping in Equation 13.43 clearly mixes parity types, so for the
physical applications we have in mind the basis of σ3 with σA(iγ5) as genera-
tors is the appropriate one justifying as it does our notation MA as two fields
describing pseudoscalar mesons, and dictating the form of the couplings to
matter fields correspondingly, exactly as in the full SU(2) × SU(2) scheme.
Note particularly that the chiral SU(2) never appears as the denominator of
the quotient defining a coset space. It is a subgroup of SU(2) × SU(2), which
is equivalent to the vector SU(2) but at no stage is considered as a conserved
subgroup in a broken symmetry scenario. Thus the Mi and subsequently
the MA are always interpreted as fields describing pseudoscalar Goldstone
bosons. The point is that chiral SU(2) is a subgroup of chiral SU(2) × SU(2)
and when the latter is spontaneously broken to the vector SU(2) (with pseu-
doscalars Mi ) then the chiral SU(2) is broken to the U(1) generated by V3

(with MA as the pseudoscalars). The broken chiral SU(2) scheme (embedded
uniquely in all possible broken chiral SU(2) × SU(2) supersymmetrizations)
is unambiguously defined in the framework provided by the very simple
Kähler structure of the 2-sphere [12].

We can now see the advantages of using this chiral 2-sphere as a model. It
is simpler than the chiral SU(2) × SU(2) scheme, even in the purely bosonic
sector. Moreover, the 2-sphere is a Kahler¨ manifold and so admits a super-
symmetric extension in which the Goldstone bosons acquire fermionic (Weyl)
partners without yet more quasi-Goldstone bosons and fermions being forced
into the model. Also the resulting couplings among particles are uniquely
specified. Contrast this with the situations in References 14 and 15 where the
number of bosons doubles as does the number of associated fermions, and
finally the couplings involving these new particles are not uniquely specified.
Of course, these latter cases are closer to the physics of the real world (they
have three pions, for example) but the embedded chiral 2-sphere model retains
many significant features and is a far more tractable theoretical laboratory.

In the following we give a treatment of most of the basic mathematics at the
root of the subject of this book. Curiously, this begins by consideration of the
embedding of the structure needed for the current problem into that of a larger
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system that has previously been solved in general coordinates leading to a
closed form involving only simple functions [6]. The embedding is unique.
Thus the starting point is a review of this established larger system and its
solution, in which the liberty of changing notation (slightly) for convenience
has been taken.

We recall that the SU(2) × SU(2) structure of (13.15), which we can conve-
niently rewrite as

i iσ σ
q → q − iζi q − iξ

2
i (iγ

2
5)q (13.44)

contains our S2 coset space in the structure

[

(−) 1 iζ
2 1σ (iγ5)

][

(−) 1 2ζ
2 2σ (iγ5)

]

[ (13.45)
(−) 1 3 3ξ σ

2

as we noted previously. The SU(2)×SU(2) str

]

ucture is spanned by the two sets
of three orthogonal elements L i and Ri satisfying the commutation relations

[L i , L j ] = iεi jk Lk (13.46)

[Ri , R j ] = iεi jk Rk (13.47)

[L i , R j = 0] (13.48)

and the linear combinations

Vi = L i + Ri (13.49)

Ai = L i − Ri (13.50)

are frequently used. The Vi generate an SU(2) subgroup, which is parity
conserving. An element of the SU(2) × SU(2) group may be specified by two
sets of three real parameters and the alternative expressions

g = exp(−i[ξi Vi + ζi Ai ]) (13.51)

g = exp
(

− i Lθi L i

)

exp
(

− i Rθi Ri

will

)

(13.52)

prove useful with

Lθi = ξi + ζi (13.53)

Rθi = ξi − ζi (13.54)

specifying the correspondence.
Every element of the group can be decomposed into a product of the form

g = exp(−iηi Ai ) exp(−iηi Vi ), (13.55)

which is unique in a neighborhood of the identity element and this plays a
crucial role in the general nonlinear realization scheme. The linear transfor-
mation laws are best specified by giving the quarks a Dirac spinor in the usual
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manner and taking

i 1 γ
q → q − L i 1 + γ5 i

q R i −
−

5
θ σ θ σ

2 i 2 2 i q (13.56)
2

as the concrete infinitesimal form.
Since the matrices

(1
PL

+ γ )
=

5
(13.57)

2
1

PR
− γ

=
5

(13.58)
2

act as a standard set of projection operators, the treatment of linear transform-
ing multiplets of SU(2) × SU(2) now follows trivially.

To treat the nonlinear realizations of SU(2) × SU(2) in full generality, the
Mi of the adjoint vector of SU(2) must be considered in more detail. In the
terminology of L. Michel and L.A. Radicati [13], the vector is said to be generic
(or belong to the generic structure) if all eigenvalues of M are distinct. For
the generic case, the minimal polynomial for the matrix is the characteristic
polynomial satisfying the equation

∏

3

(M − mA)
A=1

= 0 (13.59)

where the mA are the eigenvalues, which satisfy

∑

3

mA = 0 (13.60)
A=1

if the matrix is traceless. Thus the two vectors with components given by
powers of the matrix in the form

Mα 1
i = Tr [M]ασ 2]

2
i [α = 1, (13.61)

are a linearly independent set

(

and the

)

quantities

3 3

SA = Tr([M]A) =
∑

[mB]A ≡ m
B=1

∑

AB (13.62)
B=1

are two independent SU(2) invariants (S(1) is identically zero). At once it is
clear that the general vector, which can be constructed from the Mi , has the
form

ζi = Fα Mαi (13.63)

where the Fα are the functions of the two independent SU(2) invariants. This
freedom has been discussed at length by S. Gasiorowicz and D. Geffen [7].
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From the point of view of field theory, it corresponds to freedom of choice of
interpolating fields. Provided that F1(0) is taken to be unity and parity is re-
spected, then all ηi so defined are equally good interpolating fields. From
a geometric viewpoint, the ηi may be regarded as coordinates of points
of the three-dimensional coset space manifold formed by the quotient of
SU(2) × SU(2) by the vector SU(2) subgroup. The freedom is then viewed
as the ability to change the coordinates within a local patch near the origin.

Next we establish the transformation laws of the Killing vectors. It is suffi-
cient to work to the lowest order in the group parameters, and we denote the
transformations by

g : Mi → Mi + V Aξ j K j i + ζ j K j i (13.64)

where K V
ji and K A

ji are Killing field components constructed from the Mi

themselves. The general theory is well described by S. Coleman, J. Wess, and
B. Zumino [14] and C.G. Callan, S. Coleman, J. Wess, and B. Zumino [15]
and we follow the general line of their arguments in our own notation. Of
course, the action under an element of the U(1) subgroup is linear so that K V

ji

is already known, but we shall let this emerge from our calculations. It will
prove convenient also to work with the combinations

K L 1
i j = K

2

[

V
i j + K A

i j

]

(13.65)

K R 1
i j = K V

2 i j − K A
i j (13.66)

corresponding to actions of the left and

[

right chiral

]

subgroups, respectively.
The particularly important property is that these field components viewed as
matrices have inverses so that

K 1 1δLp
−

i KLiq = pq = K Rp
−

i K Riq (13.67)

KLpi K −1 1
j = δLq i j = K Riq K Rq

−
j (13.68)

follows at once from the free transitive nature of a translation action. Notice
also that K A has an inverse, but KV is singular.

All the information required about the Killing vectors is, of course, con-
tained in the action

g exp(ξi Ai ) = exp(ξi
′ Ai ) exp(ηi Vi ) (13.69)

where, if we parametrize an arbitrary point on the manifold in the form

exp(ξi , Ai ) ≡ p(M) (13.70)

then we can write

g exp(ξi , Ai ) = p(M′) exp(ηi Vi ) (13.71)
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where M′
i and ηi depend upon both Mi and g and where g is an arbitrary

element of the full group.
Next we apply the automorphism (induced by the parity) to Equation

(13.71). If we denote by S(g) the transform of an arbitrary element g, then
we obtain

S(g) p−1(M) = p(M′) exp(ηi Vi ) (13.72)

since the axial generators change sign. Combining this with Equation (13.71)
produces

p2(M′) = gp2(M)S(g−1) (13.73)

a result that has been emphasized by S. Coleman, J. Wess, and B. Zumino [14]
and C.J. Isham [17]. This result has the advantage that ηi has been eliminated
so that it will immediately yield information on the Killing fields alone. In the
quark representation we define

D[p−1(M) = U−1(M) P L + U(M) P R] (13.74)

where U is unitary and unimodular and learn that

U2(M′) = exp

[

i
− Lθ σ U2 i

(M) exp Rθ σ
2 i i

] [

−
2 j j

]

= U2 i i
(M) − Lθ σi iU

2(M)
2

+ Rθ
2 i U2(M)σi + · · · (13.75)

when Equation (13.73) is applied. Now we may combine this with the form
of Equation (13.64) to learn

−iσiU
2 = 2U2

,q K L
ii (13.76)

iU2σi = 2U2
,q K

Rq
i (13.77)

where we adopt the standard notation

∂ Z
Zq = (13.78)

∂ Mq

for any Z and hence also find

K −1i = i Tr
(

U2 2
Lp , pU− iσ

)

(13.79)

K −1i = −i Tr
(

U−2U2 iσRp , p , p

)

(13.80)

since we know that these inverses exist. If we define the orthogonal transfor-
mation on the adjoint transformation Mj by

1
Mi → Ri j Mj = Tr

2

[

U−1σiUσ j

]

Mj (13.81)
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then eliminating the derivative terms, we obtain

K L
iq K −1 1

Rq j = (−) Tr
[

U−2σ
2

iU
2σ j

]

= (−)Rik Rk j , (13.82)

where the final step follows from the completeness relation. This is the main
result of this stage of our calculations. The second step consists of expanding
the whole of Equation (13.71) in the quark representation just as we treated
that section of it contained in Equation (13.73).

To present the results in a tractable form we introduce

k−1
L pi = i Tr

[

U, pU−1σi

k−1
R pi ( )i Tr U−1U, p

]

(13.83)

= −
[

σi

]

, (13.84)

which, as we shall see, prove to be the most important. Comparison with
Equations (13.83) and (13.84) shows that the ki j are components of the Killing
fields for an alternative scheme in which U is replaced by its unitary unimod-
ular square root. At once, therefore, we have a counterpart to the basic result
of Equation (13.82), and we write

KL + R2 = 0 (13.85)

kL + RkR = 0, (13.86)

with an obvious matrix notation. The expansion of Equation (13.71) in the
quark representation then yields the results

2KLk−1
R = 1 + v − 2R (13.87)

2K Rk−1
R = 1 − v (13.88)

2KLk−1
L = 1 + v (13.89)

2K 1 1
RkL

− = 1 − v − 2R− (13.90)

by similar computation to that which led to Equation (13.82) and the identity

U,q U−1 + UU−1
,q = 0 (13.91)

is the only extra element used. Note that

v = KLk−1
L − K Rk−1

R (13.92)

emerges by algebra.
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Simple substitution now yields at once

v = kV(kL − k R)−1 = kV(k A)−1 (13.93)

R = (1 + v)(1 − v)−1 (13.94)

KV = kL + kR = kV (13.95)

2K A = kA + kV(kA)−1kV , (13.96)

which are the required relations. Equation (13.95) is a trivial result because
we have linear transformations induced by the vector SU(2) subgroup, but
(as remarked previously) it is satisfying to see it arise as part of the general
analysis. The remainder of these results reveal that a knowledge of kA in a
tractable form represents a complete solution for the entire nonlinear scheme
we are studying.

With the decomposition given in Equation (13.55), the action of a general
element g of the full group may be written as

g exp(−iξi Ai ) = exp(−iξi
′ Ai ) exp(−iηi Vi )

≡ L(M′) exp(−iηi Vi ) (13.97)

where M′
i and ηi both depend on Mi and g. Then the primary result of the

general theory is that

g : Mi → M′
i (13.98)

gives a nonlinear realization of the algebra, which is linear on the SU(n) vector
subgroup. Moreover if h is an element of a vector subgroup and

h : �� → D(h)�Ŵ�Ŵ (13.99)

is a linear (unitary) representation of that subgroup, then

g : �� → D[exp(−iηi Vi )]�Ŵ�Ŵ (13.100)

gives a realization of the full group. Notice that this latter transformation is
linear in � but nonlinear (through ηi ) in the Mi when g is not the vector sub-
group. Fields that transform according to Equation 13.101 are called standard
fields and it is important to understand that by a suitable redefinition of co-
ordinates any nonlinear realisation of SU(2) × SU(2), which is linear on the
vector subgroup, can be brought into this standard form. In practice the most
useful result is that, if one has a linear irreducible (unitary) representation of
SU(2) × SU(2) such that

g : N� → D[g]�Ŵ NŴ (13.101)

then ��(M) = D[L−1(M)]�Ŵ NŴ (13.102)

transform as the components of standard fields.



174 Group Theory for the Standard Model of Particle Physics and Beyond

It is now clear that there are three classes of fields to consider:

1. Linear representations, which may be built up in the usual way
as multispinors with the transformation laws defined by Equation
(13.56). These will not be treated in more detail.

2. Vectors Mi transforming as the adjoint representation of SU(2) with a
nonlinear transformation law under chiral action specified by Equa-
tion (13.97). These will allow a description of the massless Goldstone
bosons (pions, etc.) corresponding to the axial degrees of freedom
spontaneously violated. The specification of invariants constructed
(nonlinearly) from these is most important and will be exhibited later.

3. Standard fields, which appear linearly in their transformation laws,
but with nonlinear functions of the Mi induced according to Equa-
tions (13.101) and (13.98). These are important in describing matter
(e.g., nucleons) interacting with the Goldstone bosons as chiral mat-
ter. Once more, the specification of the corresponding invariants is
most important and will be given later.

The technical problem of finding the invariants is solved in Barnes, Dondi,
and Sarkar [6]. A crucial step is the resolution of the powers of the matrix M
in the form

[M]A = [mB]APB ≡ MAB PB (13.103)

where the PB are two Hermitian matrices, each 2 × 2, with the properties

PAPB = δAB PB ( no sum) (13.104)

Tr( PA) = 1 (13.105)

and

∑

2

PA (13.106)
A

= 1
=1

where this 1 is the unit (2 × 2) matrix. Although the PA are not in general
diagonal, the projection operator

1
PAi = Tr( PAλ )

2
i (13.107)

and

1
( PA)MN = PAi (λi )MN + δMN (13.108)

n

where, because the PA are complete, it follows that

∑

2

PAi (13.109)
A

= 0
=1
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and introducing

PAi

√
= 2

[

PAi − (1
√

+ 2)−1

with

]

P2i (13.110)

√ 1
2PAi = pAi + √ p2i (13.111)

2

establishes that pμi are orthonormal.
The second-rank tensors defined by the Mi are conveniently handled by an

extension of these ideas and fall into two classes. One such class is formed by
the two independent tensors defined by

1
( PAB) ≡ PAi B j ≡ Tr( P (13.1

2
Aλi PBλ j ) ( A = B) 12)

and

1
Ii j = Tr( PAλ P

2
i Bλ j ), (13.113)

which have the properties

I I = I (13.114)

I PAB = 0 = PAB I (13.115)

PAB PC D = δACδB D PAB ( no sum) (13.116)

in terms of the matrix notation of the last section. Moreover, these are all
Hermitian matrices and the trace of each PAB is unity. Since it is easy to show
also that

A

∑

′ PAB

=B

= 1 − I (13.117)

where the sum is over all Aand B but excluding terms with A = B, this gives a
projection operator resolution in one sector of the space of these second-rank
tensors and so I will decompose further. The second class of tensors may be
identified with the independent matrices with components

( pαβ)i j ≡ pαi pβ j , (13.118)

which span the subspace of 3 × 3 matrices projected out on multiplication
by I from both sides and which are therefore orthogonal to the subspace in
which the PAB lie. Since the pαi are orthonormal, the multiplication law for
the pαβ is

pαi pβ j = δβγ pαδ. (13.119)

It has been established by Barnes and Delbourgo [16] that all the independent
second-rank tensors which can be constructed from the Mi are spanned by
the three independent pαβ and PAB .

�

�
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The most general unitary unimodular matrix U constructed from the Mi

may be written in the form

i n

U = UAPA = exp

[

− θA

]

where
∑

θA = 0 (13.120)
2

A=1

but the θA are otherwise completely arbitrarily independent functions of the
independent SU(2) invariant SA subject to the considerations of parity and
weak field limits as mentioned before. This effective arbitrary function of the
invariant is characteristic of the general solution and will persist throughout
this work.

It has been conventional to define

√ m/2
2φA = mA − √ (13.121)

2

with

mA

√
= 2(φA + φ) (13.122)

so that, extending the notation used previously

Mi = φpi (13.123)

φi = pi (13.124)

follow immediately. Similarly, defining

√
2ψA = θA − θ (13.125)

θA

√
= 2ψA + θ (13.126)

the ψA may be treated as an independent (arbitrary) function of the φ, which
then serves as the independent variant.

The transformation laws for all realizations are now given by Dondi and
Sarkar [6] in closed form and in terms of simple functions. Restricting atten-
tion to first-order derivatives of the field with respect to space and time, and
also restricting attention to a study of the Goldstone boson fields Mi and
the standard fields, the results can be given in terms of the general analysis
of Barnes and Delbourgo [16] and Isham [17]. There are two important re-
sults. First, although ∂μMi and ∂μ�Ŵ do not transform as standard fields, the
covariant derivatives

DμMi = aμi (13.127)

Dμ�Ŵ = ∂μ�Ŵ − iνμi (Ti )Ŵ��� (13.128)

where under SU(2)

� → �Ŵ − iθi (Ti )Ŵ��� (13.129)
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and where

L−1(M)∂μL(M) = exp(−ξi Ai )∂μ exp(− i iξi Ai ) = νμVi + aμ Ai (13.130)

have precisely this property. Second, they show that the most general La-
grangian of the type under consideration may be written as a function of
the standard fields �, Dμ�, and DμMi only; that is, the Mi will not appear
explicitly and the Goldstone bosons will be massless. It then follows that the
Lagrangian so formed will be invariant under SU(2) × SU(2) if and only if
it is constructed to be invariant under the SU(2) vector subgroup. This latter
requirement is achieved by index saturation.

The result given in Barnes, Dondi, and Sarkar [6] (now dropping the chiral
projectors and normalizing for this problem) takes the concrete form

DμMi =
{

∂ψβ

√
( Pγβ)ik +

∑ 2 ψ ψ′ sin
⌈ A − B⌉

√ ( PAB + PB A)ik

}

(∂μMk)
∂φγ φAA=B

− φB 2

(13.131)

and represents a complete specification of the required Lagrangian in simple
closed form. This can be rewritten in the form

DμMi =
[

dθ sin θ
nkni + (δki − nkni ) ,

dφ φ

]

(13.132)

which is perhaps a simpler form, already seen by the reader.
Noting the appearance of the projection operators, and realizing that the

invariant Lagrangian density L is found by index saturation, it is straightfor-
ward to see that it is proportional to a constant

d 2
θ sin2 θ

k =
(

nAn
d

B
φ

)

+ (δAB2φ
− nAnB) (13.133)

where we have now taken the indices to the Arange, which would have been
confusing in the previous equation. The condition for this to be Hermitian is
obviously

(

dθ

dφ

)2 sin2 θ
= (13.134)

2φ

with the solution

θ
φ = c tan (13.135)

2

being the one conventionally chosen, where c is a constant. When c = 1, the
invariant Lagrangian density is

(∂
L = μξ )(∂μξ )

(13.136)
2[r2 + ξξ ]

�
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where ξ = r (M1 + i M2) is used to emphasize the constant radius of the
2-sphere.

Using the geometric formulation of Isham [17] gives the coset space metric
in the form related to the covariant derivatives as

gi j (∂μMi ) ∂μMj = (D μ
μMi ) D Mi (13.137)

and we have normalized gi j to

(

δi j in the

)

limit of zer

(

o fields.

)

In matrix notation
this yields

1
g =

4

[

∂ψ
p

α∂ψα
βλ

∂φβ∂φλ

]

1
[

∑ 2 ψ
+ ′ ( P

− ψ

4
A B

(
AB

φA φB)2
+ P 2

B A) sin

[

A√ B

= − 2

]

]

(13.138)

immediately because of the orthonormality.
This is, perhaps, an ideal moment to tell first-year research students about

what may actually be possible. Soon after completing his first-year courses
and examinations, Chris Isham came to ask for suggestions for a research
project. Professor Paul Matthews and I were not quite prepared for this! So
Paul explained to him what was possibly the problem of the decade and which
neither of us had any idea of how to solve, and off Chris went to try his hand.
A few days later Chris caught me alone and asked two technical questions,
which I was able to answer. Soon afterward he came into the offce where Paul
and I were working, put down a pile of paper and said, “Is this what you
are looking for?” A glance showed us, although we did not understand the
new nonlinear mathematics that he used, that he had solved the problem.
Paul said, “Wonderful, now go away and put in the fermions.” When Chris
left, Paul wrote a title page, with the author “C.J. Isham” and handed it to
the secretary to type for publication. Not long afterward Chris came with
the next paper. Chris and I started writing a series of related papers. One
day he showed me a letter and asked if I understood it. It was from one of
the great East Coast universities in the United States, offering him a tenured
professorship at a huge salary, and the right to appoint four new members of
academic staff without consulting anyone. I advised him to show the letter to
Paul and Abdus Salam. Chris wrote his PhD thesis and passed the interview,
still before the end of his first year of research. After a year working at the
Trieste Institute, he returned to Imperial College as a lecturer. He is still there
as a professor of theoretical physics, although he is now much better known
for his research on general relativity. We became very good friends and are
still in contact.

But enough of this; let us turn our attention to field redefinitions. We have
alluded to the generality and utility of our parametrization. Now it is time
to see the scheme in action. Consider first the coordinates resulting from a
constraint on the singlet in the chiral SU(2) triplet representation. In chiral

�
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SU(2), one introduces a multiplet

� = πAσAγ5 + σ (13.139)

transforming as a qq bispinor, where

θ φ
q → q + σ

2
3q − i

A
τ

2
A(iγ5)q (13.140)

as we have seen previously. It is trivial to see that the group action on this
three-dimensional multiplet is

πA → πA + εA3BθσB + φAσ (13.141)

σ → σ − φAπA (13.142)

and we recognize a normal linear representation in which the scalar field is a
U(1) singlet. In this scheme the nonlinearity results from imposing the chiral
SU(2) invariant constraint

2σ + πAπA = f 2
π (13.143)

where f 2
π is constant, to eliminate the σ field. The transformation law is then

1

πA → πA + 2 2ε 2
A3Bθππ + φB fπ − π

wher

[ ]

δAB (13.144)

e 2π = πAπA and we have arbitrarily selected the positive square root.
We emphasize that this is an example of the transformation laws derived

earlier for a particular choice of our arbitrary invariant function θ (π ). The
simple form of this transformation law, together with the intuitive feeling
for the nonlinearity arising from the constraint, have made this a popular
choice in the literature. However, we now return to the stereographic choice of
coordinates used by Zumino [4] to allow the introduction of supersymmetry
by emphasizing the Kahler¨ properties of the 2-sphere. Things now look very
different. The two real coordinates on the sphere (pseudoscalar fields) are
replaced by a single complex variable z. Now the metric is an Hermitian form
and the nonzero components are written as

2∂ V
gzz = (13.145)

∂z∂z

where V is a potential function so that the usual cross-derivate constraints [6]
are satisfied for this to be a Kahler¨ manifold. In this framework, the nonlinear
transformation law for the coordinates takes the form

c 2ω ωz
z → z + iθz +

2
+ (13.146)

2c
where ω = φ1 + iφ2. (13.147)

c is a constant (identifiable as 2 fπ ) and we note that this transformation law
is holomorphic in z. Of course, it is simple to change to a more familiar pair
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of real variables, now xA( A = 1, 2), by setting

z = x1 + i x2 (13.148)

and we find that Equation (13.142) yields

2 2δ x
x → x

AB(c − x )
+ x +

[

+
AxB

A A εA3Bθ B φB
2c c

]

(13.149)

where x2 = xAxA (13.150)

and Equation (13.147) has been used. By comparing the δAB terms in Equations
(13.64) and (13.142) we discover

[ ]
1

2π cot(θ ) = fπ − 2π 2 (13.151)

and similarly comparing Equations (13.144) and (13.151)

2cx cot( 2 2θ ) = c − x (13.152)

emerges. Direct comparison of these last two results gives

2
2 4c f 2

π x2

π = (13.153)
[c2 + x2]2

or equivalently

2c f
πA =

π xA
(13.154)

c2 + x2

as the connection between the two coordinate systems. We note again that c
may be identified with 2 fπ when the equality of the two coordinate systems is
transparent in the small field limit. This simple example, I hope, makes clear
the advantage of working with the general coordinate treatment.

If you have no background or interest in particle physics, move on to an-
other chapter. I am not sure whether this section should be included at all,
but it is short, so here we go.

Think about the chiral sphere SU(2)
U(1)

as previously described. In the parti-

cle physics interpretation there are two pseudoscalar Goldstone bosons with
equal and opposite unit charges ±e . They must be massless. Of course, in
the real world, experiment tells us that they have masses that are not zero,
but are the lightest of all masses in the hadronic sector. Now, recall the Borel
theorem of Chapter 10, which tells us that because the centralizer of the U(1)
in SU(2) is just itself we have a single supersymmetry. In practice, this integer
controls the number of supersymmetries that can be imposed. This becomes
exceptionally important in advanced topics, such as the Maldacena conjec-
ture. It allows what might be thought of as improvements to this already very
important topic.
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Just in case even a single reader has been inspired to work in theoretical high
energy particle physics, I am adding a few extra remarks. To other readers
my apologies, but you can read this section too if you feel so inclined.

The first thing, of course, is to find a good supervisor (interested in these
topics) at a good university physics or mathematics department and then to
get yourself a support grant from the appropriate research council. It is much
easier to survive on these grants than it was just a few years ago.

Then despite having years of training to do, invest in a copy of the book
Harmonic Superspace by A.S. Galperin, E.A. Ivanov, V.I. Ogievetsky, and E.S.
Sokatchev [18], who worked together at the joint Institute for Nuclear Re-
search in Dubna, Russia, where harmonic superspace was born. The first
draft of the book was written some years ago when all four authors were
working together at the Bogoliubov Laboratory of Theoretical Physics. I find
in every generation there is some outstanding worker whose research papers
must be followed at almost any cost. Ogievetsky was one of my favorites, and
his death was a huge loss. I am confident that his colleagues would not mind
my making special mention of him.

In this book you can learn how our simple sphere can be used to ex-
tend the index of Kahler¨ manifolds and therefore the number of supersym-
metries. You can also learn how to improve upon the famous Maldacena
Ads/CFT conjecture [19]. In fact, the whole book is a real treasure-house in the
subject.
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Problems

13.1 Read through Equations (13.1) to (13.4). Now close your notes and
find the transformation law for πA.

13.2 Check that you can recover the nonlinear transformation law for z
in Equation (13.6).

13.3 Read through Equations (13.8) to (13.14). Now close your notes and
find the expression for πA connecting the coordinate systems.

13.4 Without using your notes, explain why in the embedding of SU(2)
into SU(2) × SU(2) it is crucial to express the parametrization of the
quotion coset space in the form

L̂ = exp

{

1
− iξn i

2
iσ (iγ5)

}

and say what each of the quantities in this expression is and what
role it plays.

13.5 Show how the projection operators PL = 1
2
(1 + iγ5) and PR = 1

2

(1 − iγ5) work.

13.6 Read through your notes from Equations (13.1) to (13.12). Now close
your notes and write how the form of g = exp(−iξi Ai ) exp(−iζi Vi )
is reached.

13.7 Read through your notes from Equations (13.21) to (13.25). Now
close your notes and work through this for yourself.

13.8 Read through your notes from Equations (13.26) to (13.39). Now
close your notes and try to do this for yourself. This is a hard section.
You may refer to your notes whenever you need, but make sure that
you can do all the steps eventually.

13.9 Read through your notes for Equations (13.40) to (13.53). Now close
your notes and reproduce this material for yourself.

13.10 Read through your notes from Equations (13.1) to (13.5). Now close
your notes and do this for yourself.

13.11 Read through your notes from Equation (13.6) until you have seen
the three classes of fields we need to consider. Now close your notes
and do this for yourself.

13.12 The next section from Equations (13.8) to (13.24) is generally
thought to be difficult. Please read it until you feel sure that you
understand it.



The Simple Sphere 183

13.13 Read your notes from Equation (13.25) to Equation (13.31) and make
sure that you understand it.

13.14 Read your notes from Equation (13.32) to Equation (13.35) and the
next paragraph. Make sure you understand it and why it is being
done.

13.15 Using the results of Problem (13.14) and inventing your own nor-
malization, derive the expression for Dμ Mi in Equation (13.128).

13.16 Read through your notes from Equation (13.37) to Equation (13.41).
Make sure you understand why this last equation represents the
surface of the two-dimensional sphere.

13.17 Read the section of your notes from Equation (13.1) until you know
what happened to Professor Chris Isham. Think about this.

13.18 Read your notes from Equation (13.44) to Equation (13.49) until you
are sure you can do this for yourself.

13.19 Make sure that you understand the stereographic coordinates used
by Zumino.

13.20 Check Equation (13.147) for yourself. Check the law is holomorphic
in z.

13.21 Work out the expression for xA in Equation (13.42) for yourself.
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14
Beyond the Standard Model

The world we see is Poincaré invariant. It also has internal symmetries—both
global and local—the latter giving rise to interactions ( forces) described by
gauge theories. Can there be more? Can we mix Poincaré and internal? Only
by supersymmetry, which mixes bosons with fermions.

We need to establish notation. The basic objects we need will be spinor
representations of the SO(1, 3) Lorentz group. We take the metric gμν defined
by

g00 = 1

gi j = − i jδ

g0i = 0. (14.1)

The primary tool we need is the Clifford algebra. We introduce the anticom-
mutator

{γ μ, γ ν} = 2gμν (14.2)

where as we know the Dirac matrices have a unique representation (up to
equivalence) as 4 × 4 matrices. By alternately forming commutators and an-
ticommutators we find all 16 independent matrices. In this notation 0γ is
Hermitian and the iγ are antihermitian.

One representation, with useful low energy properties, is given in terms of
the Pauli matrices

1

(

1 0
)

σ1

(

0 1
)

0
σ2

(

−i 1 0= = =
)

σ3 =
( )

, (14.3)
0 1 1 0 i 0 0 −1

which have products

i jσ σ = i jδ + i i jk kε σ % (14.4)

in terms of the Kronecker delta and Levi-Civita tensor. We can take

0

(

1 0 i
iγ =

0 −1

)

γ =
(

0 σ

− iσ 0

)

, (14.5)
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which have the required properties. Building the rest of the Dirac matrices as
suggested gives sequentially

i
σμν = [γ μ, γ ν], (14.6)

2

which in the above representation take the form

0iσ =
(

0 i iσ i jk σ
i

)

k
i j 0

σ = ε .
iσ 0

(

0 kσ

)

(14.7)

Then, realizing that the maximum number of Dirac matrices in a product is
four, we introduce

5 = 0 1 2 3γ γ γ γ γ

1
= ε

4!
μνρλγ

μγ νγ ργ λ. (14.8)

Here the notation is ε0123 = 1.
In this representation we find

5

(

0 i
γ

−= −i 0

)

, (14.9)

which is antihermitian, squares to −1, and has

{ 5γ , γ μ} = 0 (14.10)

as a property, which clearly “extends” the Clifford algebra.
We then define

σμ5 = i[γ μ, 5γ ]

i
= εμνρλγνγργ

3!
λ (14.11)

to complete our set of 16 basic 4 × 4 matrices. In our representation these take
the forms

05σ =
(

0 1
−1 0

i

)

i5 σ 0
σ =

(

0 − iσ

)

, (14.12)

where we can easily check that the notation is designed so that we have

0γ Ŵ
† 0γR = ŴR (14.13)

for R = 1, . . . 16. See Chapter 4 for the γ matrix product table.
At this stage we had better think about the Poincaré group to put our

notation into a physical context. The transformations consist of translations
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in space–time, together with spatial rotations and Lorentz boosts to different
velocities. We can write this in the form

x′μ = 
μ
νxν + aμ (14.14)

where the aμ and 
μ
ν are constants, and the constraint equation

g = g ρ
μν ρλ
 μ
λ

ν (14.15)

ensures invariance of our metric.
As Lie assures us, we can work without loss of generality in infinitesimal

form


μ
ν δμ

ν ωμ
ν

aμ

= +
= εμ (14.16)

with constant small parameters εμ and ωμν , and the constraint equation sim-
ply tells us that

ωμν = −ωνμ (14.17)

so we have four parameters εμ for the translations and six parameters ωμν ,
where i j 0iω describe rotations and ω describe boosts. We can view a small
group element as

i
g = 1 − ω Mαβ

2
αβ + iεα Pα (14.18)

and expanding our transformation as

x′μ = xμ + ωμ
νxν + εμ

= xμ + ωαβ gμαxβ + εαgμα

= xμ 1
+ ω

2
αβ[gμαxβ − gμβ xα] + εαgμα (14.19)

we discover that the generators satisfy the algebra of the Poincaré group by
having the action on fields (not coordinates!) specified by

Pα = i∂
α (14.20)

and Mαβ = i(xα
∂
β − xβ

∂
α). (14.21)

It is then easy to confirm the algebra as

[Pμ, Pν] = 0

[Mμν , Pρ]
μν ρλ

= i(gνρ Pμ gμρ Pν)

[M , M ] = i(Mμλgνρ

−
− Mμρgνλ + Mνρgμλ − Mνλgμρ). (14.22)

We note that the translations commute, and form a vector representation of
the homogeneous Lorentz group whose generators satisfy the algebra in the
final line.
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Recall how the states are found in quantum mechanics. We look for a com-
plete commuting set of observables. An obvious first choice are the Pμ since
they commute with each other. So we set

Pμ|pμ〉 = pμ|pμ〉 (14.23)

and recognize that P2 = Pμ Pμ is an invariant. Now we can distinguish the
massive and massless cases.

Massive Case

For the m = 0 case we work in the rest frame where E = p0 = m and �p = 0.
We then ask for members of the algebra commuting with the commuting
observables we already have and discover the little group, also known as the
stability group, generated by the Mi j . These are rotations of course, and by
writing

Mi j = i jkε J k (14.24)

or J i 1= i jk M jkε (14.25)
2

we reveal the algebra

[J i , J j ] = i i jkε J k (14.26)

of SU(2) or SO(3) or angular momentum. We now add J z and J 2 = J i J i to
the complete commuting set of observables in the form

J 2| j, m〉 = j ( j + 1)| j, m〉
J z| j, m〉 = m| j, m〉 (14.27)

where j is an integer or 1
2

integer, and m takes all values between − j and j
in integer steps. We now have the massive particles we know and love.

Massless Case

In the m = 0 case we go to the frame where pμ = (E; 0, 0, E) and discover
that the little group is now best described by introducing

Wμ 1= εμνρλ P
2

ν Mρλ (14.28)

�
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where we note that PμWμ ≡ 0 ⇒ Wμ has only three independent compo-
nents. The algebra of the little group is now (in this frame)

[W1, W2] = 0

[(W3/E), W2] = iW1

[(W3/E), W1] = −iW2, (14.29)

which we recognize as a [2] Euclidean algebra, where the W1 and W2 are

translations and W3

E
is the rotation in the plane. This is not a compact group

algebra (nor is the Lorentz group, of course) and it can only have finite di-
mensional representations if they are nonunitary. In practice we have only
found particles in which W1 and W2 have zero eigenvalues. (They could in
principle be continuous.) We then define the helicity, a pseudoscalar, by

n
λ = μWμ

nμ Pμ
(14.30)

where nμ is an arbitrary vector with nμ Pμ = 0. We usually take nμ along the
time direction when

�p · J
λ

�
= (14.31)|�p|

and we speak of the component of the angular momentum, or spin, along the
three-momentum. We now have the massless photon with two polarization
states, and so on.

Projection Operators

Now let’s return to our Dirac matrices, and consider the transformations of
Dirac four-component spinors (either wave functions or fields—just reverse
the sign of the parameter if you have a vector operator) under the Lorentz
group. We write

ψα
′ (
x) = S β

α ψβ(x)

i= ψα(x) − β
ωμν (�μν)

4 α ψβ(x) + . . . (14.32)

and need the �μν to be a realization of the Mμν . Looking at the Dirac matrix
multiplication table we realize that

�μν ≡ σμν (14.33)

�
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for the spinors. Now we notice also that

[ 5γ , σμν] ≡ 0 (14.34)

so we define projection operators

1 + i 5 5γ 1
P = and P

2
R

− iγ
L = (14.35)

2

with the following properties

PL PL = PL

PR PR = PR

PL PR = PR PL = 0

PL + PR = 1. (14.36)

Weyl Spinors and Representation

Obviously these commute with the σμν , so they can be used to decompose
the Dirac spinor into left and right (2 × 1) Weyl spinors,

ψL = PLψ (14.37)

ψR = PRψ, (14.38)

which are actually two-component spinors. We can easily see that ψL and ψR

transform using, respectively,

μν
σL = PLσμν PL

1=
2

(

σμν i− εμναβσ
2

αβ

)

(14.39)

and μν
σ σR = P μν

R PR

1=
2

(

σμν i+ εμναβσ
2

αβ

)

. (14.40)

There is an alternative representation of the Dirac matrices, usually called
the Weyl representation or the chiral representation, which makes this easier to
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visualize. Here we have

0

(

0 −1
)

i

(

0 iσ 5γ = γ−1 0
= − iσ 0

)

γ =
(−i 0

0 i

)

0i

(

i iσ 0
σ =

0 −i iσ

)

i jσ = i jkε

(

kσ 0 05 0 1
0 k σ

σ

i

)

=
(

−1 0

)

i5 0
σ =

( −σ
. (14.41)− iσ 0

)

Obviously

PL =
(

1 + i 5γ

2

)

=
(

1 0
0 0

)

(14.42)

and PR =
(

1 − i 5γ

2

)

=
(

0 0
0 1

)

(14.43)

ψ
so that ψ =

(

L

ψR

)

. (14.44)

We can then see that

i 0iω→ + (i i i i jω
) i jk kψL ψL σ ψ

2
L − ε σ ψ

4
L

i 0iω i i jω
ψR → ψR + (−i iσ )ψ

2
R − i jk kε σ ψ

4
R (14.45)

that is, they transform the same way under rotations, but not under boosts!
Notice the extra i factor with 0iω —this is SO(1, 3) or SL(2, C) not SU(2) ×
SU(2). The representations are finite dimensional only by being nonunitary;
this is a noncompact group.

We are familiar with this through the use of the adjoint spinor

α 0ψ = (ψβ)†(γ ) α
β , (14.46)

which transforms as

iω
ψ → μν

ψ + ψσμν (14.47)
4

so that
α

ψ ψα is an invariant.
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Notice that

ψ L = (ψL )† 0γ

=
[(

1 + i 5γ

2

)

ψ

]†

0γ

(

1 − i 5γ †

= ψ†

2

)

0γ

(

1 − i 5γ †

= 0ψγ
2

)

0γ

= ψ PR (14.48)

so that ψ LψL = 0 and the Weyl spinors are massless. Only when combined as
in the (reducible) Dirac spinor do terms involving ψ LψR and ψ RψL become
available as mass terms.

Charge Conjugation and Majorana Spinor

Now we must briefly discuss charge conjugation and the reality properties
of spinors. If we have a Dirac equation minimally coupled (gauge) to electro-
magnetism we have

(i ∂ + m − e A)ψ = 0 (14.49)

and we can easily establish that if we define the charge conjugate by

T
ψc = Cψ (14.50)

then we get

(i ∂ + m − e A)ψc = 0 (14.51)

provided that

C( T 1γ μ) C− = (−)γ μ. (14.52)

Actually we should play safe in doubt and use the full indices

(ψc)α = C
β

αβψ (14.53)

with Cαβ(γ μ)
β

δ (C−1)δǫ = (−) (γ μ) ǫ
α . (14.54)

� �

� �
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At any rate we can establish that

CT = −C

( 5C)T = − 5 Tγ γ C whereas (γ μC) = −γ μC

( μ5C)T 5σ = −σμ C (σμνC)T = −σμνC. (14.55)

In our original representation we can take a unitary C with CT = −C = C† =
C−1 and C∗ = C as

C = i 2 0γ γ

= 20σ , (14.56)

which looks like

C = −i

(

0 2σ
2σ 0

)

. (14.57)

In the Weyl representation this becomes

C =
(−i 2σ 0

0 i 2σ

)

=

⎛

0 −1
⎜ 1 0
⎜
⎝ 0 1

⎞

−1 0

⎟
⎟
⎠

. (14.58)

We see that

ψc =

⎛

i 2σ ψR
∗

⎝

−i 2σ ψL
∗

⎞

⎠ , (14.59)

so that the Weyl spinors form a conjugate pair. However, (ψc)c ≡ ψc , so that
reality can be imposed on the Dirac spinor. This is then known as a Majorana
spinor. It then has the form

ψM =

⎛

ψL

⎞

⎝ (14.60)
−i 2σ ψL

∗
⎠

and so (ψM)c ≡ ψM.
Finally we return a few pages to rewrite the transformation as

0i i i i jω
ψL → ψL + iω K ψL − i jk kε J ψ (14.61)

2
L

where J i 1= i and ki i iσ
2

= σ
2
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and we see that

[J i , J j ] = i i jkε J k

[J i , K j ] = i i jkε K k

[K i , K j ] = −i i jk kε J (14.62)

where it is the crucial minus sign in the last equation that shows we have
SL(2, C) ≈ SO(1, 3) and not SU(2) × SU(2).

A Notational Trick

A fairly standard description has been presented up to this point. Now it
seems not to be widely recognized that in cases where there is a complex pair
of spinors (as we have) then 5γ can be taken along with C . More precisely, we
shall switch our definition of C to a new one defined by

(

i 2σ
C → −i 5 0

γ C =
0 i 2σ

)

⎛

0 1
⎜−1 0= ⎜
⎝ 0 1

⎞

−1 0

⎟
⎟ (14.63)
⎠

in both representations. Also note that our new C has the matrix elements
of ABε ⇒ 12ε = 1 = − 21ε . This works whether we are working with the left
spinor or the right one. Moreover, the Majorana spinor now has the form

ψL

ψM =

⎛

⎝

i 2σ ψL
∗

⎞

⎠ (14.64)

with the same matrix ABε form.

SL(2, ) ViewC

The literature switches between SO(1, 3) and SL(2, C). Here is an SL(2, C)
view

ψ ′ = M βψβ −→∗ Tψ̃α α
′ α = ψ̃Tβ(M−1) α

β (14.65)
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where * is the definition of inverse by “raising” index

Definition of
complex dagger

⇒ This is

Raise and dot the Check
︷

f n

(ψ ′†)α̇{≡
︸︸

De
(ψ β

α
′ )∗

︷

} =
(

M β
)∗

ψ†β̇ ≡ ψ† ˙
(M† α

α )
β

˙
˙ −→ )˙ = 1ψ

︷

˜ ′
α

† (M

︸︸

†− β̇ ˜
α ψ˙

︷

†
.

β̇

(14.66)

The dotted indices refer to the indices on the right-handed spinor; the undot-
ted indices are on the left-handed spinor. The idea with a matrix group, given
a representation ψ , is that other (possibly the same or related) representations
are given by M∗ (the conjugate) and M−1 T (the contragredient).

The important thing is to preserve the order

M(θ1, θ2) = M(θ1)M(θ2). (14.67)

Of course it is highly convenient to have a matrix notation related to indices—
even though the primitive idea is invariance by saturation (summing) of in-
dices over upper and lower values of the same type (here dotted or undotted).
Really ψ̃ is the (contragredient) representation, but we use ψ̃T for conve-
nience. The index saturation and the matrix notation coexist happily, as long
as we do not transpose at will. (Thus, for example, neither Tψ nor ψ̃ have
“indices” in the index saturation sense. There is no “raising” or “lowering”;
there is no “metric.”)

Note: In general the complex conjugate representation (and its contragredi-
ent one) have no relationship (other than conjugation) with the original one.
This is why we use dotted indices. The dot comes from conjugation; the extra
transposition is for later convenience.

Unitary Representations

(The idea is that for the subset of unitary matrices M we can drop the dots.)
Unitarity is a property that survives the group law, so we can ask if ψ̃ trans-
forms exactly as Tψ under the subgroup—and up to a mixing of the compo-
nents, of course. (This is why we threw a transposition into our definitions—
for convenience at this point.)

So the question is: Is there a matrix A
β

α such that
α Def

ψ ≡ (ψ†)β̇ Aα

β
transforms˙ ˙

as ψ̃α? This is precisely what we used 0γ for in defining ψ . For the unitary
subgroup (SU(2) rotations) the matrix A is effectively unity—so the bar (or
adjoint) of the spinor (or fundamental) is just the ψ̃T and ψψ is invariant.
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Notice that our new choice of C is effectively i 2σ in the subgroups, so we
simply put

(i 2σ ) 2
1 = 12ε = ε12 = 1ε

˙ 2̇ = ε12 (14.68)˙ = 1˙ .

We can proceed with some identities, an example of which is εαβεγβ = δα
γ ,

and have nothing new to learn. However, we must be careful to “raise and
lower” with matrix order in mind, for example,

Vα = εαβ Vβ Vα ⇒ row
(14.69)

Vβ = Vγ εγβ

}

Vβ ⇒ column

therefore Vα = εαβ Vβ = εαβ Vγ εγβ

= Vγ δα
γ = Vα (14.70)

works out correctly.

Supersymmetry: A First Look at the Simplest (N = 1) Case

It is a fundamental symmetry relating bosons and fermions. It merges Poincaré
symmetry with internal symmetry in a way that does not violate the Cole-
man and Mandula “no go” theorem [7]. The theorem says that (apart from
supersymmetry) we always get Poincaré ⊗ Internal, and that the internal is
compact and semisimple. It was probably first descovered by Gol’fand and
Likhtman [5], but really understood by Wess and Zumino [1,2,9].

In the simplest case we ask if we can extend the algebra of Poincaré ⊗ Inter-
nal by introducing supercharges Qα and Qα , which have the anticommutation˙
relations

{Q , Q } = 2(σμ
α β )˙ αβ P˙ μ (14.71)

{Qα , Qβ} = 0 (14.72)

and are fermionic. Notice that the closure is only onto the translations, which
commute with themselves. This is essential, because the existence of a consis-
tent algebra needs all possible generalized Jacobi identities to hold, and lots
of zeros really help.

Hereσμ ≡ {1, iσ }makes the connection back between SL(2, C) and SO(1, 3).
It turns out that we need simple commutators like

Qα , Pμ = 0 (14.73)

and the spinor nature of the super

[

charges

]

requires

1
[Qα , Mμν] = (σ

2
μν)β

α Qβ . (14.74)
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The algebra is now closed. In this simple case, N = 1, there is just the one
spinor Qα and so no internal symmetry exists to label states, but see later.

Whenever the Qα have a nontrivial effect on a state we get a change from
fermion to boson, or vice versa. It is a theorem that any supermultiplet has equal
numbers of bosons and fermions.

If NF is the fermion number operator, then (−1)NF has eigenvalue 1 for
bosons, and eigenvalue –1 for fermions. Thus

(−1)NF Qα = −Qα(−1)NF . (14.75)

Now

Tr
[

(−1)NF {Qα , Qβ̇}
]

= Tr
[

(−1)NF (Qα Qβ Q˙ + β Q˙ α)

= Tr
[

− Qα(−1)NF Qβ + Q (˙ α −

]

1)NF Qβ̇

= 0

]

(14.76)

since traces are cyclic for finite entries. But from the superalgebra we now
have

2(σμ)αβ Tr
[

(−1)NF Pμ

]

= 0 (14.77)˙

and Pμ is arbitrary so that

Tr [(−1)NF ] = 0. (14.78)

Thus there are equal numbers of fermions and bosons.
Actually this is stranger than it looks—it extends also from the on-mass-

shell case here to field representations having to have matching numbers of
components.

Massive Representations

The complete commuting set of observables includes pμ, and if p2 = m2,
we go to the rest frame as usual. What new things commute with the Pμ?
Obviously the supercharges.

We define

1
aα = √ Q

2m
α (14.79)

1
with (aα)† = √ Q

2m
α. (14.80)˙

Then

{aα , (aβ)†} = δ β
α (14.81)

and {aα , aβ} = 0 = {(aα)†, (aβ)†} (14.82)
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where dots are dropped since we only have rotations in the complete com-
muting set of observables now.

We define a Clifford vacuum by

aα� = 0 (14.83)

noting that p2� = m2� is not zero. The states arise by creating with (aα)† on
�. This soon stops because the (aα)† anticommute.

All we get is

�

(aα)†�

1 1√ (a ε
2

α)†(aβ)† = −
2
√ αβ(a

2
α)†(aβ)†�. (14.84)

These are spin zero, spin 1
2
, and spin zero again. This is the fundamental irre-

ducible multiplet. Note the match of spin zero bosons with the spin 1
2

fermions.
We can also start with a vacuum � j with (2 j + 1) components of spin j . By

addition of angular momentum we get

j ⊗ [ 0 ⊕ 1/2 ⊕ 0 ] = j ⊕ ( j + 1/2) ⊕ ( j − 1/2) + j (14.85)

as the multiplet. Figure 4.1 gives the multiplicities in tabular form.
The Clifford algebra structure reveals that we have an SO(4) invariance

group, which is isomorphic to SU(2) × SU(2). For more Q′
αs—N replaces 1

here—we find SO(4N) ⊃ SU(2) × U Sp(2N) giving an “internal” symplectic
2N structure along with the SU(2) spin.

Spin Ω0 Ω1/2 Ω1 Ω3/2

0 2 1

1/2 1 2 1

1 1 2 1

3/2 1 2

2 1

FIGURE 14.1

The four vacuum spin components �0, 1� 1 , 3�1, � 3 plotted against the spins 0, 2 , 1, 2 , 2.
2 2
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Massless Representations

Now p2 = 0, and we go to the (E, 0, 0, E) frame and the Euclidean little group
with helicity. Now the algebra of supercharges reads:

2{Qα , Qβ̇} = 2

(

E 0
0 0

)

(14.86)

together with

{Qα , Qβ} = 0 = {Qα , Q˙ β̇}. (14.87)

Defining

1
a =

2
√ Qi

E
1

a † =
2
√ Qi (14.88)

E

we have

{a, a †} = 1

{a, a} = 0 = {a †, a †}. (14.89)

But Q2 and Q2 are totally anticommuting and must be represented by zero.˙
We have a vacuum �λ, of lowest helicity λ, abbreviated to “hel” in the table
(see Figure 14.2), which is annihilated by (a − iea�λ) = 0. Then a †�λ raises
the helicity by 1

2
but can only be used once. The massive representation splits

into two massless ones. In CPT invariant schemes we usually need to double
up all this. (But the cases for higher N sometimes are self-complete.)

λ –2 –3/2 –1 –1/2 ±0 +1/2 +1 +3/2

hel

+2 1

+3/2 1 1

+1 1 1

+1/2 1 1

0 1 1

–1/2 1 1

–1 1 1

–3/2 1 1

–2 1

FIGURE 14.2

The helicity pairs from (−2, − 3 1
2 ) to (3 2 , 2) plotted against the lowest helicity (“hel” in the table)

of the vacuum λ of lowest helicity.
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Superspace

I am going to introduce some new techniques that will make calculations
easier. They are based on the idea of extending space–time into dimensions
described by anticommuting coordinates. Just what this space is precisely
does not seem to be well understood, although the formal manipulations
seem to be consistent. To establish contact with the previous notation on
Poincare,´ and to provide a familiar example for reference, we shall have a
review section.

Three-Dimensional Euclidean Space (Revisited)

The elements of the Hilbert space of quantum field theory are generated by the
action of field-valued operators �(x) on a translationally invariant vacuum:

| �x 〉 = �(x� ) | 0 〉
| �x, x� ′ 〉 = �(x� )�(x� ′ ) | 0 〉

... (14.90)

and translations of a state are generated by the energy-momentum operator:

| �x + �a 〉 = exp(−ia� · P� ) | �x 〉
| �x + �a, x� ′ + �a 〉 = exp(−ia� · P� ) | �x, x� ′ 〉, (14.91)

the displacement of a field is therefore given by

�(x� − �a ) = e ia�·P� �(x� ) e−ia�·P�

= �(x� ) + i[a� · P,� �] + · · · (14.92)

and if [�, P� ] = −i∇� (14.93)

then δ� = �′( x� ) − �(x� )

= �(x� − �a ) − �(x� )

= −i[�, a� · P� ]

= (−ia� ) · (−i∇�). (14.94)

In fact, using

n

e ia
∞ (i)�·P� x� ) e−ia�·P�(

� = [a P,
!

� · � [a� · P,� [· · · [a� P, �]]] (14.95)
n

· n

∑

n=0
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we have

�′( x� ) = �(x� − �a )

= {exp[−ia� · (−i∇)]}�. (14.96)

Now, suppose we start (as we shall in the supersymmetry case) simply with
the algebra of the Euclidean group in three dimensions:

[Mi j , Mkl] = i(δik Mjl − δil Mjk + δ jl Mik − δ jk Mil)

[Mi j , Pk] = iδik Pj − iδ jk Pi

[Pi , Pj ] = 0 (14.97)

where the first line is the algebra of the SO(3) rotation subgroup. A group
element can be specified by

(
1

g = exp(−i) ai Pi + ω
2

i j Mi j

)

(14.98)

where ai and ωi j are the (real) parameters. (There are equivalent alternatives,

e.g., exp(−ia�′ · P� ) exp( −i ω
2 i j Mi j ), but this will not concern us.) If we define

1
L i = ε

2
i jk Lk

Mi j = εi jk Lk (14.99)

then [L i , L j ] = iεi jk Lk

[L i , Pj ] = iεi jk Pk

[Pi , Pj ] = 0 (14.100)

is an equivalent form of the algebra, and

g = exp(−i)(ai Pi + θi L i ) (14.101)

where θi = 1ε
2 i jkω jk are the parameters now.

Now consider the three-dimensional coset space, which is the quotient of
the Euclidean group by the SO(3) rotation subgroup. We pick an origin in this
space and put coordinates on its neighborhood by exponentiating the tangent
space at that point; that is, we write a point in the coset space as

M( x� ) = exp(−i xi Pi ) (14.102)

where xi are the coordinates. The group action is defined by left multiplication
so that

g exp(−i xi Pi ) = exp(−i xi
′ Pi ) exp(−iη j L j ) (14.103)

where η j is whatever it has to be in terms of the coordinates and parameters,
and xi

′ are the coordinates of the transformed point.
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The notation is general enough to handle more complicated problems later.
The general theory [10] assures us that xi → xi

′ is a representation of the full
group and is linear on the subgroup. In our simple case :

1. For translations where

g = exp(−iai Pi ) (14.104)

then g exp(−i xi Pi ) = exp(−i[xi + ai ]Pi ) (14.105)

and thus xi
′ = xi + ai . (14.106)

2. Again, for rotations, where

g = exp(−iθ j L j ) (14.107)

then g exp(−i xi Pi ) =

= exp(−iθ� · L� ) exp(−i x� · P� ) exp(+iθ� · L� )

× exp(−iθ� · L� )

= exp{−i xi [exp(−iθ� · L� ) Pi exp(+iθ� · L� )]}

× exp(−iθ� · L� )

{ (

∑∞ (−i)n

=exp −i xi [θ� · L,� [θ� · L,� · · · [θ� · L,� P θ
n!

i ]]]n exp( i � L� )
n

− ·
=0

)}

g exp(−i xi Pi ) = exp{−i xi ( pi − iθ j [L j , Pi ] + · · · )} exp(−iθ� · L� )

= exp{−i(xi + εi jkθ j xk + · · · ) Pi } exp(−iθ� · L� ).
(14.108)

Hence xi
′ = xi + εi jkθ j xk + · · · . (14.109)

We have rediscovered the familiar translation and rotation induced trans-
formations of the coordinates by the coset space method. Now we will use
the idea of scalar fields to rediscover the representations of the generators of
the algebra in terms of the coordinates and their derivatives. A scalar field
has the property

φ′(x′) = φ(x) (14.110)

or g φ(x) = φ(g−1x). (14.111)
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1.

So if g = exp(−iai Pi ) (14.112)

then φ′ = φ(xi − ai )

= φ(x) − iai (−i∂i )φ + · · ·
= exp{−iai (−i∂i )}φ

[ or δφ = φ′ − φ = −iai (−i∂i )φ ] (14.113)

and we conclude P� ⇒ −i∇. (14.114)

2.
Similarly, if g = exp(−iθ� · L� ) (14.115)

then φ′ = φ(xi − εi jkθ j xk + · · · )

= φ − iθiεi jk x j (−i∂kφ · · · (14.116)

and we learn that

L i ⇒ εi jk x j (−i∂k) = (x�n �p)i . (14.117)

Notice that Mi j ⇒ εi jk Lk = −i(xi ∂ j − x j ∂i ). (14.118)

With these exercises under our belts, and the notation established, we turn
to N = 1 superspace. This time we start with the graded algebra

⎧ ⎛

[Mμν , Mρσ ] = igνρ Mμσ + igμσ Mνρ

igμρ Mνσ igνσ Mμρ

⎞⎫

⎪

Poincaré

⎜
⎪

⎪

Algebra

⎜
⎪
⎪

Algebra

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪

SO(1,3)
−

⎪
⎪

⎟

⎜
⎜

−
⎨

⎜

(14.119)
⎪ ⎝

⎜

[Mμν , Pρ] = −igμν Pν + igνρ Pμ

⎪
⎪
⎪
⎬

⎟
⎟
⎟
⎟
⎟⎪

⎪

⎠
⎪
⎪
⎪
⎪

⎪

⎪
⎪
⎪

⎪
⎪
⎩

[Pμ, Pν] = 0

⎪
⎪
⎪
⎪

⎪
⎪
⎪
⎪
⎪
⎭

[Qα , Pμ] = 0

1
[Qα , Mμν] = (σ

2
μν) β

α Qβ

1
[Qα , Mμν] = − (

β
σ

˙
Q˙ 2 α̇ β̇

with σμν = (σμν)† (14.120)

{Q μ μ
α , Qβ̇} = 2(σ )αβ P˙

{Qα , Qβ} = 0. (14.121)

In order to be able to copy the formalism we used in the previous case we

introduce ξα , and
α

ξ
˙ = (ξα)∗, as anticommuting (constant) parameters. The

idea is that commutators of objects like (ξα Qα+Q
α

αξ
˙
) will then be specified by˙
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anticommutators of the Qα and Qα , which are given in the algebra. Thus we˙
can obtain group elements by exponentiation and work out products exactly
as before. Explicitly, we have

[

ξα Qα + Qαξ α̇ , ηβ Q˙ β + Qβ̇ηβ̇
]

= −ξαηβ{Qα , Qβ} − α
ξ

˙
ηβ̇{Qα , Q˙ β̇}

+ ξαηβ̇{Qα , Qβ̇} + α
ξ

˙
ηβ{Qα , Q˙ β}

=
( β
ξαηβ̇

˙+ ξ ηα
)

2(σμ)αβ Pμ, (14.122)˙

which will be used shortly. Notice that if we want objects like (ξα Q
α

α+Qαξ
˙
) to˙

be Hermitian then we must adopt the convention that conjugation reverses the
order of “fermionic” (i.e., odd Grassmann) factors without change of sign. Notice also
that the coefficient of Pμ in the last equation is an even element of a Grassmann
algebra rather than an ordinary number. Thus the group parameters must
share this property. This is a little disturbing, particularly as we are now
going to parametrize a coset space to produce coordinates in superspace—
our “ordinary” xμ coordinates would seem to take values in the even part of
the Grassmann algebra. We shall nevertheless differentiate without worrying
further—all these formal manipulations seem to work out in a consistent
manner.

Quite explicitly then we introduce anticommuting coordinates , and
α

θα θ
˙ =

(θα)∗, and extend our ordinary space–time described by xμ to superspace

described by zA = {xμ; θα ,
α

θ
˙ }, by parametrizing the quotient space of the

super Poincaré group by its SO(1, 3) Lorentz subgroup as

M = exp i
(

xμ pμ − α
θα Qα − Qαθ

˙
(14.123)˙

and then copy what we did in our example.

)

1. For space–time translations, when

g = exp(iaμ Pμ) (14.124)

then g M = exp i (xμ aμ) Pμ θα Qα Q
α

αθ
˙

(14.125)˙
{

x′μ x
and

{

+ − −

thus
= μ + aμ

}

θ ′α = θα ,
α α . (14.126)

θ
˙ = θ

˙

}

2. For Lorentz boosts and rotations, when

i
g = exp

(

− ωμν M
2

μν

)

(14.127)

(

−iω
then gM = exp

� · M�
)

exp i
(

x� · P� − α
θα Qα − Qαθ

˙
2 ˙

)

exp

(

iω� · M�
2

)

exp

(

−iω� · M�
2

)

(14.128)
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so that

{

∑∞ (− i
2
)n

M(z′ ) =exp i
[

ω� · M,� [

� · M,� x
α

ω · M,� [

· · ·[ω� μ P α

n!
μ

=0

− θ Qα

n

− Qαθ
˙

˙
]]]

n

}

iωρλ

=exp i

{

xμ Pμ− α
θ Qα−Q

αα
αθ

˙
M˙ −

2
ρλ , xμ Pμ − θα Qα − Qαθ

˙
˙ + · · ·

μ

}

⎧
x

[

Pμ − 1
2
iωρλ(

[ ]

= exp i

⎪ −ig
⎪

ρμ Pλ + igλμ Pρ)
⎪
⎪
⎨

−
[

Q + iθ iωρλ 1
α α σ

]

⎪
⎪

2 2
( ρλ) β

α Qβ

⎫

⎪
⎪

] ⎬
⎪
⎪

⎪
⎪

⎩−
[

Qα̇ − i (σ ρλ)
β̇

Q
α

ωρλ 1 ˙
2 2 α̇ β̇

⎪

]

θ

⎪
⎪

)

⎪
⎭

⎧

(xμ + ωμ
νxν Pμ

i ( ) Q

⎫

= exp i

⎪
⎪
⎪
⎪
⎪
⎨

−
[

θα + ωρλ σ α
4 ρλ β α

⎪
⎪
⎪

⎪

(14.129)

⎩
⎪
⎪
⎪
⎪
⎪

−Q
[ α̇ − i

]

β

⎪

ρλ(σ ρλ)α
α θ ˙ θ

˙

⎬

ω˙ 4 β̇

⎪

]

⎪
⎪
⎪

and hence

⎪
⎭

x′μ = xμ + ωμ
νxν

θ ′α = θα i+ ωρλ(σ
4

ρλ) α
β θ β

′α̇ = α i
θ θ

˙ β
ωρλ σ α θ

˙− (
4

ρλ) ˙ .
β

(14.130)˙

3. Finally, if we have a pure super-transformation so that

g = exp{−i[ξα Qα + Q
α

αξ
˙
] (14.131)˙ }

˙
then g M = exp{−i[ξα Qα + Q

α
ξ

˙
]} exp{i[xμ P β

α μ − θ Qβ − Q
β

β̇θ ]˙ }
(14.132)

and we have to work this out explicitly using the Baker-Campbell-
Hausdorff (BCH) identity

e Ae B = e A+B+ 1
2 [A, B]+c1[A,[A, B]]+c2[B,[A, B]]+···. (14.133)

Fortunately only the first nontrivial term is needed (i.e., the terms with coef-
ficients c1, c2, etc. are not needed). This is because the only nontrivial com-
mutator involved gives Pμ, which then promptly commutes to zero with all
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the other Pμ, Qα , and Qα . Explicitly we get˙

(θ α

g exp i

⎧

⎨ xμ Pμ − + α
ξα)Qα − Q + ξ

˙
α(θ

˙ α
)˙

M =
⎩− i

[ β
ξα Qα + Q

α

αξ
˙
, xμ P˙ μ − θ β Qβ − Qβ̇θ

˙

⎫

2

⎬

α α

]

α

⎭

⎧

⎨ xμ P α
μ )

i
− (θ + ξ Qα − Qα(θ

˙
˙

exp
+ ξ

˙
)

=
⎩+ i

( β β
ξαθ

˙
ξ

˙
2

+ θα

)

2(σμ)αβ P

⎫

˙ μ

⎬

˙

⎭

⎧ ˙
⎨

[

xμ + i(
β

ξαθ
= exp

+ β
ξ θα)(σμ)

i
αβ P˙ μ

. (14.134)
⎩−(θα + ξα)Qα

]
⎫

− Qα(
α

θ
˙

˙ + α
ξ

˙
)

⎬

Hence

⎭

x′μ = xμ + i(
β β

ξαθ
˙ ˙+ ξ θα)(σμ)αβ̇

θ ′α = θα + ξα

′ ˙ = α̇ + α
θ α θ ξ

˙
(14.135)

and we can see why people refer to these as supertranslations.
Now that we have our “coordinate transformations” we can use the idea

of scalar field to derive the representations of our generators in terms of the
coordinates. Taking the group elements in the same order as previously

1.

g = exp
(

iaμ Pμ (14.136)

φ ′(x, θ , θ ) = φ(xμ − aμ,

)

θ , θ ) (14.137)

= φ + iaμi∂μφ + · · · . (14.138)

So Pμ ⇒ i∂μ. (14.139)

i
g = exp(− ωμν M

2
μν) (14.140)

φ ′(x, θ , θ ) =φ

(

xμ − ωμ xν , θα i− )
β

ωρλ(
α

σ α β i
ν ρλ β θ , θ

˙ + ωρλ(σ α
˙

ρλ) ˙ θ
4 4 β̇

(14.141)

)

⎧

i(
⎪
⎪ xμ∂ν − xν∂μ)

i=

⎪
⎪
⎪
⎨

β θ β
φ − ωμν + 1

2
(σμν) α

∂α

⎫

(14.142)
2

⎪
⎪
⎪
⎪

⎪
⎪

− 1
2
(σμν)α

˙˙ β

⎪
⎬

φ

θ ∂
β̇ α̇

⎪
⎪

⎪
⎪
⎪
⎩

⎪
⎪
⎪
⎭
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where we have introduced

∂ ∂
∂α =

∂θα
and ∂α̇ =

∂
α

(14.143)
θ

˙

so defined such that

∂αθβ = δ β
˙

α and ∂
β β

α̇θ = δ
˙

α . (14.144)˙

(Note that ∂α , and ∂α , anticommute with other Fermi-like objects. Also,˙
don’t confuse

∂ ∂
∂α = with ∂ (14.145)

∂
μ

θα
=

∂xμ

and similarly

θi with θα. (14.146)

In practice this “confusion” does not seem to become a major problem.)
We find, therefore,

1 1
Mμν ⇒ i(xμ∂ν − xν∂μ) + (σ

˙
μν)

βα β
β θ ∂

2
α − (σ

2
μν)α̇ θ

β
∂˙ α̇. (14.147)

2. Finally, if

g = exp
{

− i
(

ξα Qα + Q
α

αξ
˙

˙
)}

(14.148)

then

φ
[ β

φ μ ξαθ
˙ β

ξ
˙′ = x − i( + α
θ α)(

α
σ ) α α ˙ ˙

αβ; θ ξ ,˙ − θ − ξ (14.149)

α
˙

(
φ i

{

ξ −i∂α + β
θ (σμ)αβ∂μ)˙

φ .

]

= −
+

( (14.150)
i∂α − θ β(σμ) α

+ ·
˙ β ∂

α
μ

)

ξ
˙

}

· ·
˙

(Watch the anticommutator signs; also ξα are constant here.)
Hence

Qα ⇒ −i∂α + β
θ

˙
(σμ

˙
)αβ∂μ ≡ −i∂˙ α + β

θ ∂αβ (14.151)˙

Q μ
α ⇒ −i∂α − θβ(σ ) ∂˙ ˙ βα̇ μ ≡ +i∂α̇ + θβ

∂βα̇. (14.152)

Covariant Derivative Operators from Right Action

We found a representation of the group action by multiplying the group
element from the left into the coset space. We can also get a (conjugate) action
by multiplying from the right. Because we like to keep track of signs, we
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will multiply from the right by (g)−1; then since (g 1
2g1)− = (g1)−1(g2)−1 the

composition law and the subgroup action are identical.
Now, when the commutators (anticommuting parameters are used when

needed) of the coset space generators close onto a subset, which commute to
zero with the original set, then the situation is very simple and we can easily
find operators (useful ones) that act from the left on the coset space to give
the right multiplication action. This is easier than it sounds. Here

[Pμ, Pν] = 0 (14.153)

[Pμ, Qα] = 0 (14.154)

{Qα , Qβ} = 0 (14.155)

{Qα , Qβ̇} = 2(σμ)αβ P˙ μ. (14.156)

Hence, if we define our action as described, we have

M(x, θ , 1θ )g− (0, ξ , ξ )

= exp i(x P − Q − Q
α̇
) exp i Q Q

αμ
μ θα

α αθ ξα ξ
˙

˙

e

(

α + α̇

)

= i(x,θ ,θ )e i(0,−ξ ,−ξ )

= e i(x,θ ,θ )e i(0,−ξ ,−ξ )e−i(x,θ ,θ )e i(x,θ ,θ )

(
exp

{

∑∞ −i)n

= [(θ , θ ), [(θ , θ ), [ [( e (x,θ , θ ), i(ξ , ξ )]]] i θ ,θ )

n!
n

n 0

· · ·
=

}

= exp{i(ξ , i(x, , )ξ ) − i[(θ , θ ), i(ξ , ξ )] + zero}e θ θ

= exp
{

i
(

ξα Qα + Q
α

αξ
˙ ) − (

α
ξαθ

˙ + α
ξ

˙
θα)2(σμ)αα Pμ

}

e i(x,θ ,θ )
˙ ˙

= exp
{

i
(

ξα Q̂ + Q̂
α

(x
α

ξ
˙ )} exp{i μ α

α P˙ μ − θ Qα − Qαθ
˙

α )˙
(14.157)

}

where we have used

Q̂ = Q
α

α α + 2iθ
˙
(σμ)αα P˙ μ (14.158)

Q̂α = Qα − 2iθ α(σμ)αα Pμ. (14.159)˙ ˙ ˙

Now, although this came out as expected, we may wonder where all this
is going. Just see what associativity of the group law gives; ξ and η are
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parameters

e i(ξ Q̂+Q̂ξ )
{

e−i(ηQ+Qη)M(z)
}

= e i(ξ Q̂+Q̂ξ )M(z′)

= M(z′)e i(ξ Q+Q ξ )

=
{

e−i(ηQ+Qη)M(z)
}

e i(ξ Q+Q ξ )

= e−i(ηQ+Qη)
{

M(z)e i(ξ Q+Q ξ )
}

= e−i(ηQ+Qη)
{

e i(ξ Q+Q ξ )M(z)
}

. (14.160)

Now compare this to the start, and notice that η and ξ are arbitrary ⇒

{Q,ˆ Q} = 0 = {Q,ˆ Q}. (14.161)

Hence

Dα ≡ +i Q̂α = ∂α − i
β

θ
˙
(σμ

˙
)

β

αβ∂˙ μ = ∂α − iθ ∂αβ (14.162)˙

and Dα̇ ≡ −i Q̂α = ∂α̇ − iθ β(σμ)βα∂˙ μ = ∂α̇ − iθ β
∂βα (14.163)˙

are covariant derivative operators. Note that ∂μ = ∂/∂xμ was already known
to be fine, since [Pμ, Qα] = 0.

Of course, we could have discovered this directly but the treatment here
reveals the underlying motivation, and will be useful as a model for other
ideas (in compactification) coming later.

We finally compute (a trivial excercise) directly that

{Dα , Dβ} = (−)2(σμ)αβ(i∂μ) (14.164)˙ ˙

= (−)2i∂αβ (14.165)˙

= (−)2(σμ)αβ P˙ μ. (14.166)

This is frequently useful and also reveals the freedom of the curious repre-
sentation of Qα used by Wess and Zumino [9].

Superfields

What are these scalar fields �(x, θ , θ ) in this curious space? We have
implied their existence, but done little else with them. The basic point
is that powers of odd (fermionic) objects eventually terminate (nilpotency).
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For example,

1
θαθβ = (−) 2ε

2
αβθ (14.167)

with 2θ = θαθα

is fine, but

θαθβθγ ≡ 0 (14.168)

by antisymmetry. Similarly

α β 1 2
θ

˙
θ

˙ = εα̇β̇θ (14.169)
2

2
with θ = α

θ α̇θ
˙

is as far as we can go again. So superfields �(x, θ , θ ) are (complex numbers,
Grassmann valued) functions defined on (subsets of) M, which must be un-

derstood in terms of their power series expansion in θα and
α

θ
˙

2
�(x, θ , θ ) = f (x) + θ αφα(x) + θαχ α̇(x) n˙ + 2θ m(x) + θ (x)

+ θ θ Vαβ̇ 2
α β (x) + 2 2

θ θαλα̇(x)˙ ˙ + θ αψα(x) + 2θ θ θ D(x) (14.170)

and we notice that spins up to unity can occur in a single superfield (without
Lorentz indices). Note also that our definition of differentiation with respect
to spinor coordinates is

�(x ; θ + δθ , θ + δθ ) = α
�(x; θ , θ ) +

(

δθ α
∂α + δθ

˙
∂α̇

)

�(x ; θ , θ ) (14.171)

and that there is a graded Leibnitz rule

∂
A

α( AB) = (∂α A)B + (−1){ } A(∂α B) (14.172)

where {A} =
{

0 if A is bosonic
.−1 if A is fermionic
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Supertransformations

We can now rederive results previously obtained. Consider the full field

2
� = f (x) + · · · · · · + 2θ θ D(x) (14.173)

where δξ� = (−)i(ξα Q + Q
α

α αξ
˙
)�˙

⎧

⎪
⎨ ξα

[

∂
μ

α + i
β

θ
˙
(σ )αβ∂˙ μ

= (−) �

+ α

⎫

ξ
˙

∂α + i˙ θβ(σμ)

]

βα∂˙ μ

⎪
⎬

and work this out to equate to

⎪
⎩ [ ]⎪

⎭

δξ f (x) + · · · · · · + 2 2
θ θ (δξ D(x)) (14.174)

and thus find the changes in the component fields. We will just work out one
piece

2 2
θ θ δξ D(x) = (−)ξαi

β 2θ
˙
(σμ)αβ∂˙ μ θ θ δ̇λ

δ̇(x)
2− α

ξ
˙
iθ β(σμ)βα∂˙ μ θ

{

θ εψε(x) .

}

(14.175)

1
Now 2θ αθ β = (−) εαβθ

{ }

2

with 2θ = θ αθα

and similarly
α

θ
˙ β 1
θ

˙ = (+) εα̇β̇ 2
θ

2
2

with θ = α
θ α̇θ

˙
.

Apologies to other authors, but the notation here allows our conjugation of
equations—so now εα ε˙ β̇ = αβ(≡ εαβ numerically), and dotted indices are
raised and lowered exactly as undotted ones.

Hence

2 2 α i
( μ 2

θ θ δ D x) = α
ξ (σ ) 2θ θ ∂ λβ i

ξ
˙ 2

α ˙ μ (x) + 2
β ξ

˙
(σμ)βα ∂˙ ε

βεθ θ μψ
2 2

ε(x)

i= 2 2 β
θ θ (σμ)αβ̇ ξα

∂μλβ̇ + ξ
˙
∂

2
μψα (14.176)

i ˙
or δξ D(x) ∂

}

=
2 αβ̇{ξαλβ̇

{

+ β
ξ ψα} (14.177)

since the parameters are constant. Notice that this is a total derivative.

Notes

1. The product of two superfields is (trivially) a superfield, so that su-
perfields are like the tensors of supersymmetry.
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2. In general, a superfield will be reducible. We find the irreducible rep-
resentations by imposing constraints that do not yield equations of
motion in four-dimensional space–time. These can be reality condi-
tions, or Dα� = 0 type conditions, as we shall see. There is so much
new notation to confuse us that we had better make contact with
something simple, then go on later to see its full beauty and power.

The Chiral Scalar Multiplet

We shall show that the condition

Dα̇� = 0 (14.178)

gives exactly an irreducible multiplet. Recall that

Dα̇ = ∂α̇ + iθ β(σμ)βα∂˙ μ (14.179)

so that Dα̇θ β = 0 (14.180)

and Dα yμ
˙ = 0 (14.181)

where yμ = x
λμ
˙− i(σμ)ρλ̇θ

ρθ

follows trivially. This means that any function �(y, θ ) is a solution of the
constraint. We can expand this as

� = A(y) − 2θαψα(y) − 2θ F (y) (14.182)

with the notation previously introduced; the factors and signs are designed
to give exact contact with Wess and Zumino. Now it would be convenient to
express this back in terms of x, θ , and θ .

Notice that

{−i
β

θ αθ
˙
(σ ν)αβ∂˙ ν}xμ

˙= −i
β

θ αθ (σμ)αβ (14.183)˙

so that �(y, θ ) = exp
(

− i
β

θ αθ
˙
∂

α
αβ̇

){

A(x) − 2θ ψα(x) − 2θ F (x)

1=
(

1−i
β̇ ˙

∂ − β
∂

δ 2θ αθ β θ α
α θ

}

˙
2 αβ̇θ γ θ

˙
∂γ δ A 2 ρ F˙

)
{

− θ ψρ − θ

(14.184)

}

A(x) − 2θ ρ 2 β
ψ α

˙
= ρ(x) θ F (x) iθ θ ∂αβ A(x)˙

+i 2 β
θ θ

˙
∂ ψα

−
2

−
αβ (x)˙ − 1 2θ θ

4
�A(x)

}

(14.185)

where we have used ∂αβ∂
αβ̇˙ = 2�. Clearly this has the same content we had

previously. Now we must check that the transformation rules are the same.
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We just work out a supercharge

α
δ � = (−)[ξα
ξ Qα + Qαξ

˙
]� (14.186)˙

⎧

⎪
β

⎨ ξα
˙

∂

(−)

(

α + iθ ∂αβ̇

=

⎫

(14.187)
⎪
⎩+ α

{Eq n (14.183) above}
ξ

˙
(∂ ∂

)

α βα)˙ ˙

⎬
⎪

+ iθ β

= 2ξαψα(x) 2ξαθα F (x)

⎪
⎭

i
α

ξ
˙
θ ρ

∂ρα A(x)˙

− i
α

+ −
ξ

˙ 2θ ∂
ρ ρ

ρα (x)
α̇
i β

∂ A(x) 2 (x) (14.188)˙ ψ − ξ θ βα̇

[

− θ ψρ

+ terms in θ.

]

(14.189)

(We used ∂
2

αθ = 2θα .)

= 2 (x) − 2
[

− i
α

ξαψα θ α ξ
˙
∂αα A(x)˙ − ξα F (x)

− 2θ 2i
α

ξ
˙
∂ρα̇ψρ(x) + terms in θ.

]

(14.190)

Hence

δξ A(x) = 2ξαψα(x) (14.191)

δξψα(x) = (−)i
α

ξ
˙
∂αα A(x)˙

α

− ξα F (x) (14.192)

δξ F (x) = 2iξ
˙
∂ραψ ρ(x) (14.193)˙

and we have confirmed the Wess and Zumino result. Notice the familiar total
divergence in δξ F .

Superspace Methods

We are now going to exhibit some of the power of these methods. First, we
record some very useful identities that we can check directly and quickly:

{Dα , Dβ} = 0 (14.194)
[ 2
Dα , D = (−)4i∂αα D

α̇
(14.195)˙

{Dα , Dβ̇

]

} = (−)2i∂αβ (14.196)˙
[

Dα , D2
˙

{Dα , D˙ β̇

]

= 4i∂
α

αα D (14.197)˙

} = 0 (14.198)
[ 2
D2, D = 4i∂αα D

α̇
, Dα (14.199)˙

2
D2 D D2

]

= (−)16

[

�D2

]

(14.200)
2 2

D D2 D = (−)16�
2

D . (14.201)
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On a chiral superfield, when

Dα̇� = 0, (14.202)

Dα D2� = 4i∂˙ αα Dα
˙ � (14.203)

2
and D D2� = (−)16��. (14.204)

Covariant Definition of Component Fields

αWe know that ∂α = ∂/∂θ is not covariant. We can improve on this by using
Dα , and can satisfy differential constraints automatically. For example, take
our chiral field with Dα = 0. Define (with previous notation in mind)˙

�|θ = 0 = θ = A (14.205)

Dα�|0 = (−)2ψα (14.206)

D2�
∣
∣
0

= 4F . (14.207)

Supercharges Revisited

We can work out the supercharge much more easily now. Notice that

Dα|0 = i Q̂α

∣
∣
0

(14.208)

= Qα|0 (14.209)

and Dα̇|0 = (−)i Q̂α̇|0 (14.210)

= −i Qα̇|0, (14.211)

which allows us to use our identities. (Warning: Naturally Dα Qβ |0 = Dαi D ,˙ β̇ |0
so we must take Q and Q to the left of all derivatives before switching to D
and D.) Then, for example,

δξ A = δ�|0 (14.212)

= (−i)
(

ξα Qα + Q
α

αξ
˙ )

�

∣

∣
∣

(14.213)˙
0

=
(

− ξα Dα + D
α

α̇ξ
˙ )

�

∣
∣
∣ (14.214)
0

= −ξα Dα�|0 (14.215)

2ξαψα(x), (14.216)

�

=
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which is the Wess and Zumino result yet again.

1
Again δξψ = (−) D

2
αδξ�

∣
∣

β̇
D

∣ (14.217)
∣
0

= α(−i)
{

ξβ Qβ + Qβ̇ξ
}

�

[ β

∣

(14.218)
0

i
ξ

˙= ξβ Qβ + Qβ

]

Dα

∣

2
˙ �

∣

∣
∣

(this step is essential) (14.219)

1=
2

[

ξβ
˙

Dβ − D
β

βξ

∣

˙ �

∣

]

Dα
∣

∣
∣

0

(14.220)
0

1= ξβ 1
D D

β
� ξ

˙
D , D � (14.221)

2
β α

∣

∣
∣
∣
∣ β̇
0

+
2

{ α}
∣

1= β

(
1−
)

D2

∣

ξ ε �
2 2

βα

∣
∣

∣
∣

0

0

− i
β

ξ
˙
∂αβ̇�

∣

(14.222)
0

= − β
ξ

˙
α F

∣
∣

− iξ ∂αβ A˙

∣
∣

(14.223)

and we confirm the previous result.

1
Finally δξ F = D2δ

4
ξ�

∣
∣
∣ (14.224)
0

1= δ �
4

ξ D2

∣

∣
∣

(14.225)
0

1= (−i) α

4

∣

[

ξ

∣

Qα + Q
α

αξ
˙

˙
]

D2�

∣

1 β̇ 2

∣
∣

(14.226)
0

= (−) ξ D
4 β D˙ �

∣

∣

1 ˙

∣

. . . since D3

0

≡ 0 (14.227)

= (−)
β

ξ 4i∂
4 ββ Dβ

∣
∣

˙ �

∣

˙

∣
∣ . . . since Dβ̇�
0

= 0 (14.228)

= 2i
β

ξ ∂ββ̇ψβ

∣

(14.229)

yet again. Clearly these methods are rather clean and powerful. Now it is time
to rediscover the invariant Lagrangian of Wess and Zumino. We need the idea
of superspace integration [11]. We will start in a one-dimensional case, where

f (x, θ ) = f0(x) + f1(x)θ (14.230)

and demand linearity, so that

∫

dθ f = f0

∫

dθ + f1

∫

dθ θ

= I0 f0 + I1 f1 (14.231)
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where I0 and I1 are (universal) constants. We then demand translational
invariance, so that

∫

d(θ + ε) f (x, θ + ε) =
∫

dθ{( f0 + f1ε) + f1θ}

= I0( f0 + f1ε) + I1 f1 (14.232)

and have I0 ≡ 0. This means that

∫

dθ ( f0 + f1θ ) = f1 I1 (14.233)

and

∫

dθ ∼ ∂/∂θ. (14.234)

The integral I1 is conventionally taken as unity, so that

∫

dθ = 0
∫

dθ θ = 1 (14.235)

and

∫

dθ f = f1 (14.236)

∂ f= . (14.237)
∂θ

Also
∫

∂ f
dθ

∂θ
=

∫

dθ f1

= 0 (14.238)

so integration by parts works while

∫

dθ θ f = f0 (14.239)

= f (θ = 0) (14.240)

so that δ(θ ) ≡ θ. (14.241)

Notice that δ(θ )δ(θ ) = 0.
We define

∫

d 2θ =
∫

(−)εαβdθαdθβ (14.242)

and

∫

d 2 α
θ =

∫

εα̇βd˙ θ
˙
d

β
θ

˙
(14.243)

with

∫

d 4θ =
∫

d 2θd 2θ. (14.244)
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Now

∫

d 2θ f (θ ) =
∫

(−)εαβdθ αdθ β
{

f(0) − 2θ γ f(1)γ − 2θ F(2)

}

(14.245)

= 0 + 0 + f(2)εαβ

∫

dθ αdθ β
{

− ερλθ
ρθ λ

}

(14.246)

= (−)4 f

∫

d (1)d (2) (1) (2)
(2) θ θ θ θ (14.247)

= 4 f2. (14.248)

But recall

∂
2 f = ∂

α
∂α f (14.249)

= 0 + 0 + εαβ
∂β∂

2
α (−) f(2)θ (14.250)

= (−) f(2)ε
αβ

∂β{2θα

{

}

}

(14.251)

= (−)2 f αβ γ
(2)ε εγα∂βθ (14.252)

= 4 f2 (14.253)

also. Hence

∫

d 2θ f = ∂
2 f. (14.254)

Invariants and Lagrangians

Consider the invariant

I =
∫

d 4x d 2θ d 2θ L(�, Dα�, · · · ), (14.255)

which is index saturated in the usual way. We avoid Taylor expansion (al-
though it is sometimes easier) by noticing that

∂α = Dα

⎫

⎬

inside

∫

d 4x , by throwing divergences away. (14.256)
∂α = D˙ α̇

Then

⎭

I =
∫

2
d 4x D2 D L

∣
∣
∣ (14.257)
0
∣
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and we evaluate this integral by use of our identities and component defini-
tions. For example, with chiral � again,

I =
∫

d 4x d 4θ � � (14.258)

=
∫

2
d 4x D2 D � �

∣
∣
∣ (14.259)
∣
0

= (−)

∫

2
d 4x D D2 � �

∣
∣
∣ ( ∂

2 0) (14.260)
∣

∣
0

∫

→

= (−)

∫

2
d 4x D � D2 �

2

∣

(since D2 �
0

= 0) (14.261)

2=( 2

∣

−)

∫

d 4x {� D D � +

∣

2 (Dα̇�)D
α̇

D2 � + (D �)D2 �}
∣
∣
∣
∣
0

(14.262)

=(−)

∫

d 4x
{

(−)16� �
2

�+ 2(D α
α̇�) 4iε ˙ β̇

∂γ β Dγ˙ �+ (D �)(D2�)

(14.263)

}∣
∣

4

∣
∣

0

= (−)

∫

d x
{

(−)16A�A+ 8i2ψ β
αεα̇ ˙

∂˙ γ β(˙ −)2ψγ + 16F F (14.264)

2
since � = A− 2

α
ψαθ

˙

}

˙ − F θ ⇒ Dα̇� = 2ψ α̇

= (−)16

∫

d 4x
{

(−) A�A+ 2iψα∂
βα̇ψ˙ β + F F

}

. (14.265)

This is (−32) times what is usually called the Wess and Zumino model La-
grangian. Often it is put into the Wess–Zumino language by writing

A → A+ i B
⎫

⎬ ψ
and

α
ψ ↔

(

α (14.266)˙
F → F − iG

⎭ ψ

)

so that

ψ ∂ψ = ψ

(

0 σμ

σ μ ψ (14.267)
0

= 2ψ ∂
λβ

)

β

˙
˙ ψλ (14.268)

we get I = (−32)

∫

d 4 1
x

{

(−)
[

(∂ A)2 + (∂ B)2 i
2

μ μ

]

+ ψ ∂ψ + F 2 + G2

(14.269)

}

= (−32). (Usual form of Wess–Zumino model Lagrangian.)

Notice that when we write invariant Lagrangians like this in supersymme-
try, they are really only invariant up to a total derivative which is then thrown
away under an integral. This is exactly the way the D-term transformed in
the full scalar case, and the F -term transformed in the chiral case.

�

�
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At any rate we can see that Equation (14.265) contains kinetic-like terms,
and we take

L0 =
(

1−
32

) ∫

d 4x d 4θ (� �) (14.270)

as the first part of our general chiral scalar Lagrangian. We seek mass terms,
and interaction terms. Consider

I =
∫

d 4x d 4θ P(�) (14.271)

where P is polynomial and therefore chiral if � is chiral. This is invariant.

Indeed
∫

d 4x
2

d 4x d 2θ (D

∫ ∫ 2
d 4 x d 2θ D P ≡ 0, or more generally, d 4x d 4θ P = d 4 θ

∫ 2 3

Z =
Z) whereZ is general but (D Z) is chiral because

∫

D ≡ 0. Then

I =
∫

d 4x D2 P

∣
∣

d

∣ (14.272)
∣
0

=
∫

4x Dα Dα P

∣
∣
∣ (14.273)
0

= d

∣

∫

4x Dα P ′ Dα� (14.274)

=
∫

d 4x P ′′(Dα�)2 + P ′ D2�

∣

(14.275)

= 4

∫
0

d 4

[ ]∣

x [P ′′( A) 2ψ

∣

+ P ′( A)F

∣

]. (14.276)

Now we can see what to do. We write

L =
( m−

) ∫

d 4x

{∫

d 2 2 2 2
m θ �

16
+ d θ �

}

(14.277)

=
( m−

) ∫

d 4x { 2 2
ψ

2
+ AF + ψ + A F } (14.278)

then with

A → A+ i B ψ
,

α
ψ (14.279)

F → F − iG

}

→
(

α
ψ

˙

)

as before,

Lm = (−m)

∫
1

d 4x

{

ψψ
2

+ AF + BG

}

(14.280)

and we have our mass terms.
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Finally we need interaction terms (not too high in powers of scalars, or we
face nonrenormalizability), and we try

( g )

∫

24 2 3 3
L int = − d x {D � + D �

24
} (14.281)

=
( g−

) ∫

d 4x 4{6A 2 2 2 2
ψ + 3A F

24
+ 6Aψ + 3A F } (14.282)

= (−g)

∫

d 4x
{

ψ( A+ Bγ5)ψ+ ( A2 − B2)F + 2ABG
}

(14.283)

when we make the, by now familiar, substitutions.

Notes

1.

1
∫

d 4x d 2 1=
∫

d 4x D2θ (14.284)
4 4

picks out the F -component of a chiral integrand.

2.

2
D2 D � = Dα 2

Dα D � (14.285)

= Dα
{ 2 ˙

D Dα − 4i∂αβ D
β

˙
}

� (14.286)

= Dα 2
D Dα� +

{

0 under

1 1 2

∫

d 4x

}

(14.287)

so

∫

d 4x d 4 4θ =
∫

d x d2 D (14.288)
16 16

1=
16

∫

d 4x Dα 2
D Dα (14.289)

picks out the D-component of an integrand. This latter form is par-
ticularly heavily used, as it gives a convenient order of terms when
dealing with gauge invariance.

2
3. Z general ⇒ D Z is chiral.

4. A product of two chiral fields is again chiral, by the Leibnitz rule. To
find the components

A3 = A1 · A2|0 (14.290)

= A1 A2 (14.291)
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then the real form is

A3 = A1 A2 − B1 B2 (14.292)

B3 = A1 B2 − B1 A2 (14.293)

1
ψ(3)α = (−) D

2
αA1 · A2

∣
∣
∣ (14.294)
0

1 1= (−) (D
2

αA1)A2

∣

+ A1

(

− D
2

αA2

)∣

(14.295)
0

= ψ(1)α A2 + A1ψ(2)α

∣
∣

(14.296)

ψ(3) = ( A1 − γ5 B1)ψ(2) (

∣

+ A2 − γ5 B2)ψ(1). (14.297)

Superpotential

There may, of course, be several chiral scalars ψi and we can now write the
general Lagrangian for chiral superfields. There is a kinetic term obtained
simply by summing over the fields

L0 =
∑

(
1−

) ∫

d 4x d 4θ (�i�i ). (14.298)
i

32

Then there are mass terms, and interaction terms, which are generally grouped
together into what is called the superpotential W(�).

In our language we have the extra part of the Lagrangian (with mi j and gi jk

real and symmetric) as

(
1−
) ∫

d 4x d 2θ W(�)
8

+ h.c. (14.299)

1 1
where W(�) = m

2
i j�i� j + gi jk�i�

3
j�k . (14.300)

Writing φ where we previously wrote A, to standardize the notation, the
whole thing is described by

L = ∂μφ
†
i ∂

μφi + 2iψ iσ
μ∂μψi + F †

i Fi + mi jφi F j

1− m
2

i jψiψ j + gi jkφiφ j Fk − gi jkψiψ jφk + h.c.. (14.301)



222 Group Theory for the Standard Model of Particle Physics and Beyond

The Euler–Lagrange field equations from this Lagrangian are

∂μ∂
μφi = mi j F †

j + 2gi jkφ
†
j F †

k (14.302)

iσ μ
∂μψi = −mi jψ j − 2gi jkψ jφ

†
k (14.303)

F
† = −mi jφ j − gi jkφ φi j k (14.304)

∂W(φ)= − (14.305)
∂φi

where W(φ) is the superpotential with �i → φi . The last equation of motion,
Equation (14.306), confirms that the Fi are auxiliary fields—no derivatives
appear—and they may be algebraically removed. Then

L = ∂μφ
† μφ ψ σ μ ψ

†
i ∂ i + i i ∂μ i − Fi Fi

−
(

1
mi jψiψ j + gi jkψiψ jφ h

2
k + .c.

)

(14.306)

= ∂μφ
†
i ∂

μφi + iψ iσ
μ

∂μψi − |m 2
i jφ j + gi jkφ jφk |

−
(

1
m

2
i jψiψ j + G i jkψiψ jφk + h.c.

)

. (14.307)

Notice that the tree level effective potential is

V = F †
i Fi (14.308)

= |F | 2
i (14.309)

which is always ≥ 0. Absolute minima of V are where Fi ≡ 0. Switching back
to the real form (with Majorana fermions) this Lagrangian reads

i
L = ∂μφ

†
i ∂

μ 1 g
φ
†
i − ψ i ∂ψi − m

i j
i jψ iψ j − k

[ψ ψ
2 2 iψ2

j − iγ5ψ j ]φk

g− i jk
[ψ iψ j + ψ iγ5ψ j ]φ

†

2 k (14.310)

which most phenomenologists prefer, since they are happier with Dirac
γ -matrices and not with dotted and undotted Weyl spinors. The Feynman
rules are normally given in this form.

Despite many opportunities supersymmetry ignored them all, and more
or less was dragged protesting into our four-dimensional world in 1974 by
Wess and Zumino [1, 2, 9] who were referring to a paper by Ramond [3]
aiming to introduce particles with half-integer spin into a string theory and
also referring to a paper by Neveu and Schwarz [4] suggesting the addition
of d fermionic field doublets. At any rate Wess and Zumino constructed sev-
eral supersymmetric models. The simplest involved a single Majorana (self-
charge-conjugate Dirac) field (ψ), a pair of real scalar and pseudoscalar boson
fields (A and B), and a pair of real scalar and pseudoscalar bosonic auxiliary

�
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fields (F and G). This was invariant under the infinitesimal transformations
(the notation has changed over subsequent years).

δA = αψ (14.311)

δB = (−)iαγ5ψ, (14.312)

which are connected to

δψ = ∂μ( A+ iγ5 B)γ μα + (F − iγ5G)α, (14.313)

δF = αγ μ
∂μψ, (14.314)

δG = (−)iαγ5γ
μ

∂μψ (14.315)

where α is an arbitrary constant infinitesimal Majorama fermion c-number
parameter. The most general real Lorentz-invariant, parity-conserving, renor-
malizable Lagrangian density built from these objects is

1
L = (−) ∂μA∂

μ 1
A − ∂ γ μ

μB∂
μ 1 1

B − ψ ∂
2ψ

2 2 2
μ + (F

2
+ G2)+

m

(
1

FA + GB − ψψ
2

)

+ g
[

F(A2 + B2) + 2GAB − ψ(A + iγ5B)ψ
]

.

(14.316)

Since the auxiliary fields F and G enter quadratically, we can derive an equiv-
alent Lagrangian by setting them equal to the values given by the field equa-
tions to see that

F = (−)mA − g(A2 + B2) (14.317)

G = (−)mB − 2gAB. (14.318)

The Lagrangian density then becomes

1 μ 1 1 1
L = (−) ∂μ A∂ A− ∂μ B∂

μ B
2

− ψγ μ
∂

2ψ
2 2

μ + (F
2

+ G2)

+ m

[
1

F A+ G B − ψψ

]

+ g
[

F ( A2 + B2) + 2G AB − ψ( A
2

+ iγ5 B)ψ
]

.

(14.319)

Since the auxiliary fields F and G enter quadratically, we can derive an equiv-
alent Lagrangian by setting them equal to the values given by the field equa-
tions

F = −mA− g( A2 + B2), (14.320)

G = −mB − 2g AB. (14.321)

The Lagrangian density then becomes

L =
[

1 1− ∂
μ 1 μ μ 1 2 2 2 1

2
μ A∂ A− ∂μ B∂ B − ψγ ∂μψ − m ( A

2
+ B )

2 2
− mψψ

2

−gmA( A2 1+ B2) − g2( A2

2
+ B2)2 − gψ( A+ iγ5 B)ψ

]

. (14.322)
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This Lagrangian density exhibits relations not only between scalar and fermion
masses, but also between Yukawa interactions and scalar self-couplings, which
are characteristic of supersymmetric theories.

Unknown to Wess and Zumino, at the time of their first papers on super-
symmetry in four space–time dimensions, this symmetry had already ap-
peared in a pair of papers published in the Soviet Union. In 1971 Gol’fand
and Likhtman [5] had extended the algebra of the Poincaré group to a super-
algebra and used the requirement of invariance under this superalgebra to
construct supersymmetric field theories in four space–time dimensions. In-
dependently, Volkov and Akulov [6] in 1973 discovered what we would call
spontaneously broken supersymmetry, but they used their formalism to iden-
tify the Goldstone fermion associated with supersymmetry breaking with a
neutrino.

Coleman and Mandula [7] proved a celebrated theorem to the effect that the
only Lie algebra (as opposed to superalgebra) of symmetry generators con-
sists of the generators Pμ and Jμν of translations and homogeneous Lorentz
transformations, together with possible internal symmetry generators, which
commute with Pμ and Jμν and act on physical states by multiplying them with
spin-independent, momentum-independent Hermitian matrices. There are a
number of extra conditions that are not needed for our purposes, a general-
ization to include the remaining Lie algebra of the conformal group by Haag,
Lopuszanski, and Sohnius [8]. This publication effectively establishes the re-
sult using the elementary particle states, both massive and massless, known
at that time.

At this state of our understanding we do not need to know how to con-
struct all massive and massless representations of supersymmetry. It is worth
knowing, however, that there is only one kind of massless supermultiplet
in theories with simple supersymmetry. There are no massless particles that
are not accompanied by a superpartner or ones that have more than one su-
perpartner. How can the known quarks, leptons, and gauge bosons fit into
this picture? We assume that the supersymmetry generator commutes with
the generators of the SU(3) × SU(2) × U(1) gauge group. The quarks and
leptons cannot be in the same multiplets as the gauge bosons. In the limit
of high energy where SU(2) × U(1) symmetry breaking can be neglected,
the massless quarks and leptons of each color and flavor are in supermul-
tiplets with pairs of massless squarks and sleptons of zero helicity and the
same color and flavor, while the massless gauge bosons are accompanied
by massless gaugines of helicity ± 1

2
comprising an adjoint representation of

SU(3) × SU(2) × U(1).
Because gravity exists we know that there must exist a massless particle

of helicity ±2, the graviton. There are no conserved quantities to which a soft
massless particle with |λ| > 2 could couple. We conclude that the graviton
must be in a supermultiplet with a massless particle of helicity ± 3

2
. This is

a gravitino, coupled to the supersymmetry generators themselves. The field
theory of this multiplet is known as supergravity.
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Problems

14.1 Confirm contact with previous notation by retrieving xi
′ = xi +

εi jkθ j xk for [3] rotations.

14.2 Repeat Problem 14.1 but for θα
′ = iθ β

α −
2
(θiσi )αθβ lowering the spinor

index.

14.3 Check the reality of δxμ.

14.4 Retrieve: L ⇒ x (−i∂ ) + 1 ( ) ∂ − 1 ( ) ˙ βα
˙

σ α β
i εi jk j k i β θ α σ i θ

2 2 β
∂˙ α̇

and check directly that [(−)iθ� · L� ] iθα =
2
(σi )

β
αθiθβ as it should be to

induce transformations of fields as imposed. Note that this exercise
is supposed to draw attention to θi Vs θα , and to remind us that
in our notation C 1 αβ αβ β

αβ εαβ , but (C− ) ( )ε , so that (σi )α

(−)C (σ ) α′
(C−1)β ′β

= = − =
αα′ i β

].′

14.5 Check Qα and Qα are related by conjugation. (Watch [σ˙ αβ ]∗˙ = σβα ,˙
but ∂μ = (−)∂μ ⇒ (∂αβ )˙ = (−)∂βα .)˙

14.6 Check {Qα , Qβ} = 2σαβ Pμ directly. (Warning: Watch out for Wess˙ ˙
and Zumino here.)

14.7 Check the statement on subgroup action.

14.8 Work through our Euclidean example. Confirm that rotations are
unchanged, but that for translations x� → �x − �a under right action
compared to x� → �x + �a under left action.

14.9 Check {Dα , Qβ} = 0 directly.

14.10 (Trivial) Show Dα and Dα give Leibnitz rules, then work out D˙ α Dβ̇θγ θ δ̇

a few different ways for practice.
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14.11 Work out the θ terms and check consistency.

14.12 Check

D2�|0 = Dα Dα�
∣
∣
0

= Dα Dα(−F 2θ )
∣
∣
0

= Dα(−2F θα)
0

= 2D α
α(F θ )

∣
∣

∣
∣
0

= 4F .

Notice that, if we go on, we get

Dα D˙ α�
∣
∣ �
0

= {Dα , Dα} | (since Dα�˙ ≡ 0)

= (−)2i∂αα�˙ |0
= −2i∂αα A.˙

and the differential constraints are now automatic.

14.13 Check the result of Problem 14.12 explicitly using the previous
(explicit) form of �.

3
14.14 Check through the other pieces—obviously D = 0 = D3, so this

stops—in agreement with our other expanded form.

14.15 For example (work through)

∫

d 2θ f = 4 f (2)

2= ∂ f.

14.16 Work out the things that follow by this method

F3 = F1 A2 + A1 F2 − ψ(1)αψ
α
(2) + ψα ψ(1) (2)α

F3 = F1 A2 + F2 A1 + G1 B2 + B1G2 + ψ (1)ψ(2)

G3 = G1 A2 + G2 A1 − F1 B2 − F2 B1 − ψ (1)γ5ψ(2).

14.17 Notice that the Coleman–Mandula theorem deals only with trans-
formations that take bosons into bosons and fermions into fermions
and are therefore generated by operators that satisfy commuta-
tion relations rather than anticommutation relations. This raises the
question of whether a relativistic theory can have symmetries taking
fermions and bosons into each other and therefore satisfy anticom-
mutation relations rather than commutation relations. Show that
supersymmetry is the only possible solution to this situation.

14.18 Show that the most general symmetry algebra allowed under the
assumptions of the Coleman–Mandula theorem in the case where
all particles are massless consists of internal symmetry generators
plus either the Poincaré algebra or the conformal algebra.

14.19 Calculate the change in the Wess and Zumino Lagrangian density
under the space–time supersymmetry transformation.
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14.20 Find a set of 2×2 matrices that form a graded Lie algebra containing
fermionic as well as bosonic generators.

14.21 In 2 space and 1 time dimensions you can take the generators of the
Lorentz group as A1 = (−)i J10, A2 = (−)i J20, and A3 = J12.

The commutation relations of the Poincaré algebra are [Ai , Aj ] ≡
i
∑

εk i jk Ak so the representations of the homogeneous Lorentz group
in 2 + 1 space–time dimensions are labelled with a single positive in-
teger or half-integer A. Following the approach of Haag, Lopuszan-
ski, and Sohnius derive the most general symmetry that can be sus-
tained.
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special relativity, 78–79
Weyl spinors and representation,

191
Ambiguity, 87
Angular momenta, addition,

30–31
Angular momentum

Casimir operators, 91
commutation rules, consistency, 58
massive case, 188
massive representations, 198
massless case, 189
orbital, 60–65

Angular momentum, quantum
1Ä 1=1A0˚ matrix representation,

35–36
angular momenta addition,

30–31
change of basis, 37–38
Clebsch-Gordan coefficients,

32–34, 38
direct products matrix

representation, 34
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index notation, 23–24
matrix representations, 28
results, 27
spin 1, 28–30

Annihilation
Lagrangian-Hamilton quantum

field theory, 18
massless representations, 199
oscillator spectrum, 8–10
simple roots, 112

Anticommutations and commutators,
see also Commutations and
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beyond standard models,
185–186

Clifford algebra, 72–73
covariants derivative operators,

208
massless representations, 199
supersymmetry, 196
three-dimensional Euclidean

space, 203, 207
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Hermitian properties and
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adjoint spinors, 78
beyond standard models, 185–186
Clifford algebra, 72

Antisymmetrization
Casimir operators, 90
Goldstone bosons, 148
internal symmetries, 101, 103
Poincaré algebra, 88
superfields, 210
tensors, 45
Young tableaux, 117

Arbitrary properties, 209
Atoms

continuous chain,
one-dimensional fields, 15

displacement, coupled oscillators,
12–13

B

Baker-Campbell-Hausdorff (BCH)
identiy, 205

Baryons, 132
BCH identity, 205
Beyond standard models

charge conjugation, 192–194
chiral scalar multiplet, 212–213
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component fields, covariant
definition, 214

covariant definition, component
fields, 214

covariant derivative operators,
right action, 207–209

fundamentals, 185–188
invariants, 217–221
Lagrangians, 217–221
majorana spinor, 192–194
massive case and representations

188, 197–198
massless case and representation

188–189, 199
(N = 1) case, 196–197
notational trick, 194
projection operators, 189–190
SL(2,C) view, 194–195
supercharges, 214–217
superfields, 209–210
superpotential, 221–224
superspace, 200, 213–214
supersymmetry, 196–197
supertransformations, 211–212
three-dimensional Euclidean

space, 200–207
unitary representations,

195–196
Weyl spinors and representation,

190–192
Bondi, H., 147
Boosts

beyond standard models, 187
homogeneous Lorentz group,

86–87
three-dimensional Euclidean

space, 204–205
Borel theorem

Goldstone bosons, 149
simple sphere, 161, 180

Bosons, see also Gauge bosons;
Goldstone bosons; Higgs
bosons

beyond standard models, 158
Lagrangian-Hamilton quantum

field theory, 19
spontaneous symmetry breaking

141–142
superfields, 210
superpotential, 222–223
supersymmetry, 196–197

,

s,

,

C

Cabibbo angle, 134, 144
Canonical second quantization, 17
Cartan matrix and subalgebra

roots, 107, 113–114
simple roots, 111
standard model Lie groups, 113
weights, 107

Cartesian coordinates and properties
Lagrangian and Hamiltonian

mechanics, 4
quantum angular momentum, 25
tensors and tensor operators, 41
vector fields, 53

Casimir operators
angular momenta, addition, 31
quantum angular

momentum, 26
special relativity, 89–93

Cauchy-Riemann differential
equations, 150–151

CCSO, see Complete commuting set
of observables (CCSO)

Chain rule of differentiation, 44
Change of basis, 37–38
Charge conjugation, 192–194
Charge conservation, see

Conservation laws
Chess board example, 95
Chiral representation

invariants and Lagrangians,
218–221

scalar multiplet, 212–213
simple sphere, 161–181
superpotential, 221
Weyl spinors and representation,

190
Classification theorem (Dynkin), 119,

157–158
Clebsch-Gordan coefficients

angular momenta, addition, 31
quantum angular momentum,

32–34, 38
tables, check, 36

Clifford algebra and vacuum
beyond standard models, 185–186
g matrix properties, 72–73
massive representations, 198
representation and structure,

74–76
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Coincidences
standard model Lie groups, 119
Young tableaux, 119

Coleman and Mandula “no go”
theorem, 196

Commutations and commutators
angular momentum, 58
beyond standard models, 188
Casimir operators, 89–91
Clifford algebra, 72–73
covariants derivative operators,

208
Goldstone bosons, 148
internal symmetries, 100, 103
Lagrangian-Hamilton quantum

field theory, 17
Lorentz covariance, 77
massive representations, 197
nonrelativistic limit, 80
Poincaré algebra, 89
roots and weights, 107–108
scalar wave function

transformation, 57
supersymmetry, 196
three-dimensional Euclidean

space, 203
Complete commuting set of

observables (CCSO), 90
Completeness, Clifford algebra, 76
Component fields, covariant

definition, 214
Condon and Shortley phase

convention, 32
Conjugates and conjugation

charge, beyond standard model
Lie groups, 192–194

conjugate pair, 193
Noether’s theorem, 127–128
quantum mechanics connection,

51
three-dimensional Euclidean

space, 204
Conservation laws

coupled oscillators, 10–13
fundamentals, 1–2
Hamiltonian mechanics, 2–6
Lagrangian-Hamilton quantum

field theory, 16–19
Lagrangian mechanics, 2–6
Noether’s theorem, 127, 136

normal modes, 10–13
one-dimensional fields, 13–16
quantum mechanics, 6–10
waves, 13–16

Constant factor, 75
Constraint equation, 187
Continuous chain of atoms, 15
Contra(co)variant vectors, 45
Contraingredient, 195
Contravarients

homogeneous Lorentz group, 86
tensors and tensor operators,

43–44
Coordinate transformations, 206
Coset space

covariants derivative operators,
208

Goldstone bosons, 148–149
simple sphere, 165, 167–168
three-dimensional Euclidean

space, 201–202
Coulomb interactions, 132
Coupled oscillators, 10–13, see also

Harmonic oscillators
Coupling interactions, 131–135
Covariants

Casimir operators, 91
component fields, 214
derivative operators, right action,

207–209
homogeneous Lorentz

group, 86
internal symmetries, 100–102
simple sphere, 176–177
tensors, 45
vectors, tensors and tensor

operators, 44
Creation of particles, 10
Creation operators

Lagrangian-Hamilton quantum
field theory, 18

oscillator spectrum, 8–10

D

D’Alembertian properties, 86
Decouplets, 132
Degrees of freedom, 154
Diagonalization, 107
Differentiation, chain rule, 44
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Dimensions, projected spaces, 67, see
also Space-time dimensions

Dirac functions, equations, and
characteristics

beyond standard models, 185–186
charge conjugation, 192
internal symmetries, 99–100, 102
Lagrangian-Hamilton quantum

field theory, 17
Lorentz covariance, 76–77
Noether’s theorem, 127, 129
nonrelativistic limit, 80
projection operators, 189
quantum mechanics connection, 5
simple sphere, 168
spin 1, 29
superpotential, 222
Weyl spinors and representation,

190, 192
Direct products matrix

representation, 34
Displacement of atoms, 12–13
Divergences, 217
Dominoes example, 95
Dot and cross products, 69
Doublets

coupling interactions, 134
spontaneous symmetry breaking,

140
Draughts board example, 95
Dummy index, 23
Dynkin coefficients, diagrams, and

classification
beyond standard models, 157–158
simple roots, 112
standard model Lie groups, 119
weights, 116

E

Eigenvalues, eigenvectors, and
eigenstates

Casimir operators, 91
Clifford algebra, 75
Dirac equation, 71
Lagrangian-Hamilton quantum

field theory, 17
massless case, 189
matrix representations, 28
oscillator spectrum, 8–10
quantum angular momentum, 26

1

quantum mechanics connection,
52

simple sphere, 169
supersymmetry, 197

Einstein, A.
index notation, 23
Noether’s theorem, 135
spontaneous symmetry breaking,

140
Electric current four-vector, 132
Electromagnetic forces

coupling interactions, 131–135
internal symmetries, 98–100
lack of unification, 104
Noether’s theorem, 127–128
spontaneous symmetry breaking,

141
unification, 139–144

Energy-momentum operator, 200
Equal-time-commutation relations,

17
Equivalence, Clifford algebra,

75–76
Euclidean algebra, space, and

properties
beyond standard model Lie

groups, 200–207
Casimir operators, 91
massless case, 189
massless representations, 199
rotations, 47

Euler angles, 48, 55
Euler-Lagrange equations and

properties
coupled oscillators, 11
Higgs mechanism, 154
internal symmetries, 102
Lagrangian and Hamiltonian

mechanics, 2–5
Noether’s theorem, 126, 128
one-dimensional fields, 13
superpotential, 222

Excitations in the solid, 12–13

F

Fermions and fermionic
characteristics

internal symmetries, 101
superfields, 209–210
superpotential, 222–223
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supersymmetry, 196–197
three-dimensional Euclidean

space, 204
Fermi properties and characteristics,

143, 207
Feynman Lectures on Physics, The, 2
Feynman rules

coupling interactions, 131–132
superpotential, 222

Finite angle rotations
SO(3) vector, 68–69
tensors and tensor operators, 57

First class restraints, 128–129
Five-dimensional multiplets, 157
Form invariant scalar fields, 43, 54, see

also Scalar fields
Four-component spinors, 77
Fourier properties and characteristics

Lagrangian-Hamilton quantum
field theory, 17–18

one-dimensional fields, 14
Fourth space dimension, 104
Free index, notation, 23
Functional determinant, 41

G

Gauge bosons, see also Bosons
beyond standard models, 158
superpotential, 224

Gauge theories
first and second kinds, 125–129
internal symmetries, 98–100

Gauge transformation, 153
Gell-Mann subgroup, 132
Glashaw, Iiopoulos, and Maiani

(GIM) mechanism, 134
Global symmetries

beyond standard models, 185
coupling interactions, 135
Noether’s theorem, 126

Goldstone bosons, see also Bosons
fundamentals, 147–151
Higgs mechanism, 153–154
simple sphere, 163, 167, 176–177, 180

Graded algebra, 203
Grants, support, 181
Grassmann algebra and values, 204,

210
Graviton, 224
Group action, 201

H

Hadrons and hadronic current
coupling interactions, 133
spontaneous symmetry breaking,

144
Hamiltonian mechanics, properties,

and characteristics
conservation laws, 2–6
coupled oscillators, 12
coupling interactions, 131, 133
Dirac equation, 71
Noether’s theorem, 127
one-dimensional fields, 15
oscillator spectrum, 8–9

Harmonic oscillators, see also Coupled
oscillators

coupled oscillators, 11–12
Lagrangian and Hamiltonian

mechanics, 2–3, 5
Lagrangian-Hamilton quantum

field theory, 19
Harmonic Superspace, 181
Hatted quantum mechanical operator

correspondences, 7
Heisenberg uncertainty principle and

state
coupling interactions, 131
quantum mechanics, 7–8

Helicity
Casimir operators, 91
massless case, 189
massless representations, 199

Hermitian properties and
characteristics, see also
Anti-Hermitian properties
and characteristics

adjoint spinors, 78–79
beyond standard models, 185–186
Clifford algebra, 72
Dirac equation, 71
index notation, 23
Noether’s theorem, 126
quantum mechanics connection,

51
roots and weights, 107, 109
simple sphere, 163, 174–175,

178–179
spontaneous symmetry breaking,

141–142
superpotential, 224
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Hexagonal structures, 117
Higgs boson, 14, see also Bosons
Higgs mechanism, 153–155
Hilbert space

quantum mechanics connection,
51

tensors and tensor operators, 41
three-dimensional Euclidean

space, 200
Holomorphy

Goldstone bosons, 150
simple sphere, 162, 179

Homogeneous Lorentz group, 82–87,
224

Homogeneous Lorentz scalars, 89–90
Hyperkahler¨ nature, 161

I

Independent second-rank tensors, 175
Index notation, see also Notation

Dirac equation, 72
Goldstone bosons, 149
quantum angular momentum,

23–24
Index saturation, 195, 217
Indices, raising, 117–119
Infinitesimal form and transformation

beyond standard models, 187
Noether’s theorem, 125–126
Poincaré algebra, 88
rotations, 56
simple sphere, 169

Inhomogeneous Lorentz group, 80–82
Inner products, tensors, 45
Interactions, couplings, 131–135
Interaction terms, 219
Internal symmetries, 95–104, 185
Invariants and invariant functions, see

also Scalars
beyond standard model Lie

groups, 217–221
coupling interactions, 132
defined, 41
homogeneous Lorentz group, 84–85
internal symmetries, 100
Lagrangians, 217–221
scalar fields, 42
supercharges, 215–216
tensors and tensor operators,

42–43

vector fields, 54
Weyl spinors and representation,

191
Irreducibility

chiral scalar multiplet, 212
Clifford algebra, 75
massive representations, 198
simple sphere, 173
weights, 116
Young tableaux, 117

Isham, Chris, 178

J

Jacobian properties, 41, see also
Functional determinant

Jacobi identities, 196

K

Kähler manifold, coordinates, and
properties

Goldstone bosons, 149–151
simple sphere, 161–162, 167, 179

Killing vectors, 170–172
Kinetic-like terms, 219
Klein-Gordon equation, 71
Kobayashi and Maskawa unitary

matrix, 144
Kronecker delta and products

beyond standard models, 185
index notation, 24
internal symmetries, 97
Lagrangian-Hamilton quantum

field theory, 17
matrix representation, 34

L

Lagrangian-Hamilton quantum field
theory, 16–19

Lagrangian properties and
characteristics

conservation laws, 2–6
coupled oscillators, 11
coupling interactions, 133, 135
internal symmetries, 96, 100–102
invariants, 217–221
Noether’s theorem, 125–128
one-dimensional fields, 13, 15
simple sphere, 163, 177–178
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spontaneous symmetry breaking,
141–142, 144

supercharges, 215
superpotential, 221, 223

Least action, principle of, 2
Legendre transformation, properties,

and characteristics, 5, 64
Leibnitz rule, 210, 220
Leptons

coupling interactions, 133–134
spontaneous symmetry breaking,

140–142, 144
superpotential, 224

Levi-Civita tensor
beyond standard models, 185
Casimir operators, 90
Goldstone bosons, 148
index notation, 24
internal symmetries, 97, 101, 103

Lie algebra, 25, 96, 100
Lie group techniques, standard model

Cartan matrix, 113
Classification Theorem (Dynkin), 119
coincidences, 119
fundamentals, 107
indices, raising, 117–119
roots, 108–115
weights, 108–111, 115–116
Weyl group, 116–117
Young tableaux, 117

Lie group techniques, beyond
standard models, 157–159

Lie’s theorems, 77
Light, velocity, 99
Light cone, 85
Linear representations, simple

sphere, 174
Little group, 188–189, 199
Local phase transformation, 153
Local symmetries, 185
Lorentz group and characteristics, see

also Pseudo-orthogonality
adjoint spinors, 79
beyond standard models, 185, 187
coupling interactions, 132
covariance, Dirac equation, 76–77
homogeneous groups, 82–87
inhomogeneous groups, 80–82
massless case, 189
Noether’s theorem, 126

projection operators, 189
spontaneous symmetry breaking,

141–142
superfields, 210
superpotential, 223–224
three-dimensional Euclidean

space, 204

M

Majorana fermions, 222–223
Majorana spinor, 192–194
Maldacena Ads/CFT conjecture,

180–181
Maskuwa and Nakajima theorem,

129
Mass emergence, 153–155
Massive case

beyond standard model Lie
groups, 188

representations, 197–198
superpotential, 224

Massless case
beyond standard model Lie

groups, 188–189
Goldstone bosons, 147–151
representations, 199
superpotential, 224

Mass terms, 219
Matrix representations

1Ä 1=1A0,˚ 35–36
direct products, 34
g, properties, 72–73
quantum angular momentum, 28
rotations, 47

Matthews, P., 147, 178
Mesons

coupling interactions, 132
spontaneous symmetry breaking,

141–142
Minimal substitution, 99
Mixed spinors connection, 67–68
Momentum canonically conjugate to

f, 16–17
Momentum field, 16
Momentum space, 132
Multiplets

chiral scalar, 212–213
massive representations, 198

Muons, 140, 143
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N

(N = 1) case, 196–197
Neutrinos, 140
Newton’s second law, 2–3
Nilpotency, 209
Noether’s theorem

coupling interactions, 135–136
fundamentals, 2, 125–129
internal symmetries, 96
simple sphere, 166

“No go” theorem, 196
Nonabelian gauge field theories, 100
Nonlinearly transforming massless

Goldstone bosons,
147–151

Nonorthochronous transformations,
83–84

Nonrelativistic limit, 79–80
Nonrenormalization, 220
Normalization, 26, 32
Notation, see also Index notation

finite angle rotations, 69
index, 23–24
projected spaces dimensions, 67
quantum mechanics, 6
simple roots, 112
simple sphere, 171, 175
spectroscopic, 33
superpotential, 221
supertransformations, 211
three-dimensional Euclidean

space, 202–203
trick, 194

O

Observables
beyond standard models, 188
Casimir operators, 90
massive case, 188
massive representations, 197
quantum mechanics, 51–52

Octets, 132
Odd Grassmann factors, 204
Odd-half-integer spins, 57
One-dimensional fields, 13–16
Orbital angular momentum,

60–65
Orthochronous transformations,

83–85

Orthogonality
beyond standard models, 157
Clebsch-Gordan coefficients, 32
mixed spinor and adjoint

representation, 68
orbital angular momentum, 63
rotations, 47
simple sphere, 171–172
standard models, Lie groups,

107
Orthonomality, simple sphere, 175
Oscillators, spectrum, 8–10, see also

Coupled oscillators;
Harmonic oscillators

Outer products, 34, 45

P

Particles creation, 10
Pati and Salam scheme, 157
Pauli-Lubanski pseudovector, 89
Pauli matrices

beyond standard models, 185
coupling interactions, 132
Dirac equation, 71
Goldstone bosons, 148–149
internal symmetries, 102–103
simple sphere, 163
spin 1, 29
spinor wave function rotation, 58

Perturbative limit, 154
Photon mass terms, 141–142
Pirani, F., 147
Planck’s constant, 99
Poincaré algebra, group, and

characteristics
beyond standard models,

185–187
Casimir operators, 91
special relativity, 80, 88–89
superpotential, 224
supersymmetry, 196
three-dimensional Euclidean

space, 203–204
Poisson bracket notation

Noether’s theorem, 128–129
quantum mechanics, 6

Potential transforms, 99–100
Primary constraints, 127–128
Principle of least action, 2
Projected spaces, dimensions, 67
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Projection operators
beyond standard model Lie

groups, 189–190
nonrelativistic limit, 80
simple sphere, 174, 177
spinors, 65–66

Pseudo-orthogonality, see also Lorentz
characteristics

adjoint spinors, 79
Dirac equation, 72
homogeneous Lorentz group, 83

Pseudoscalars
Casimir operators, 89
massless case, 189
simple sphere, 161–162, 165, 167,

180
superpotential, 222–223

Pseudovectors, 91

Q

Quantum angular momentum
1Ä 1=1A0˚ matrix representation,

35–36
angular momenta addition, 30–31
change of basis, 37–38
Clebsch-Gordan coefficients,

32–34, 38
direct products matrix

representation, 34
fundamentals, 25–27
index notation, 23–24
matrix representations, 28
results, 27
spin 1, 28–30

Quantum chromodynamics, 102, 132
Quantum mechanics

beyond standard models, 188
conservation laws, 6–10
observables, 51–52
rotations, 52
scalar fields, 52–53
transformations, 51
vector fields, 53–55

Quantum of energy, 19
Quantum Theory of Fields, The, 139
Quark and gluon QCD Lagrangian,

163
Quarks and quark models

coupling interactions, 132–134
internal symmetries, 102–104

simple sphere, 166, 171–172
spontaneous symmetry breaking,

140, 144
superpotential, 224

R

Raising index, SL(2,C) view, 195
Reducibility, superfields, 212, see also

Irreducibility
Reflection symmetry, 116–117
Relativity, see Special relativity
Repeated transformations, 46
Representations

Clifford algebra, 74–76
fundamental, 116
orbital angular momentum, 62–63
SL(2,C) view, 195
spinors, 185
unitary, 195–196
Weyl spinors, 190–192

Restricted homogeneous Lorentz
group, 84

Roots
finding all, 113–115
simple, 111–113
vectors, 109
and weights, 108–111

Rotations
quantum mechanics, 52
tensors and tensor operators, 47,

55–56
three-dimensional Euclidean

space, 204–205
Rotation subgroup, 201

S

Salam, A., 147, 178
Saturation, SL(2,C) view, 195
Scalar fields

quantum mechanics, 52–53
superfields, 209
tensors and tensor operators, 42
three-dimensional Euclidean

space, 202–203, 206
Scalar functions, 126, see Scalar fields
Scalars, see also Invariants

chiral scalar multiplet, 212–213
operators, 49, 54
tensors and tensor operators, 41, 45
vector fields, 54
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Scalar wave function transformation,
56–57

Schrodinger¨ properties and
characteristics

Dirac equation, 71
homogeneous Lorentz group, 86
orbital angular momentum, 60
oscillator spectrum, 8
Poincaré algebra, 88
quantum mechanics, 7

Schur’s lemma, 75
Secondary constraints, 128
Second class restraints, 128–129
Second quantization, 17
Self-charge conjugate Dirac fields, 222
Self-couplings, 224
Signs

Casimir operators, 90
covariants derivative operators,

207–208
homogeneous Lorentz group, 85
internal symmetries, 98
Poincaré algebra, 88
three-dimensional Euclidean

space, 204, 207
Simple roots

finding all roots, 114
standard model Lie groups,

111–113
Simple sphere, 161–181
Sinatra, Frank, 133
Single index tensors, 45
Singlets, 158
SL(2,C) view, 194–195
Solid, excitations in, 12–13
SO(3) vector, 68–69
Space inversion, 84
Space reflection, 79
Space-time dimensions

beyond standard models, 186–187
Noether’s theorem, 126–127
superpotential, 224
three-dimensional Euclidean

space, 204
Spatial rotations, 187
Special relativity

adjoint, 78–79
Casimir operators, 89–93
Clifford algebra, 72–76
Dirac equation, 71–72, 76–77

g matrix properties, 72–73
homogeneous Lorentz group,

82–87
inhomogeneous Lorentz group,

80–82
Lorentz covariance, 76–77
nonrelativistic limit, 79–80
Poincaré algebra and group, 80,

88–89
representation, 74–76
structure, 74–76

Spectroscopic notation, 33
Sphere, simple, 161–181
Spherical polar coordinates

orbital angular momentum, 60–62
tensors and tensor operators, 41

Spin
Casimir operators, 91
massless case, 189
multiplicity superscript, 33

Spin 1
quantum angular momentum,

28–30
spinor wave function rotation, 58

Spinors
four-component, 77
fundamentals, 65–66
majorana, 192–194
mixed, adjoint representation,

67–68
projection operators, 189
representations, 185, 190–192
supersymmetry, 196
Weyl type, 190–192

Spinor wave function rotation, 58–59
Spin up probability, 30
Spontaneous symmetry breaking

electromagnetic and weak force
unification, 139–144

Higgs mechanism, 153–155
superpotential, 224

Stability group, 188
Standard fields, 174
Standard models, beyond

charge conjugation, 192–194
chiral scalar multiplet, 212–213
component fields, covariant

definition, 214
covariant definition, component

fields, 214
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covariant derivative operators,
right action, 207–209

fundamentals, 185–188
invariants, 217–221
Lagrangians, 217–221
Lie groups, 157–159
majorana spinor, 192–194
massive case and representation

188, 197–198
massless case and representation

188–189, 199
(N = 1) case, 196–197
notational trick, 194
projection operators, 189–190
SL(2,C) view, 194–195
supercharges, 214–217
superfields, 209–210
superpotential, 221–224
superspace, 200, 213–214
supersymmetry, 196–197
supertransformations, 211–212
three-dimensional Euclidean

space, 200–207
unitary representations, 195–196
Weyl spinors and representation,

190–192
Standard models, Lie groups

Cartan matrix, 113
Classification Theorem (Dynkin)

119
coincidences, 119
fundamentals, 107
indices, raising, 117–119
roots, 108–115
weights, 108–111, 115–116
Weyl group, 116–117
Young tableaux, 117

String theories, 140, 222
Strong interactions, 104, 131–135
Structure

Clifford algebra, 74–76
internal symmetries, 103

Summing, SL(2,C) view, 195
Sum of squares, 47
Superalgebra, 224
Supercharges

beyond standard model Lie
groups, 214–217

massive representations, 197
supersymmetry, 196

s,

s,

,

Superfields
beyond standard model Lie

groups, 209–210
reducibility, 212

Supergravity, 224
Supermultiplets, 197
Superposition

coupled oscillators, 11–12
one-dimensional fields, 15

Superpotential, 221–224
Superspace

fundamentals, 200
methods, 213–214
three-dimensional Euclidean

space, 203–204
Supersymmetry

beyond standard model Lie
groups, 196–197

Goldstone bosons, 150
Higgs mechanism, 154
invariants and Lagrangians,

218
simple sphere, 161, 180
superpotential, 224
supertransformations, 211

Supertransformations
beyond standard model Lie

groups, 211–212
three-dimensional Euclidean

space, 205
Supertranslations, 206
Support grants, 181
Symmetries, conservation laws and

coupled oscillators, 10–13
fundamentals, 1–2
Hamiltonian mechanics, 2–6
Lagrangian-Hamilton quantum

field theory, 16–19
Lagrangian mechanics, 2–6
Noether’s theorem, 127, 136
normal modes, 10–13
one-dimensional fields, 13–16
quantum mechanics, 6–10
waves, 13–16

Symmetries, internal, 95–104
Symmetries, spontaneously breaking

electromagnetic and weak force
unification, 139–144

Higgs mechanism, 153–155
superpotential, 224
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Symmetries, spontaneously broken
electromagnetic and weak force

unification, 139–144
Higgs mechanism, 153–155

Symmetrization
internal symmetries, 104
tensors, 45
Weyl group, 116–117
Young tableaux, 117

Symplectic groups, 107

T

Tau, 140
Taylor expansion, 217
Tensors and tensor operators

adjoint representation connection,
67–68

angular momentum commutation
rules, consistency, 58

contravarient vectors, 43–44
covariant vectors, 44
finite angle rotations, 57, 68–69
fundamentals, 41
independent second-rank tensors,

175
invariant functions, 42–43
mixed spinors connection, 67–68
observables, 51–52
orbital angular momentum, 60–65
projected spaces, dimensions, 67
quantum mechanics, 51–55
rotations, 47, 52, 55–56
scalar fields, 42, 52–53
scalar operator, 49
scalars, 41
scalar wave function

transformation, 56–57
SO(3) vector, 68–69
spinors, 65–68
spinor wave function rotation, 58–59
supertransformations, 211
tensor operators, 49–51
transformations, 51
vector fields, 48–49, 53–55
vector operator, 49–50
Young tableaux, 118

The Feynman Lectures on Physics, 2
The Quantum Theory of Fields, 139
Three-dimensional Euclidean space,

200–207

Three-momentum, spin, 91, 189
Time, see Space-time dimensions
Time derivatives, 125
Time inversion, 84
Tracelessness

coupling interactions, 133
Lorentz covariance, 77
simple sphere, 169
Young tableaux, 117

Transformations
beyond standard models,

186–187
charge conjugation, 193–194
Higgs mechanism, 153
mixed spinor and adjoint

representation, 68
quantum mechanics connection,

51
repeated, 46
simple sphere, 162, 171–172, 176,

179
spinors, 65
supertransformations, 205–206,

211–212
tensors, 45
Weyl spinors and representation,

191
Transitivity, tensors, 46
Translations

supercharges, 216
supertranslation, 206

Triangular structures, 117
Two-particle state, 19

U

Unification, electromagnetic and
weak forces, 139–144

Unitary representations, groups, and
operators

adjoint spinors, 78–79
beyond standard models, 157,

195–196
simple sphere, 166–167
spontaneous symmetry breaking,

144

V

Vacuum, no particles, 19
Variational derivatives, 125
V-A theory, 143
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Vector-addition coefficients, 33  
Vector boson fields, 141–142, see also  

Bosons  
Vector fields 

quantum mechanics, 53–55 
tensors and tensor operators, 48–49 

Vectors  
operator, 49–50  
representation, spinors, 65  
roots and weights, 109  
simple sphere, 174  

Velocity of light, 99  

W 

Weak forces  
coupling interactions, 131–135, 154  
Higgs mechanism, 154  
lack of unification, 104  
unification, 139–144  

Weights 
fundamental, 115–116 
and roots, 108–111 

Weinberg, S., 139–140  
Weinberg angle, 142, 144  
Wess and Zumino studies and results  

chiral scalar multiplet, 212–213  
invariants and Lagrangians, 218  

supercharges, 215  
superpotential, 222, 224  

Weyl spinors, group, and  
representation  

beyond standard model Lie  
groups, 190–192  

charge conjugation, 193  
standard model Lie groups,  

116–117  
superpotential, 222  

Wigner “3–j” symbol, 34  
Wine glasses example, 96  

Y 

Yang-Mills Lagrangian,  
101, 141  

Young tableaux, 117  
Yukawa coupling, 142, 224  

Z 

Zero index tensors, 45  
Zero point energies  

Lagrangian-Hamilton quantum  
field theory, 18  

one-dimensional fields, 15  
oscillator spectrum, 10  


	Cover
	Half Title
	Title Page
	Copyright Page
	Table of Contents
	Preface
	Acknowledgments
	Introduction
	1 Symmetries and Conservation Laws
	Lagrangian and Hamiltonian Mechanics
	Quantum Mechanics
	The Oscillator Spectrum: Creation and Annihilation Operators

	Coupled Oscillators: Normal Modes
	One-Dimensional Fields: Waves
	The Final Step: Lagrange–Hamilton Quantum Field Theory
	References
	Problems

	2 Quantum Angular Momentum
	Index Notation
	Quantum Angular Momentum
	Result
	Matrix Representations
	Spin 1/2
	Addition of Angular Momenta
	Clebsch–Gordan Coefficients
	Notes

	Matrix Representation of Direct (Outer, Kronecker) Products
	1/2 1/2 = 1 0 in Matrix Representation
	Checks

	Change of Basis
	Exercise

	References
	Problems

	3 Tensors and Tensor Operators
	Scalars
	Scalar Fields
	Invariant Functions
	Contravariant Vectors (t→ Index at Top)
	Covariant Vectors (Co = Goes Below)
	Notes

	Tensors
	Notes and Properties

	Rotations
	Vector Fields
	Tensor Operators
	Scalar Operator
	Vector Operator
	Notes

	Connection with Quantum Mechanics
	Observables
	Rotations
	Scalar Fields
	Vector Fields

	Specification of Rotations
	Transformation of Scalar Wave Functions
	Finite Angle Rotations
	Consistency with the Angular Momentum Commutation Rules
	Rotation of Spinor Wave Function
	Orbital Angular Momentum (x × p)
	The Spinors Revisited
	Dimensions of Projected Spaces
	Connection between the “Mixed Spinor”
and the Adjoint (Regular) Representation
	Finite Angle Rotation of SO(3) Vector
	References
	Problems

	4 Special Relativity and the Physical Particle States
	The Dirac Equation
	The Clifford Algebra: Properties of γ Matrices
	Structure of the Clifford Algebra and Representation
	Lorentz Covariance of the Dirac Equation
	The Adjoint
	The Nonrelativistic Limit
	Poincaré Group: Inhomogeneous Lorentz Group
	Homogeneous (Later Restricted) Lorentz Group
	Notes

	The Poincaré Algebra
	The Casimir Operators and the States
	References
	Problems

	5 The Internal Symmetries
	References
	Problems

	6 Lie Group Techniques for the Standard Model Lie Groups
	Roots and Weights
	Simple Roots
	The Cartan Matrix
	Finding All the Roots
	Fundamental Weights
	The Weyl Group
	Young Tableaux
	Raising the Indices
	The Classification Theorem (Dynkin)
	Result
	Coincidences
	References
	Problems

	7 Noether’s Theorem and Gauge Theories of the First
and Second Kinds
	References
	Problems

	8 Basic Couplings of the Electromagnetic, Weak,
and Strong Interactions
	References
	Problems

	9 Spontaneous Symmetry Breaking and the Unification
of the Electromagnetic and Weak Forces
	References
	Problems

	10 The Goldstone Theorem and the Consequent Emergence
of Nonlinearly Transforming Massless Goldstone Bosons
	References
	Problems

	11 The Higgs Mechanism and the Emergence of Mass
from Spontaneously Broken Symmetries
	References
	Problems

	12 Lie Group Techniques for beyond the Standard
Model Lie Groups
	References
	Problems

	13 The Simple Sphere
	References
	Problems

	14 Beyond the Standard Model
	Massive Case
	Massless Case
	Projection Operators
	Weyl Spinors and Representation
	Charge Conjugation and Majorana Spinor
	A Notational Trick
	SL(2, C) View
	Unitary Representations
	Supersymmetry: A First Look at the Simplest (N = 1) Case
	Massive Representations
	Massless Representations
	Superspace
	Three-Dimensional Euclidean Space (Revisited)
	Covariant Derivative Operators from Right Action
	Superfields
	Supertransformations
	Notes

	The Chiral Scalar Multiplet
	Superspace Methods
	Covariant Definition of Component Fields
	Supercharges Revisited
	Invariants and Lagrangians
	Notes

	Superpotential
	References
	Problems

	Index

