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Abstract

In this chapter we describe the particle estimators and its effectiveness for
tracking objects in video sequences. The particles estimators are specifically advan-
tageous in transition state models and measurements, especially when these are
non-linear and not Gaussian. Once the target object to follow has been identified (in
position and size) its main characteristics are obtained using algorithms such as
FAST, SURF, BRIEF or ORB. As the particle estimator is a recursive Bayesian
estimator, where observations update the probability of validating a hypothesis,
that is, they use all the available information to reduce the amount of uncertainty
present in an inference or decision problem. Therefore, the main characteristics of
the object to follow are those that will determine the probability of validating the
hypothesis in the particle estimator. Finally, as an example, the application of a
particle estimator is described in a real case of tracking an object in a sequence of
infrared images.
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1. Introduction

The first step in tracking object in an image sequence is to identify the reference
object to be tracked; this will allow determining its attributes to carry out its
identification by means of some of the main characteristics of the image of the
object, such as the characteristics points. It should be noted that if is known: the
initial position of the object to be tracked in the camera coordinates and the math-
ematical model of the camera, it is possible, in addition to tracking the object, to
estimate its coordinates and moving in this reference system. One of the techniques
applied for object tracking to which we will particularly refer is the particle estima-
tor. This technique is a special type of Monte Carlo sequential method, one of its
main advantages being its applicability to any model of transition of states and
observations, especially when these are non-linear and non-Gaussian [1]. Although
the Kalman estimator, which is applied to systems where the system evolution and
measurement models are linear, with Gaussian noise, and with known mean and
variance; has extensions to nonlinear models by applying techniques to achieve
linearity, the Gaussian additive noise constraint cannot be overcome [1, 2].

Therefore, the particle estimators do not have the restrictive hypothesis of the
Kalman estimator, so they can be applied to non-linear models with non-Gaussian
and multimodal noise, where the reliable numerical estimate is a function of an
adequate number of samples [3].
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This estimator distributes N particles over the image, and the observations made
on each one of them update their probability of validating a hypothesis, that is, they
use all the available information to reduce the uncertainty present in an inference or
decision problem [2]. In some cases where the images are not clear or noisy,
particularly those acquired through infrared cameras, it is necessary to make an
improvement before applying the estimator; generally this improvement is based
on a reduction in the incidence of the background image, for the special case of
infrared images subtracting the value from the mean intensity and modifying its
histogram to increase the contrast result a good choice.

Faced with rapid and unpredictable movements of the referent or the camera,
the resampling process considers a scattering value based on the number of valid
particles, so that the area covered during tracking is dynamically modified. Basi-
cally, the particle estimator provides us with a framework, in which it is possible to
insert different algorithms for the recognition of the reference image in each parti-
cle; some of them are SURF, BRIEF, ORB, etc. These algorithms have the ability to
generate a set of invariant features against some image variations, such as: scaling,
rotation, illumination and with robustness against occlusion conditions.

2. Particle estimator tracking

To define the state estimation problem let us consider the system model, com-
posed of the state evolution and observation models described by the following
equations:

Xk ¼ f Xk�1, vk�1ð Þ, (1)

Zk ¼ h Xk, nkð Þ: (2)

Where X ϵ Rn contains all the state variables that will be dynamically estimated,
f is the non-linear function of the state variables, v ϵ Rn represents the state noise
system, Z ϵ Rn are all observations related with the state variables by (Eq. (2)),
n ϵ Rn is the measurement noise, and h is known as an observation model.
Remembering that P ajbð Þ is the conditional probability of a if b, then the evolution
and observation models given by (Eqs. (1) and (2)) are based on the following
hypotheses referring to the following sequences [2, 4]:

a. Xk, k ¼ 1, 2, … is a Markov process

P XkjX0, X1, …Xk�1ð Þ ¼ P XkjXk�1ð Þ, (3)

b. Zk, k ¼ 1, 2, … is a Markov process regarding the historical data of X such that

P ZkjX0, X1, …Xkð Þ ¼ P ZkjXkð Þ, (4)

c. and the sequence of past observations only depends on its history, that is

P XkjXk�1, Zk�1ð Þ ¼ P XkjXk�1ð Þ: (5)

Considering that the system and observation noises vi ∧ vj and ni ∧nj are mutu-
ally independent of i∧ j and also the initial state for all i 6¼ j; and on the other hand
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we know that P X0jZ0ð Þ ¼ P X0ð Þ, then, the two-step Bayesian estimator, prediction
and update allows us to obtain the probability density P XijZið Þ ¼ P Xið Þ [3, 5].

The particle estimator represents the posterior probability density of a random set
of samples with their probabilities of validation with the hypothesis, so it is possible
to estimate the most likely particle from this set. When we make the number of
particles approaches to infinity this process approaches to the a posteriori likelihood
function, and the solution approaches an optimal Bayesian estimator [5].

To go into the details of the particle estimator for object tracking, we will rely on
the importance sampling method, taking a set of samples from the state space, which
characterizes the a posteriori probability density function p X0:kjZ1:kð Þ for the state:

Xi
0:k ¼ Xi, i ¼ 0, … , kf g, (6)

while that the corresponding observations are Z0:k ¼ Zi, i ¼ 0, … kf g, then, the
a posteriori density in tk can be approximated by:

p X0:kjZ1:kð Þ≈
XN

i¼1

W i
kδ X0:k � Xi

0:k

� �

, (7)

where δ :ð Þ is Dirac’s delta function, N the total number of particles and Wi
k

� �N

i¼1

are the assigned weighting.
Considering the hypotheses corresponding to the expressions (Eqs. (1) and (2))

the density a posteriori (Eq. (7)) can be written as [6, 7]:

p XkjZ1:kð Þ≈
XN

i¼1

W i
kδ Xk � Xi

k

� �

, (8)

and the evaluation of the weights within the importance sampling principle
assumes that there is an evaluable probability density function p Xð Þ such that:

W i
kαp XkjZ1:kð Þ (9)

and W i
k are normalized according to (Eqs. (10) and (11)).

XN

i¼1

W i
k ¼ 1,∴ (10)

W i
k ¼

wk Xi
i¼1:n

� �

PN
j¼1wk X

j
j¼1:n

� � (11)

This algorithm has a common problem known as the degeneracy phenomenon,
which manifests itself after a few states, where all but a few particles (usually one)
have negligible weight [3, 6]. This can be solved resampling the particles, however
this creates another problem, which is the increasing information uncertainty aris-
ing in the random sampling process [8]. However, this problem can be detected by
means of what is known as the effective sample size Neff , which can be estimated by

means of the (Eq. (12)).

Neff ¼
1

PN
i¼1 W i

k

� �2 (12)
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When all particles have the same weight, i.e. W i
k ¼ 1

N, for ¼ 1, … ,N, then the
effectiveness is maximum and equal to Neff ¼ N, but in the case where all but one

particle has zero weight, the effectiveness is minimum and equal to Neff ¼ 1 [7].

While the correct choice of the probability density function p Xð Þ to evaluate the

particles weights (Eq. (9)), minimizes the problem of the degeneracy phenomenon;
but to solve it, a resampling has to be incorporated into the algorithm; this incor-
poration is known as the Sequential Importance Resampling (SIR). This technique is
applied in the case where the effective sample size Neff falls below a threshold value

NT, its effect is to remove particles with small weights and replicate those with
greater weights.

2.1 Particle estimator algorithm

In the following, we describe the six steps of the particle estimator algorithm
applied to video object tracking:

a. Design:

• An observation function Η kð Þ, used for the evaluation of the similarity

probability for each particle with the referent object.

• Determine whether image pre-processing is required.

• The number of particles N.

• The threshold number of particles Neff , to determine which type of
resampling strategy to use.

• The noise distribution function χ kð Þ, applied for resampling.

b. Initialization:

• Identification on the image the object to be tracked in its position and
size; this operation is performed by the user and defining the reference
particle.

• Determination of its main characteristics by means of the observation
function Η kð Þ; generating the information for the identification of the

reference particle.

• Generation of a set of N particles in random position over the whole
image, if there is a priori information of its location; this is used for the
positioning of the particles centered on it, and over this a random
distribution.

• The set of particles are initialized with the normalized weights, with the
same values Wk ¼ 1

N.

c. Update:

• For each particle, their normalized weights are calculated, based on the
state probability of similarity to the reference.
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• From the particles set, extract a sub set with the particles most likely to
match the reference particle.

• With the subset of particles most likely to match the reference particle,
the most probable location and size of the object is determined a priori.

d. Resampling:

• The effective number of particles Neff is evaluated, and if it is lower than
the threshold value NT, the lowest weight particles are discarded.

• From this new subset of particles most likely to match the reference
particle, the new set of N particles for the next state is created.

• The state of this new set of particles is modified by introducing the
additive noise χ kð Þ, that brings variability to the system.

e. Completion:

• You are returned to the Update stage c), as long as the data sequence is
not finished.

2.2 Observation function

Observation functions are those that allow me to extract the main characteristics
of an image. In the particle estimator they are used to obtain the main characteris-
tics of the reference image and those of the particles. These sets of main character-
istics allow determine the probability of similarity between the reference and each
particle. Some of the main algorithms are described below.

2.2.1 Features from accelerated segment test (FAST) algorithm

The FAST algorithm is basically searching over the whole image the points
where the changes in intensity in all directions are significantly (corner detection
method) [9]. The principal advantage of this algorithm is its high speed perfor-
mance, and is very suitable for real time applications in computer vision processing.
Exist several technics to find a characteristic point in an image; two of this is
described below.

In the first one, and as parameters of the algorithm, a threshold value T and a
radius r are defined for the evaluation. On the pixel p to evaluate and which has an
intensity Ip, a Bresenham circle of radius r is considered (see Figure 1).

This circle of radius r defines a set of N points, if in this circle there is a set of n
pixels whose inensity is greater than Ip þ T

� �

or less than Ip � T
� �

, then the pixel p
can be considered as a characteristic point. The values taken by the authors after the
experimental results are: n≥0:75N to consider a pixel p as a characteristic point,
and the value of the radius r ¼ 3, which defines N ¼ 16 and n ¼ 12.

In a first step, the intensity Ip of pixel p is compared with the intensity of the
pixels 1, 5, 9, and 13, if 3 of these 4 pixels meet the threshold criteria, then it is
checked if there are at least 12 pixels that meet with this criteria to consider it as a
characteristic pixel.

This procedure must be repeated for all pixels in the image and its drawbacks
are: for values of n< 12 a large number of characteristics points are generated, and
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having to evaluate all points of the circle slows down the algorithm. To improve the
speed of the algorithm a proposal of the authors is to give it a machine learning
approach [10].

In the second one, known as Fast Radial Blob Detector (FRBD), the technique
consists of applying the Gaussian Laplacian filter to an image I x,yð Þ, the Laplacian
operator, as well as detecting the edges very well also detects the noise very well
[11]. Therefore a Gaussian filter must be previously applied to the image to reduce
its noise level; a Gaussian kernel of width σ to convolve with the image is
represented by the (Eq. (13)) to suppress the noise before using Laplace for edge
detection (Eq. (14)), and finally (Eq. (15)) represent the kernel of the Gaussian
Laplacian filter to convolve with the image (Eq. (16)).

G x,y,σð Þ ¼
1
ffiffiffiffiffiffiffiffiffiffi

2πσ2
p e�

x2þy2

2σ2

� �

(13)

L x,yð Þ ¼ ∇
2I x,yð Þ ¼

d2I x,yð Þ
dx2

þ
d2I x,yð Þ
dy2

(14)

LoG x,yð Þ ¼ ΔG x,y,σð Þ ¼
d2G x,y,σð Þ

dx2
þ
d2G x,y,σð Þ

dy2
(15)

LoG x,y,σð Þ ¼ ΔG x,y,σð Þ ∗ I x,yð Þ (16)

This kernel ΔG x,y,σð Þ showed in Figure 2, is a feature detector because it finds

regions where the image gradients are changing quickly for example blobs, corners
and edges.

This FRBD algorithm goes one step further by using a second-order finite-
difference approximation on the filtered image. An approximation to the LoG but
which can be computed more rapidly is the Difference of Gaussian (DoG) operator,
this approximation using a second-order finite differencing which estimates how
the filtered image changes at a given pixel. A circle of radius r is constructed with
center in a pixel p, and sampled pixels in eight discrete directions are evaluated,
refer to the central pixel (Figure 3).

Using the sample points P 0… 8½ � compute the average pixel difference around

pixel P 0½ � as,

F x, y, r
� �

¼ abs
X8

1¼1

P 0½ � � P i½ �
� �

(17)

The average pixel difference (Eq. (17)) is identical to convolving the original
image with the kernel of the Figure 2.

The features are extracted maximizing the rate of change of F x, y, r
� �

respect to r,
calculate as first order differencing,

Figure 1.
A Bresenham circle of radius r.
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R x, y, r
� �

¼ F x, y, r
� �

� F x, y, r� 1
� �

(18)

if R(x, y, r) is multiplied by the minimum pixel difference,

Fmin x, y, r
� �

¼ min
i

P 0½ � � P i½ �
� �

(19)

the pixels that no exhibit changes in intensity in all directions are suppressing.

2.2.2 Speeded-up robust features (SURF) algorithm

The particularity of this algorithm is its ability to determine the characteristics
points in an image, which are invariant to changes in: scale, rotations and trans-
lations, and partially to illumination changes. This algorithm is an optimization of
the Scale Invariant Feature Transform (SIFT) algorithm [12], being its execution
speed much higher than the latter [13]. On the other hand, the SURF algorithm
produces less information that the SIFT for each characteristic point of the image,

Figure 3.
Eight discrete directions of the sampled pixels.

Figure 2.
Kernel of the Gaussian Laplacian filter.
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although the produced information by the SURF algorithm is more than enough for
most applications, including the present one.

The use of integral images in this algorithm makes it very fast to represent at
different scales of the original image its differential features. Integral images accel-
erate the computation at different scales the application of Haar wavelets, and
together with the application of the Hessian differential operator allows the deter-
mination of key points and their robust descriptor features [2, 11].

Given an image I, and a point X ¼ x, y
� �

in this image, the Hessian matrix H X,σð Þ
in X ¼ x, y

� �

to the scale σ is defined as:

H X,σð Þ ¼
Lx,x, X,σð Þ Ly,x, X,σð Þ

Lx,y, X,σð Þ Ly,y, X,σð Þ

" #

, (20)

where Lx,x, X,σð Þ, Lx,y, X,σð Þ, Ly,x, X,σð Þ and Ly,y, X,σð Þ represent the convolution product

of the second derivative of the Gaussian ∂
2

∂X2 g X,σð Þ with the Image I in the point X ¼
x, y
� �

[12], see (Eq. (22)).

Lx,x, X,σð Þ ¼
∂
2

∂X2 ∗ G x,y,σð Þ ∗ I x,yð Þ
h i

(21)

Lx,x, X,σð Þ ¼
∂
2

∂X2 ∗G x,y,σð Þ

	 


∗ I x,yð Þ (22)

∧G x,y,σð Þ ¼
1

2πσ2
e�

x2þy2

2σ2 (23)

The determinant of the Hessian matrix allows the calculation of the scale of the
point, defined as follows:

H X,σð Þ
�
�

�
� ¼ Dx,xDy,y � ωDx,y

� �2
, (24)

where Dx,x, Dy,y, and Dx,y ¼ Dy,x are the approximations of the partial deriva-

tives, and ω is the balance factor of the determinant [2], obtained from (Eq. (25))
where :j jF is the Frobenius norm [3], see (Eq. (26)).

w ¼
Lx,y, X,σð Þ
�
�

�
�
F
Dy,y

�
�

�
�
F

Ly,y, X,σð Þ
�
�

�
�
F
Dx,y

�
�

�
�
F

(25)

Aj jF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xm

i¼1

Xn

j¼1
ai,j
� �2

r

(26)

Applying the Haar-Wavelet filters in a circular area of radius 6s provides us a set
of outputs in both directions (dx and dy respectively), and the mean value of those
responses as a dominant direction within the sliding area of π/3 [12].

Finally the feature descriptors for a certain scale and for each characteristic point
are obtained. To do this a rectangular area of 20σ x 20σ centered on the point is
constructed in the dominant orientation. This is divided into four sub-regions of
4x4, and for each sub-region the Haar-Wavelet is applied obtaining the horizontal
dx and vertical dy responses. A characteristic vector V is formed, and then for each
point a total of 64 SURF descriptors are generated [10, 11],

V ¼
X

dx,
X

dy,
X

dxj j,
X

dy
�
�

�
�

� �

: (27)
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2.2.3 Binary robust independent elementary features (BRIEF) algorithm

In terms of execution time, the SURF algorithm performs better than SIFT, but
this is not sufficient for current applications for real-time processing of video
streams in navigation, augmented reality, etc. To satisfy these applications simpler
concepts are applied in algorithms for obtaining fast detectors and descriptors, such
as: FAST [14], FASTER [15], CenSurE [16], and SUSurE [17] are some examples of
them.

In particular the BRIEF descriptor, like SURF, uses the integral image and applies
to a set of very simple binary tests which are adequate to the use of the Hamming
distance (distance between two code words, is the number of bit positions in which
they differ). This distance is much simpler and faster to evaluate than the Euclidean
distance. It is also demonstrated in a practical way that a 32-dimensional BRIEF
descriptor achieves similar results to a 64-dimensional SURF descriptor.

This algorithm obtains the descriptors of the characteristics points of the image,
and for this a defining a neighboring area centered on this points, this area is known
as patch p, which is square and a few pixels high and wide L x L (see Figure 4).

Since, the BRIEF algorithm handles pixel intensity levels this makes it very
sensitive to noise, therefore it is necessary to pre-smooth the patch to reduce the
sensitivity and increase the accuracy of the descriptors. Is for that, after create a
patch centered on the feature point a smooth Gaussian filter is applied to the patch
(Eq. (28)),

f x,yð Þ ¼
1

2πσ2
e �x2þy2

2σ2

� �

: (28)

BRIEF converts the patches into a binary vector representative of it, this
descriptor containing only 1 and 0, so each descriptor of a characteristic point is a
string of 128–512 bits. After applied the smoothing to the patch p by (Eq. (16)) the
patch is converted to binary feature vector as responses of binary test τ, which is
define by (Eq. (29)),

τ p; x,yð Þ ¼
1 : p xð Þ <p yð Þ
0 : p xð Þ ≥p yð Þ

8

<

:
(29)

Figure 4.
Patch in an image over a specific key point.
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where p xð Þ is the intensity value of the pixel at point x; then a set of n x, y
� �

with

n equal to 128, 256 or 512, and the location pairs (see Figure 4) must be defined as a
set of binary tests uniquely. The pixel p x,yð Þ is located inside the patch, and it is

called random pair, for creating a binary feature vector of number n is necessary
select the random pairs; the most useful functions to this selection are the following
five, showed in (Eq. (30)).

I: X,Yð Þ � Uniform �L

2
,þL

2

� 

II: X,Yð Þ � Gaussian 0,þ 1

25
L2

� 

III: X � Gaussian 0,þ 1

25
L2

� 

Y � Gaussian xi,
1

100
L2

� 

IV: The xi, yi
� �

are randomly sampled

V: xi ¼ 0, 0ð ÞT and yi is takes all

possible values on a coarse polar grid

9
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(30)

The advantages characteristics of the BRIEF descriptor are: high-speed
processing, little memory usage and strong to illumination and blur change, and
disadvantages are: weak to the rotation of the viewpoint, and the change in the
position of a light source.

The (Eq. (31)) describes the BRIEF descriptor, but in its application must be in
consideration that its matching performance falls sharply with a few degrees in
plane rotation.

fn pð Þ ¼
Xn

i¼1

2i�1:τ p; xi, yi
� �

(31)

2.2.4 Oriented FAST and rotate BRIEF (ORB) algorithm

The main characteristics of the ORB algorithm compared to its equivalents SIFT
and SURF are that the ORB performs the feature detection operations as well as
these but with a superior performance; having as an additional advantage that its
use is free. It is based on the widely proven FAST and BRIEF algorithms, very good
performance and low computational cost.

As the FAST algorithm does not have information about features of orientation
and multi-scale, these must be implemented. For the multi-scale response, a scale
pyramid is generated, where each level of the pyramid contains a version of the
original image but at a lower resolution (Figure 5).

Applying to each level (scale) the FAST algorithm (see 2.1.1) we obtain the
characteristics points at each level (vertices); as this algorithm also responds to edges,
these must be discarded. For this we use the Harris algorithm with a low threshold
[18], in order to obtain a large number of characteristic points, which are ordered
according to the Harris measure to obtain the desired number of main points.

From there, the orientation is done by means of the intensity centroid [19],
which assumes that the intensity of a corner is different from that of its center, and
the vector formed between both points is used to calculate its orientation. Rosin
defines the moments of a patch by means of (Eq. (32)) as,
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mp,q ¼
X

x, y

xp:yq:I x,yð Þ (32)

and with these moments we can find the centroid by (Eq. (33)),

C ¼ m1,0

m0,0
,
m0,1

m0,0

� 

: (33)

While the orientation of the patch can be calculated by means of the vector OC
�!

with origin at the center C of the patch and a point O on its periphery, and is
obtained by means of (Eq. (34)),

θ ¼ atan2 m0,1,m1,0ð Þ: (34)

To improve the invariance of this measurement we must ensure that the calcu-
lation of the moments is performed with x and y included in a circular region of
radius r contained within the patch.

The table of features for each characteristics point is determined by means of the
steered BRIEF method [20], according to the orientation θ of the patch at that point.

For each characteristics point xi, yi
� �

we define a 2 x n matrix S (Eq. (35)), and a
rotation matrix Rθ as function of the orientation θ of the patch, obtaining an
oriented version of the matrix Sθ by (Eq. (36)).

S ¼
x1 … xn

y1 … yn

	 


(35)

Sθ ¼ RθS (36)

Figure 5.
Multiscale scheme for an image.
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Obtaining the operator steered BRIEF as,

gn p, θð Þ ¼ fn pð Þ xi, yi
� �

∈ Sθ
�
� , (37)

where fn pð Þ is the binary test operator obtained from (Eq. (31)).
To construct the BRIEF pattern search table, the angle θ is discretizing in incre-

ments of 2π=30 12 degreesð Þ. All previous tests are ordered by their distance from a
mean of 0:5 generating a vector T. Then the first test of T is taken and added to the
table of results R, from there the next test of the vector T is taken and compared with
all the tests results in R, if its absolute correlation is less than a threshold it is discarded,
otherwise it is added to the table of results R, until a total of 256 tests are obtained.

3. Processes in the particle estimator algorithm

Basically this method deploys in the image a series of random particles, possible
states of the process in this case the target position and its size; while their weights
represent their posteriori probability of the density functions as an estimated from
the observations. One of the particularities of the particle estimator is the number of
configuration parameters it has, and to optimize its performance, in terms of esti-
mation quality and processing time, they must be properly chosen. Some of these
parameters refer to the behavior of the estimator itself and others to the behavior of
the SURF algorithm (used here for infrared images), as described below.

For the behavior of the particle estimator:

• Maximum number of particles,

• Probability threshold to consider a particle valid,

• Adaptability in the standard deviation as a function of the number of valid
particles for the vector of states in the resampling.

For the behavior of the SURF algorithm:

• Maximum number of characteristics points to be considered,

• Number of scale level, controls the number of filters used per octave,

• The threshold for the determination of the number of blobs to detect,

• Number of octaves, controls the filters and subsample of the image data; larger
number of octaves will result in finding larger size blobs.

Then, and for the case of this application (tracking objects in video images) we
can describe the processes implemented following the guidelines of the algorithm
described in 2.1.

3.1 Initialization

Mainly in this step, the reference particle to follow is selected, and all the
parameters described in the previous paragraph are initialized with the design
values.
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3.2 Particle description

The particle was described by means of a rectangle; and to characterize it we
define a state vector for each particle (Eq. (38)).

X ¼ x y w h _x _y _w _h
h iT

¼ p v½ �T (38)

This state vector contains the positions x, yð Þ and for its size, lengths of width

and height w, hð Þ, while for its velocities _x , _yð Þ and _w _h
� �

respectively.

The velocity of the particle is calculated by means of the difference between
pkþ1 � pk

� �

divided by the time video sampling, at the end of the cycle.

When a new frame is acquired, the particles are propagated following state
evolution model in correspondence with (Eq. (1)):

Pk ¼ APk�1 þ Avk�1, (39)

A ¼ I4x4 Δt:I4x4

04x4 I4x4

	 


, (40)

where I4x4 is the 4x4 identity matrix, 04x4 is the 4x4 null matrix and Δt is the
frame sample time. After the particle propagation the bounds check is applied to
verify that all the particles are within the image.

3.3 Particle probabilities estimation

The determination of the similarity between each particle and the reference
depends on the type of image, either color or black and white. The images in this
text are in black and white from images acquired from infrared sensors, but we will
pause here to consider a color image.

3.3.1 Color images

In the case of the color image to determine the similarity with the reference the
distance between histograms is used, in the example of the Figure 6 the
Bhattacharyya distance [21] for histograms (Eq. (41)) was used, instead of Euclid-
ean distance, because a better response was obtained.

Bdst ¼
P

hIr� hIr
� �

: hI � hI
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

hIr� hIr
� �2

� �

:
P

hI � hI
� �2

� �
r (41)

Where Bdst is the Bhattacharyya distance, hIr and hI the histogram to be com-

pared, and hIr and hI its mean values. The probability of one is obtained when the
sum of the three distances between the red, green and blue histograms, is equals to
zero.

Figure 7 shows the sequence of images for the tracking of a person, in which the
particles can be seen in three colors, green for the best estimation, blue for the most
probable particles, and red for the least probable ones. At 3.399 seconds the action
of the increase dispersion parameter in the resampling procedure is observed, due a
low number of valid particles; this is maintained only in two frames, returned to
normal values quickly.
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3.3.2 Black and white images

In the case of the black and white images, for determining the similarity between
each particle with the reference, the SURF algorithm was used. Before applying the
SURF algorithm, the background effect is reduced, generally this improvement is
based on subtracting the value from the mean intensity and modifying its histogram
to increase the contrast result a good choice for infrared images. In this case and for
this type of image the procedure used to enhance the image of the object was: first

Figure 6.
Airplane sequence of the particle estimator, where [a .. h] correspond to sequences between [4s .. 4.32s].

Figure 7.
Person tracking, sequence of the particle estimator.
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subtract the input image IP by a proportional factor α to its mean value I, second
multiply the result by a proportional factor β to the relationship between the
standard deviation of the image (as measurement of the contrast) divided by the
maximum value of the luminosity (Eq. (42)).

IP ¼ I� α
XN,M

i¼1, j¼1

I i,jð Þ

2

4

3

5β
σ Ið Þ

max Ið Þ , (42)

where, N and M are the number of pixels X and Y respectively, σ Ið Þ and max Ið Þ
the standard deviation and the maximum value of image respectively. The adaptive
factors α and β are obtained experimentally and the best results was obtained with
values of α ¼ 0:84314 and β ¼ 25.

For determining the similarity of a particle with the reference particle, a pairing
of the characteristic points is performed. After this pairing, the numbers of pairs of
points whose metric is less than a threshold metric are counted; and the relationship
between the numbers of pairs of points with respect to the total number of charac-
teristic points of the reference particle gives us its similarity probability.

3.4 Position and size of the object to be tracked

The position and size of the object to be tracked is determined by means of the
most significant particles, i.e. those particles whose probability exceeds the selected
probability threshold.

3.5 Re-sampling

From the most probable particle obtained in the previous step, a new particle set
is distributed according to the dispersion of each variable, always limiting them to
the size of the screen. But the dispersion of the variables is adapted according to the
number of valid particles. This is implemented as a strategy of re-sampling, where
the search zone is extended as function of the number of valid particles decreases.

4. Experimental results

Three experimental tests were performed with the previously described algo-
rithm to tracking an object: a) an airplane; b) a six rotors “UAV” and c) a heliport.
For the three experiments an infrared camera Tau 640, in the 8 to 14 micron band
was used, in a) and b) experiments the camera was mounted on a positioning
system, while in c) the camera was mounted on a six-rotor “UAV”, taking a zenithal
image.

In case b), where the camera was mounted on a positioning system, this had a
tracking system attached to it, so the values of the X and Y coordinates in pixels of
the target could be obtained. Comparing them with those obtained from the particle
estimator the error of the latter was determined.

The images obtained from the video frames were recorded sequentially
according to the video acquisition frequency, and before applying the particle
estimation algorithm, they were pre-processed by a background suppression and
contrast enhancement procedure (Eq. (42)).

In all cases the same observation function, the SURF routine, was used to
determine the likelihood of similarity between the video image and the reference
image. The dispersion factors applied to the state vector in the resampling function
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vary inversely proportional to the number of valid particles, so that if the number of
valid particles decreases, the search area increases.

4.1 Airplane tracking

The first experiment was the tracking of airplane, the estimator sequence can be
observed in Figure 6, frame (a) correspond to the first sate of the estimator,
distributed the particles over an area of the maximum probability of locate the
target.

After the correct detection the particle estimator remains locked throughout the
entire flight. As can be observed in frame (f) a lot of particle with probability under
the threshold probability appears, but nevertheless remains lock.

4.2 Six rotors tracking

This experiment has the particularity of that the UAV to avoid detection flies
hidden behind the trees, after which it starts a free flight. And in both cases the
particle estimator is able to detect when only one part of its image visible. From the
moment of the first detection the particle estimator remains locked throughout the
entire flight. The Figure 8 shows part of the frames sequence of the flight, from left
to right and from top to bottom the “UAV” first flying behind the trees, while the
particle estimator begins distributing the particles in the largest possible area of the
screen, after the third frame, and with the “UAV” still largely behind the trees, the
particle estimator still able to detect it and “hook” it as soon as it partially appears.

From the fourth frame the estimator remains locked during the whole flight,
especially when the occlusion free flight is carried out, and the tracking is always right.

4.3 Heliport tracking

This experiment was a flight over a heliport located in a park area of the
Institute, and the shots were taken from zenithal videos because an artificial vision
navigation system was tested to aid the landing. The characteristics of these images

Figure 8.
Six rotors “UAV” sequence of the particle estimator.
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are that they are interfered by infrared radiation from the ground, and the heliport
is not properly marked.

The Figure 9 shows two sequences of the particle estimator execution, the upper
correspond to the startup, and the lower in the middle of the experiment. From left
to right and from top to bottom, the first frame corresponds to the initialization of
the estimator, the particles are distributed over the whole image and the most
probable particle in the center of the screen. In the second frame after 0.04 seconds
(frame rate) only two particles have probability higher than the threshold, and it
can be seen how the most probable particle reached the target. After that the
estimator is locked, and remains in sequence of tracking.

5. Conclusions

The parameters that define the behavior of the particle estimator were described
in paragraph 3. Although an analysis of the estimator’s response can be made based
on each of these parameters; here we will perform only one, for the number of
particles of the estimator.

For this purpose, we rely on the experiment corresponding to the tracking of the
six-rotor UAV, because it was simultaneously tracked by a positioning system.
Therefore, taking as true the observation obtained from the positioning system, it
was possible to determine the relative error corresponding to the particle estimator.

To observe the dynamic response and the internal state of the particle estimator,
the relative error (upper graph) and the number of valid particles (lower graph) as a
function of time were plotted on Figure 10.

This figure show the behavior of the estimator, as a function of the number of
particles and in different colors, for values of 30 (red), 50 (magenta), 70 (blue) and
90 (green), the time between marks is the acquisition video time, which is
0.050 seconds.

As can be seen always at least a number of 6 frames are needed to begin reach
the lock state, and the number of particles parameter does not affect this number to
get this state. But when the number of the particles of the estimator it increase,
decreases its relative error, increase the computer time process, and presents
greater stability to maintain the lock.

Another parameter that improved the particle estimator response is the disper-
sion multiplying factor of the state variables. This multiplying factor is increased
when the number of valid particles decrease, covering a wider area of search in the

Figure 9.
Heliport tracking sequence of the particle estimator.
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image. With this search strategy the estimator maintains its stability in the response
to the lock with the objective, in a few frames.

After several execution of the algorithm in the experiment b); and varying
different initialization parameters of the estimator, the values that produce an
acceptable behavior are: number of particles 70 or higher, number of characteristic
points of the SURF algorithm 70 or higher, threshold value of probability of simi-
larity 90% or higher.

With the considerations in the initialization parameters of the particle estimator
mentioned above, the state lock could be maintained with no more than two frames
unlocked. And another observed feature is that the estimator could track the target
even when the object is mostly occluded on its surface, for example when the UAV
is behind trees (see Figure 8).

As a proposed improvement to enhancement to achieve better detection of the
target when it is mainly occluded, or when the image is heavily contaminated with
noise; it is to reformulate the main strategy. This strategy consists of decomposing
the reference image into NxN sub-images, in sequence and with their
corresponding identification. And for each sub-image a particle estimator is applied,
having NxN particle estimators, each one looking for a part of the reference image.
From there and starting with the first particle, we look for the particles with more
probability, and that are located in the correct sequence; the average of these
particles will give us the more likely position of the target to be follow. In case that no
particles are found in the correct positions we can obtain the most probability posi-
tion of the object to be followed as the position of the particle with the largest
probability, or as the integration of the information provided by the NxN estimators.
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