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Since their discovery in 1895, the detection of X-rays has had a strong impact and various
applications in several fields of science and human life. Kiloelectronvolt (keV) photons are indeed the
leading actors in a large variety of physics fields, and impressive efforts have been and are being done
to develop new type of detectors and new techniques, aiming to obtain higher precision measurements
of their energy, position and polarization.

Historically, new detectors and monochromators for synchrotron radiation high precision
measurements were first made in Europe at the Frascati laboratories by a Italian–French team
in the sixties, using the 1 GeV electron synchrotron [1]; a decade later, these efforts were followed by
the Italian team of Balzarotti and Bianconi [2].

Applications of X-ray measurements are relevant in fundamental and nuclear physics, biophysics,
medical research, molecular and surface structure of materials studies.

The aim of this special issue is to have a global overview, from these communities and research
fields, of the most recent developments in X-ray detection techniques and their impact.

To accomplish this aim, the published papers provide high quality research results, giving an
insight into the hot topics and the main applications of X-ray photons.

In the paper of Andreeva et al. [3], a detailed description on the possible use of Mössbauer
spectroscopy in material surface investigations is given, with particular emphasis on the importance of
the polarization analysis in reflectivity experiments; the authors show the advantages of the polarization
selection to deliver high quality data, providing a better interpretation of the magnetic ordering in
multilayer films.

The properties of materials, and in particular their crystalline phase, is investigated in the paper
of Macis et al. [4], where the structural changes of MoO3 thin films upon annealing at different
temperatures are investigated using X-ray Absorption Spectroscopy (XAS). The presented results are
very promising and suggest the possibility of using such material as a hard, protective, transparent
and conductive material in different technologies. It represents the first important advancement for
many applications, in particular for the development of compact radio frequency (RF) accelerating
devices made of copper.

Concerning biological samples analysis, the first high precision Ca K-edge X-ray Absorption Near
Edge Spectroscopy (XANES) measurement of CaATP molecules was performed using the Slac storage
ring of Stanford University [5], followed by the high precision X-ray spectroscopy measurements on
MnATP molecules at the first 1.5 GeV European synchrotron radiation facility using a large storage
ring (ADONE, INFN, Laboratories of Frascati) [6].

The usage of XAS technique on biological samples is also the main subject of the paper
from E. De Santis et al. [7], with a particular effort toward the possibility of performing XAS
measurements on very diluted samples, with an absorber concentration at the micromolar level.
The reported measurements, focused on the Cu(II)-ProIAPP (islet amyloid polypeptide) complexes
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under near-physiological and equimolar concentrations of Cu(II) and peptide, may have a strong
medical impact related to the cell death in type 2 diabetes mellitus, with important consequences on
human health.

Another possible medical application of keV photons is described in the paper of Makek et al. [8],
where the performances of a single-layer scintillator pixel detector are reported; the obtained results
demonstrate the possibility of detecting Compton gammas with an energy and timing resolution
comparable to those achieved in photo-electric absorption measurements. In addition, the authors
show how the detection and full reconstruction of such gammas is very interesting and promising
in medical imaging, with particular emphasis on the proton emission tomography (PET) technique,
where measurement of polarization correlations of annihilation photons may improve the required
sensitivity leading to a reduction of the needed number of electronic channels and of the overall costs.

X-ray measurements are a perfect tool for testing fundamental principle of physics, like the
Pauli exclusion principle (PEP); this is reported and described in the paper by K. Piscicchia et al. [9],
where the results of the measurements performed by the Violation of the Pauli exclusion principle
(VIP) experiment at the INFN underground Laboratories of Gran Sasso are presented. The photons
coming from the atomic transitions of a copper sample are detected and analysed, looking for the
possible existence of PEP violating electrons producing an anomalous X-ray signal corresponding to
the transition from the 2p level to the 1s level when this last one is already occupied by two electrons.
The authors provide the most recent limit on the PEP violation probability, together with a detailed
explanation of the performed analysis.

X-rays coming from atomic transitions can be also used, in nuclear physics, to investigate the
low energy interaction involving strange quarks by measurements of kaonic atoms; this possibility
is explored and reported in the paper from Curceanu et al. [10], which provides an overview of the
measurements of kaonic atoms performed at the Double Anular Φ-factory for Nice Experiments
(DAΦNE) collider at LNF-INFN and on the X-ray detectors used in the experiments, like charged
couple devices (CCDs) and silicon drift detectors (SDDs).

These latter devices are, nowadays, the best performing large area spectroscopic detectors in terms
of energy resolutions, and their faster timing capability with respect to CCDs make them suitable for
measurements in high background environments. The characterization of a set of SDDs, produced by
Fondazione Bruno Kessler (FBK, Trento, Italy) and used in the SIDDHARTA-2 (Silicon Drift Detector
for Hadronic Atom Research by Timing Application) experiment at the DAΦNE collider, in terms of
stability and linearity is given by Miliucci et al. [11]; in this work, a linear response within 1 eV is
reported for photons in the energy range 4–12 keV, for typical energy resolutions of 120 eV @ 6 keV
Full Width at Half Maximum (FWHM).

A factor 50 improvement in the energy resolution, with respect to SDDs, can be achieved with the
Bragg spectroscopy technique, with the drawback of waiving the large acceptances and efficiencies
typical of solid state devices. The possibility of pushing this technique toward millimetric and isotropic
sources, instead of the standard micrometric collimated ones, is explored by the VOXES (high resolution
VOn hamos X-ray spectrometer using HAPG for Extended Sources) project and reported in the paper
by Scordo et al. [12], where a new Bragg spectrometer with graphite mosaic crystals in the Von Hamos
configuration is proposed. In this paper, results of the measurements of the copper and iron Kα1,2

performed with different mosaicity crystals are discussed, investigating the effect of both the mosaicity
and the crystal thickness on the energy resolution when keeping the source dimension at the millimetre
level. The obtained results are very promising and trigger the possibility of using such spectrometers
for nuclear physics experiments, as well as material investigations and trace metals identification,
with several important applications in other fields.

The above-mentioned research is based on the usage, as diffraction crystals, of mosaic
highly annealed pyrolitic graphite (HAPG) and highly oriented pyrolitic graphite (HOPG) crystals.
These objects are experiencing a very rapid expansion on the market, due to their extremely
interesting mechanical properties and physical properties, like a small lattice constant, low thermal
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expansion coefficient and the possibility of depositing them on a substrate of any geometrical shape.
These characteristics, together with the HAPG and HOPG production mechanisms, are presented
by one of the main graphite crystal producers, the OPTIGRAPH GmbH company, in the paper by
Grigorieva et al. [13].

All the above-mentioned papers clearly suggest how the possibility of having access to X-ray
sources is mandatory to perform high quality research in various fields.

One possibility is given by the DAΦNE-Light beam facility at INFN Laboratories of Frascati,
described in detail by A. Balerna in [14]; in particular, the soft X-ray DXR1 beamline is presented,
together with a description of the typical XAS applications that can be performed on site.

The DXR1 beamline started delivering beamtime to users at the end of 2004; more recently,
a proposal for building a free electron laser (EuPRAXIA@SPARC_LAB) at the INFN Laboratories of
Frascati is under consideration. The technical details and the beam characteristics achievable in the
main experimental lines are the main subject of the paper by A. Balerna et al. [15].

All the papers included in this Special Issue contribute to underlining the importance of X-ray
detection for a very broad range of physics topics; most of these topics are covered by the published
works and several others are mentioned in the paper references, providing an interesting and very
useful overview from these different communities and research fields, of the most recent developments
in X-ray detection and their impact on fundamental research and societal applications.

The readers of this special issue may also find other review papers published in other special issues
of Condensed Matter, focused in particular on synchrotron radiation techniques [16,17] very interesting.

Acknowledgments: I express my thanks to the contributing authors of this Special Issue, and to the journal
Condensed Matter and MDPI for their support during this work.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: Polarization selection of the reflected radiation has been employed in Mössbauer reflectivity
measurements with a synchrotron Mössbauer source (SMS). The polarization of resonantly scattered
radiation differs from the polarization of an incident wave so the Mössbauer reflectivity contains
a scattering component with 90◦ rotated polarization relative to the π-polarization of the SMS for
some hyperfine transitions. We have shown that the selection of this rotated π→σ component from
total reflectivity gives an unusual angular dependence of reflectivity characterized by a peak near
the critical angle of the total external reflection. In the case of collinear antiferromagnetic interlayer
ordering, the “magnetic” maxima on the reflectivity angular curve are formed practically only by
radiation with this rotated polarization. The first experiment on Mössbauer reflectivity with a selection
of the rotated polarization discovers the predicted peak near the critical angle. The measurement of
the rotated π→σ polarization component in Mössbauer reflectivity spectra excludes the interference
with non-resonant electronic scattering and simplifies the spectrum shape near the critical angle
allowing for an improved data interpretation in the case of poorly resolved spectra. It is shown
that the selected component of Mössbauer reflectivity with rotated polarization is characterized
by enhanced surface sensitivity, determined by the “squared standing waves” depth dependence.
Therefore, the new approach has interesting perspectives for investigations of surfaces, ultrathin
layers and multilayers having complicated magnetic structures.

Keywords: X-ray reflectivity; Mössbauer spectroscopy; magnetic multilayers; standing waves

1. Introduction

Interaction of light with magnetized media is characterized by specific polarization dependences.
That is true as well for X-ray radiation. Modern sources of synchrotron radiation produce X-rays
of any desired polarization and polarization-dependent absorption or scattering near the X-ray
absorption edges (XMCD—X-ray magnetic circular dichroism, XMLD—X-ray magnetic linear
dichroism, XRMR—X-ray resonant magnetic reflectivity) [1–7] have become extremely effective
methods of magnetic investigation. For non-resonant X-ray scattering, the polarization analysis
has been applied for separation of the spin and orbital magnetic moments and magnetic structure
investigations [8–13]. Polarization analysis has been used for the observation of the X-ray Faraday and
Kerr effects with soft X-rays [14–22].

For Mössbauer radiation, the splitting of the nuclear levels by hyperfine interactions means
simultaneously the energy separation of the absorbed or reemitted quanta by their polarization
states. Theoretical description of the elliptical polarization for different hyperfine transitions was done

Condens. Matter 2019, 4, 8; doi:10.3390/condmat4010008 www.mdpi.com/journal/condensedmatter5
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long ago [23]. The polarization dependences of Mössbauer absorption and Faraday rotation in thick
samples were theoretically developed and experimentally proved in the excellent paper of Blume and
Kistner [24]. In conventional Mössbauer spectroscopy, the radioactive sources emit an un-polarized
single line radiation and the polarization state of different absorption lines has not been of special
interest. However, the polarization state of various absorption lines reveals itself in the ratio of their
intensity. In this way, the spectrum shape characterizes the direction of the sample magnetization [25].

The nuclear resonance (“Mössbauer”) experiments with synchrotron radiation have been started
by using the specific way of the nuclear response registration: by measuring the time evolution of
the delayed nuclear decay after prompt SR (synchrotron radiation) pulse [26,27]. In this time-domain
approach, the hyperfine splitting of nuclear levels leads to the quantum beats in the nuclear decay,
and the polarization state of various hyperfine components becomes essential: it determines the result
of their interference. The waves with orthogonal polarizations do not interfere. To be more precise,
the coherent addition of the waves with orthogonal polarizations does not give the interference term
in the resulting intensity [28]. For example, when magnetization of the sample is parallel to the beam,
the four hyperfine transitions excited by σ-polarized SR give just one quantum beat frequency in
nuclear decay [29]. However, the measurements of the scattered radiation with polarization selection
immediately show all possible frequencies of the quantum beats, because the linear polarization,
resulting from coherent addition of the two circular polarization, rotates with the time delay. That was
splendidly demonstrated in the papers of Siddons et al. [30,31].

In time-domain Mössbauer spectroscopy, the polarization analysis of the scattered radiation has
been found to be very helpful for the separation of the delayed nuclear scattering from huge prompt
electronic scattering at the initial moment of pulse excitation. The electronic scattering does not change
the polarization state of the incident radiation whereas the scattering at hyperfine nuclear sublevels
gives the 90◦-rotated polarization component. Therefore, the polarization selection of this rotated
component supplies very efficient suppression of the non-resonant prompt response, allowing nuclear
decay monitoring from the very short delay times (after ~1 ns of their excitation) [30,32,33].

Recent developments of the nuclear resonance beamlines make it possible now the energy-domain
Mössbauer spectroscopy with SR. In particular, the nuclear 57FeBO3 monochromator (synchrotron
Mössbauer source—SMS) has been installed at the ID18 beamline of the European synchrotron (ESRF)
and at the BL11XU beamline of SPring-8 [34–37]. The key point of the SMS is the pure nuclear (111) or
(333) reflection (forbidden for electronic diffraction) of the iron borate 57FeBO3 crystal, which provides
a single-line purely π-polarized 14.4 keV radiation within the energy bandwidth of 8 neV. The crystal
should be heated at a specific temperature close to the Neél point of 348.35 K. In comparison with the
laboratory experiments, the application of the π-polarized beam results in new features of Mössbauer
spectra measured with SMS in absorption or reflection geometry [38]. Use of a diamond phase plate
in addition to the 57FeBO3 monochromator at the BL11XU beamline gives the new possibilities to
perform measurements in forward and grazing-incidence geometries with various (linear, circular,
elliptical) polarization states of radiation [39].

Polarization analysis of the resonantly reflected radiation by magnetic multilyers has not been
used before. For comparison in the nonresonant magnetic X-ray scattering the polarization analysis
was effectively used for magnetic structure investigations. In polarized neutron reflectivity, the spin-flip
analysis provides very valuable information. Therefore, we suppose that polarization analysis in
Mössbauer reflectivity should be useful.

In this work, the first results demonstrating the peculiarities of the nuclear resonant reflectivity
(Mössbauer reflectivity) with SMS supplemented by the selection of the component with rotated
π→σ polarization are presented. We show the differences in the Mössbauer reflectivity angular
dependencies and Mössbauer reflectivity spectra measured without and with selection of the π→σ

component, and we explain new features of the π→σ reflectivity using the X-ray standing wave
approach. The practical significance of this new development for the complicated spectra treatment or
depth-resolved investigations is also discussed.
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2. Theory

The amplitudes of the nuclear resonant scattering in the forward direction, including the change
of the polarization ν → ν′ , in the case of the dipole nuclear resonant transitions and in the presence of
hyperfine splitting of the nuclear levels have the following expression [40,41]:

f nucl
j (ω, ν → ν′) = − 1

2λ
σres

2L + 1
2Ie + 1

f LM
j ∑

me ,mg

Γj

2

∣

∣

〈

IgmgLΔm
∣

∣Ieme

〉∣

∣

2

ℏω− EjR(me, mg) +
iΓj

2

[→
h jΔm ◦

→
h
∗
jΔm

]

ν→ν′
(1)

where ℏω is the photon energy, λ is the corresponding radiation wavelength. For 14.4 kev M1 transition
in 57Fe L = 1, Ie = 3/2, Ig = 1/2, me, mg are the magnetic quantum numbers,

〈

IgmgLΔm
∣

∣Ieme

〉

are the
Clebsch–Gordan coefficients, σres = 2.56 × 10−4 nm2 is the resonant cross-section, λ = 0.086 nm,
j numerate the kinds of the hyperfine splitting (i.e., different multiplets in Mössbauer spectrum),
f LM
j is the Lamb–Mössbauer factor, ĥΔm in (1) are the spherical unit vectors in the hyperfine field

principal axis
→
h x,

→
h y,

→
h z:

→
h ±1 = ∓i

→
h x ± i

→
h y√

2
,
→
h 0 = i

→
h z, (2)

and the sign ◦ designates the outer product of these spherical unit vectors.
Considering grazing incidence and specifying the orientation of the hyperfine magnetic field

Bh f by polar β and azimuth γ angles, the angular dependences of the nuclear resonant scattering
amplitude for different hyperfine transitions Δm = me − mg = ±1, 0 can be presented as matrices
in σ−, π-polarization basis vectors:

f nucl,⊥
Δm=0 ∝

(

sin2 β cos2 γ − sinβ cosβ cosγ
− sinβ cosβ cosγ cos2 β

)

(3)

f nucl,⊥
Δm=±1 ∝

1
2

(

sin2 γ+ cos2 γ cos2 β (cosβ cosγ∓ i sinγ) sinβ

(cosβ cosγ± i sinγ) sinβ sin2 β

)

(4)

(we determine β relative the sample normal and choose γ = 0◦ for the direction in surface plane
perpendicular to the beam) The non-diagonal matrix elements of the nuclear resonant scattering mean
the appearance of the 90◦ rotated polarization components in the scattered radiation.

For magnetic dipole (M1) nuclear transition (as it takes place for 14.4 kev transition in 57Fe),
the matrices in (3), (4) should be considered for the magnetic field of radiation. Therefore,
the vector-column of the magnetic field of radiation for the π-polarized incident radiation from

SMS is represented as

(

1
0

)

, and the first columns in (3), (4) describe the angular dependences and

polarization properties of the amplitudes of the nuclear resonant scattering f nucl
Δm in our case. It follows

from (3), (4) that for Δm = 0 transitions the rotated π→σ polarization component appears in the
scattering intensity only if Bh f has a non-zero projection on the normal to the surface. For Δm = ±1
transitions the rotated π→σ polarization component is created if Bh f lies in the surface plane (β = 90◦,
but not for γ = 0◦ and maximal for β = 90◦, γ = 90◦). Later we consider such planar magnetic
structures, typical for thin films.

Mössbauer absorption spectra are determined by the imaginary part of the scattering amplitude
(1) according to the optical theorem: σ(ω) = 2λ ∑

j
Im f nucl

j (ω) (σ(ω) is the absorption cross section).

Mössbauer reflectivity spectra are not similar to the Mössbauer absorption spectra, but are distorted
by the interference with the electronic scattering, and their shape strongly depends on the grazing
angle. In the simplest case of semi-infinite mirror Mössbauer reflectivity spectra are calculated with
the Fresnel formula, in which the refractive index is simply connected with the scattering amplitudes
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by electrons f el and nuclei f nucl (diagonal components in (1)): n = 1 + λ2

2πρ ( f el + f nucl) (ρ is the
density of scatters) [42]. In the case of multilyers the multiple interference of waves reflected by
all boundaries and subjected to the polarization transformation essentially complicates the theory.
The total algorithm of the Mössbauer reflectivity calculations based on the 4 × 4-propagation matrices
is rather lengthy and is not presented here. It has been described in many papers [43–45]. In the
kinematical approximation, which is applicable at the larger grazing angles than the critical angle,

the shape of the Mössbauer reflectivity spectra can be qualitatively described by

∣

∣

∣

∣

∣

∑
j

f nucl
j (ω)

∣

∣

∣

∣

∣

2

for thin

single layer and we can use (1) for evaluation of the ratio of lines in Mössbauer reflectivity spectra.
For several layers or periodic structures, the phase shifts for the scattered waves should be taken into
account. For instance, for the structure with antiferromagnetic interlayer coupling between 57Fe layers
the angular and polarization dependencies for the spectrum lines are described by other polarization
matrices than (3), (4) (see Ref. [38]).

We start with the model calculations of the Mössbauer reflectivity angular curves and Mössbauer
reflectivity spectra at several grazing angles using our computer code RESPC (available from the ESRF
website [46]). The essential point is that the calculations have been performed with selection of the
reflected radiation by the polarization state and the result is shown in Figure 1. The π→π reflectivity is
drawn by thicker blue lines, π→σ reflectivity is drawn by thinner red lines with symbols.

Δ

Δ

Δ

Δ

π π

π σ

Figure 1. Model calculation of the angular dependencies of the Mössbauer reflectivity (a–d) and
Mössbauer reflectivity spectra at the critical angle (e–h) and in the “magnetic” maximum (i) for
π-polarized SMS radiation and for different cases of the ferromagnetic and antiferromagnetic coupling
between adjacent 57Fe layers, schematically drawn on the left.

In the energy-domain, the angular dependence of the Mössbauer reflectivity can be calculated
either for a selected energy in the resonant spectrum range, or as the integral over the entire
Mössbauer reflectivity spectra at each grazing angle θ. Figure 1a–d show the results obtained by
the integrated mode, this mode corresponds to the experimental procedure with SMS. Calculations
have been done for the [57Fe(0.8 nm)/Cr(2 nm)]30 multilayer, in 57Fe layers we assume the presence of
the hyperfine magnetic field of Bhf = 33 T with ΔBhf = 1 T distribution. We have considered the two
magnetization directions relative to the radiation beam and the two types of the interlayer coupling
between adjacent 57Fe layers (ferromagnetic or antiferromagnetic), schematically shown by the blue
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and green arrows in the left column of Figure 1. Note that 14.4 keV Mössbauer transition is of magnetic
dipole M1 type, so the magnetic field of radiation Hrad interacts with 57Fe nuclei. In the case of the
π-polarized radiation from SMS the radiation field vector Hrad lies in the sample surface. The hyperfine
nuclear transitions (Δm = 0, Δm = ±1) allowed for π-polarized radiation are also indicated by orange
lines in these sketches.

The results of these simple calculations show some unexpected features, not reported in previous
experimental studies. The shapes of the angular curves of the Mössbauer π→π and π→σ reflectivity
are found very different. For Mössbauer π→π reflectivity the angular dependences Iπ→π(θ) behave as
usual X-ray reflectivity (they tend to 1 when θ). This behavior follows directly from usual Fresnel law,
and it had been observed in the first paper devoted to Mössbauer reflectivity [42].

On the contrary, the angular dependencies Iπ→σ(θ) of the Mössbauer π→σ reflectivity have a
sharp peak at the critical angle of the total external reflection and approach zero when θ→0, as it seen
in Figure 1b,d.

For the antiferromagnetic interlayer coupling, the magnetic period of the structure is twice larger
than the chemical period. In this case, the additional Bragg peak (“magnetic” maximum) appears
in the Mössbauer reflectivity angular dependence (see Figure 1d). Our calculations show that only
the radiation with rotated π→σ polarization contributes to this peak (provided that there are no
asymmetrically canted Bhf in the adjacent 57Fe layers). Accordingly, the Mössbauer spectrum at the
magnetic maximum is determined practically only by π→σ scattering (see Figure 1i). The rotated
polarization component appears in the reflected signal only when the hyperfine field Bhf has a finite
projection on the beam direction, i.e., when the excitation of the resonant Δm = ±1 transitions leads to
the reemission of radiation with some part of the circular polarization. Accordingly, the Mössbauer
reflectivity spectra with rotated polarization show not six but only four lines corresponding to the
Δm = ±1 transitions as it takes place in Figure 1f,h,i. In the other cases, there is no reflectivity with
rotated polarization at all.

Note that the discovered behavior of the angular dependencies of the Mössbauer π→σ reflectivity
resembles much the angular dependence of the delayed nuclear resonant reflectivity measured in
time-domain experiments [47]. For the delayed reflectivity, the vanishing of the delayed photons
at zero grazing angle also can be explained by the Fresnel law: when θ→0 the reflectivity for all
energies in Mössbauer spectrum approaches unity, entirely losing its energy dependence. Accordingly,
the intensity of the delayed radiation, determined by the Fourier transform of the energy dependent
reflectivity amplitude, approaches zero. The physical explanation of the peak on the delayed reflectivity
curve has been suggested in [48,49], and it is based on the phenomena of the X-ray standing waves.
It has been shown that these waves, created by the prompt SR pulse, are responsible for the excitation
of resonant nuclei. The X-ray standing wave explanation works in the case of the Mössbauer π→σ

reflectivity in the energy-domain as well.
The basis for such consideration is the expression, obtained in [49], for the reflectivity from an

ultrathin layer r′ in the case when this ultrathin layer is placed at some depth z in a multilayer:

r′(z) = T(z) T′(z) (1 + Rbelow(z))
2

r (5)

where
r = i

πχ

λ sin θ
d (6)

is the reflectivity from an separated ultrathin layer of thickness d, θ is the grazing angle,

χ =
λ2

π
ρ f (7)

is the susceptibility of this layer, ρ is the volume density of the scattering centers and f the amplitude
of scattering in forward direction. Rbelow(z) corresponds to the reflectivity amplitude from the part
of the multilayer below the ultrathin layer, and functions T(z) T′(z) describe the transformations of
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the transmitted and outgoing waves during multiple reflections at all boundaries in the upper part of
the multilayer:

T(z)T′(z) = e2i(ϕ1+ ϕ2+...+ ϕj−1)

× (1 − r1
2)(1 − r2

2)...(1 − rj−1
2)

(1+r1R2 e2iϕ1)
2
(1+r2R3 e2iϕ2)

2
...
(

1+rj−1Rj e
2iϕj−1

)2
(8)

In (8) rj and Rj are the Fresnel and multiple reflectivity amplitudes respectively at each boundary
above the ultrathin layer,

ϕj =
2π
λ

dj

√

sin2 θ+ χj, (9)

is the phase shift for the waves during their transmission through each layer j. It is easy to see that

T(z) T′(z) (1 + Rbelow(z))
2
= E2(z), (10)

where E(z) is the total amplitude of the radiation field at depth z and |E(z)|2 is no other than a
standing wave. Assuming that f , χ and r in (7), (6) are the matrices in the case of the anisotropic
scattering like (3), (4), the following expression can be written for the off-diagonal component of the
reflectivity (supposing sufficiently small) from the whole multilayer in the case of π-polarization of the
incident radiation:

Iπ→σ(θ,ω) =
λ2

sin2 θ

∣

∣

∣

∣

∫

ρres(z) fπ→σ
res (z,ω) E2

π(θ, z,ω) dz

∣

∣

∣

∣

2
. (11)

This component appears only due to the nuclear resonance contribution to the susceptibility and
fπ→σ
res is determined by the angular dependencies in (3), (4). The accurate derivation of (11) is presented

in Ref. [50], and its application to the X-ray resonant magnetic reflectivity has been demonstrated in
Ref. [51].

The presented expression (11) has important consequences on the features of the Mössbauer
reflectivity with rotated polarization. Firstly, it explains perfectly the peak near the critical angle
on the angular curve for the rotated π→σ reflectivity, because it contains the full radiation field
E(θ, z,ω) in the 4th power (“squared standing wave”). It is well known that the angular dependence
of the secondary radiation, excited by X-ray standing waves, is characterized by the peak at the
total reflection angle [52–54]. Secondly, the secondary radiation emission depends on the normal
standing waves |E(θ, z)|2. The

∣

∣E2(θ, z,ω)
∣

∣

2 factor in (11) (“squared standing wave”) supplies the
enhanced depth contrast comparing with |E(θ, z,ω)|2, which is illustrated by Figure 2. Thirdly,
the expression (11) essentially simplifies and fastens the calculations of the reflectivity with rotated
polarization from anisotropic multilayers. It means that if the dichroic contribution to the scattering
is small, the standing waves E(θ, z,ω) at depth z of the sample can be calculated using the ordinal
scalar reflectivity theory, and the “dichroic” response Iπ→σ(θ,ω) is calculated by simple summation
the scattering amplitudes fπ→σ

res (z,ω) from different depth with proper “weights” (the generalized
kinematical approximation). If the nuclear resonance scattering is strong enough, the radiation field
Eπ(θ, z,ω) varies across the resonant spectrum (as seen in Figure 3b); however, in most cases these
variations of Eπ(θ, z,ω) as a function of ω can be neglected especially if we measure the NRR (Nuclear
Resonance Refelctivity) curves by integrating over Mössbauer reflectivity spectra. In this case the
calculations become extremely fast.

The enhanced depth selectivity of the Mössbauer π→σ reflectivity spectra compared with the
ordinal Mössbauer reflectivity spectra is illustrated by Figure 3. In order to distinguish the thin
top layer (1.5 nm 57Fe) from the bottom one, we assumed for the top layer the hyperfine magnetic
field Bhf = 28 T, and for the deeper 57Fe layer (3 nm thickness) Bhf = 30 T. The calculated Mössbauer
reflectivity spectra at several grazing angles near the critical one without and with π→σ polarization
selection clearly show that the π→σ reflectivity spectra contain more intense contribution from the
1.5 nm top layer than the Mössbauer reflectivity spectra without polarization selection.
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E zθπ
E zθπ

Figure 2. Comparison of the angular-depth dependence of the standing wave |Eπ(θ, z,ω)|2 (left panel)

and squared standing wave
∣

∣

∣
Eπ

2(θ, z,ω)
∣

∣

∣

2
(right panel), calculated for an iron mirror neglecting the

nuclear resonant contribution to the scattering.

hf

hf

hf

hf

 

π σ

 

(a) 

 

(b) (c) 

Figure 3. (a) The used in calculations model: two thin layers with slightly different Bhf (their resonant
spectra are on the left), directed along the beam. (b, bottom panels) The angular-depth distribution

of the squared standing waves
∣

∣

∣
Eπ

2(θ, z,ω)
∣

∣

∣

2
, calculated for two indicated velocities (v) points in the

resonant spectrum, the solid horizontal lines show the layers boundaries, (b, upper panels) the angular
curves for π→σ reflectivity, corresponding to this energy points. The solid and dashed lines (nearly
indistinguishable) show the results, obtained by Equation (1) and by the exact calculations, performed
with the program REFSPC [46]. (c) The Mössbauer reflectivity spectra without the polarization selection
(left column) and for π→σ reflectivity (right column), calculated for three indicated grazing angles in
vicinity of the critical angle.

The validity of the generalized kinematical approximation (11) is also checked by calculations
presented in Figure 3b. The angular curves in Figure 3b are calculated in two ways: by the formula
(11) and by the exact calculations performed with the program pack REFSPC [46] (solid and dashed
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lines respectively). Both results coincide. However, in order to achieve this practically full coincidence,
the nuclear resonant susceptibility was decreased by a factor of 5 relative to the value for the α-iron
films fully enriched by 57Fe isotope. Such decreased nuclear resonance susceptibility is typical for real
thin films with lower enrichment and broad distribution of the hyperfine magnetic fields. Thereby,
the direct comparison between the kinematical approximation (11) and the exact calculations shows
the excellent agreement, provided that the resonant contribution to the susceptibility is not too large.

The next advantage of the measurements with the selection of polarization is illustrated by
Figure 4. It shows that the selection of polarization leads to the decreasing number of lines in the
Mössbaur reflectivity spectra. This can be very useful for the interpretation of the poorly resolved
complicated spectra. The experimental Mössbaur reflectivity spectrum from Ref. [55], presented on
the top of Figure 4, can be fitted by at least three different models with completely different field
orientation and distribution of the hyperfine magnetic field. The calculated π→σ reflectivity spectra
are quite different for these three cases. Therefore, the true picture of the hyperfine field distribution
and orientation can be recovered if one performs the polarization analysis of the reflected radiation.

π σ

γ

π π

γ

π π

π σ

γ

π π

π σ

Figure 4. (a) Mössbauer reflectivity spectrum from Ref. [55], measured without polarization selection
for the [57Fe(0.12 nm)/Cr(1.05 nm)] × 30 sample in remanence. Symbols are the experimental data,
three solid (practically undistinguishable) lines are the results of the fit with three different orientations
of the hyperfine magnetic field Bhf: for Bhf in the surface plane and perpendicular to the beam
(azimuthal angle γ = 0◦), Bhf parallel to the beam (γ = 90◦), and Bhf in the surface plane with γ = 57◦

(for this angle the spectrum without polarization analysis is the same as in the case of the random in
space orientations of Bhf). (b–d) Theoretical Mössbauer reflectivity spectra for these models with the
selection of polarization: solid red lines with symbols are the results for the reflectivity with nonrotated
(π→π) polarization, solid blue lines are those for the rotated (π→σ) polarization component in the
reflectivity. (e–g) The corresponding different field distributions P(Bhf) for these three cases, giving the
same result of the fit to the experimental spectrum shown in (a).

3. Experimental Results and Discussion

The experiment has been performed at the Nuclear Resonance beamline [56] ID18 of the ESRF.
Figure 5 shows the experimental setup. The storage ring was operated in multi-bunch mode with a
nominal current of 200 mA. The energy bandwidth of radiation was first reduced down to 2.1 eV by
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the high-heat-load monochromator [57] adjusted to the 14.4125 keV energy of the nuclear resonant
transition of the 57Fe isotope. Then X-rays were collimated by the compound refractive lenses down
to the angular divergence of a few µrad. The high-resolution monochromator decreases the energy
bandwidth of the beam further to ~15 meV. Final monochromatization down to the energy bandwidth
of ~8 neV was achieved with the pure nuclear (111) reflection of the 57FeBO3 crystal, and the sweep
through the energy range of a Mössbauer resonant spectrum (about ±0.5 µeV) was achieved using the
Doppler velocity scan. Radiation from the SMS was focused vertically using the compound refractive
lenses down to the beam spot of 50 µm. The intensity of the X-ray beam incident on the sample was
about 104 photons/s. More details on the design of the SMS can be found in Ref [37].

Figure 5. Experimental set-up for measurements of the Mössbauer reflectivity with the selection
of radiation with the rotated (π→σ) polarization. HHLM—high-heat-load monochromator;
CRL—compound refractive lenses, HRM—high-resolution monochromator.

The selection of the radiation with the rotated (π→σ) polarization was performed by silicon
channel-cut crystal with two asymmetric Si(840) reflections with the Bragg angle θB = 45.1◦. According
to theoretical calculations, the channel-cut should suppress the π-polarized radiation by about five
orders of magnitude, while transmitting about 70% of the -polarized radiation with the angular
acceptance of about 2.6 arc sec (FWHM).

We studied several [57Fe/Cr]30 samples. The samples were grown with the Katun-C molecular
beam epitaxy facility, equipped by 5 thermal evaporators at the Institute of Metal Physics (Ekaterinburg,
Russia). The growth was performed under the UHV (Ultra-high vacuum) regime (5 × 10−10 mbar).
During the buffer layer deposition, the Al2O3 substrate temperature was gradually decreased
from 300 ◦C down to 180 ◦C. The typical deposition rate of Cr and 57Fe layers was about
of 0.15 nm/min. The details on the preparations and characterization of the samples can be
found elsewhere [38]. The samples were mounted in the cassette holder of the He-exchange gas
superconducting cryo-magnetic system. The studies were performed at helium temperature (4.0 K).

The angular scan with the polarization analyzer, performed for all used samples in order to catch
the π→σ reflected radiation, demonstrated the extremely broadened divergence of the reflected signal
as it is shown in Figure 6 for one of the sample. In essence, the samples were composed of many
nano-crystallites, essentially misoriented relative to each other. Consequently, the radiation reflected
by the sample consisted of many spikes, spreading over the angular range of about 200 arc sec as seen
in Figure 6. For such a divergent reflected beam, the throughput of the Si(840) channel-cut analyzer for
the σ-polarized radiation was only about 4%. Therefore, the measurements of the reflectivity with the
rotated π→σ polarization were essentially complicated by the nano-islands structure of the studied
samples. Later we get the GISAXS (Grazing-incidence small-angle X-ray scattering) pattern from this
sample which shows the cluster-layered structure of the whole film [58].
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Figure 6. Angular distributions of the radiation reflected with π→σ rotation of the polarization from
the [57Fe(0.8 nm)/Cr(1.05 nm)]30 sample measured with the Si(840) channel-cut analyzer for various
grazing angles θ.

With the resulting very small count rate, the measurements at the weak “magnetic” maxima
for the samples with antiferromagnetic interlayer coupling were not feasible, and we decided to
concentrate on measurements near the critical angle. In order to ensure the ferromagnetic alignment
of the magnetization in the 57Fe layers and increase the Mössbauer dichroic reflectivity, the external
magnetic field of 5 T was applied along the beam direction.

In order to increase the count rate, the temperature of the 57FeBO3 crystal for this particular
measurement was lowered by few degrees. This sacrifices the energy resolution of the SMS to
~230 neV (~5 mm/s), which is not important for the angular dependency measurements, but increases
the intensity of the SMS by an order of magnitude [37]. The nuclear resonance reflectivity with the
rotated polarization shown in Figure 7 was obtained for each grazing angle θ by integrating over the
angular distributions measured with the Si(840) analyzer and drawn in Figure 6.

The predicted peak near the critical angle for the Mössbauer π → σ reflectivity is clearly seen in
Figure 7. The origin of this peak is already explained in the previous section. The angular dependence
of the Mössbauer reflectivity measured without the polarization selection shows the plateau below
the critical angle. Note that the signal values for two curves in Figure 7 are not possible to compare
because they are measured with different incident intensities from 57FeBO3 nuclear monochromator.

Mössbauer π → σ reflectivity spectra were measured at the two grazing angels, θ = 0.19◦ and
θ = 0.22◦, in vicinity of the critical angle. They are shown in Figure 8. In spite of the limited statistics,
caused by the essential loss of the intensity due to the nano-islands structure of the samples and narrow
angular reception by ideal Si crystal-analyzer, we can recognize in these data some important features.
The resonant lines are presented in these spectra as peaks, as predicted by the theory (see Figure 1f,h,g).
The spectrum measured without polarization analysis is also presented in Figure 8 for comparison.
The lines in this spectrum have a dispersive-like shape and they are essentially broadened, as it
should be at the angles near the critical angle [46]. Note, that in spite of the higher statistical accuracy
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of the spectrum measured without the polarization analysis, its smeared shape makes the correct
interpretation more difficult. Thus, the spectra of reflectivity with rotated polarization should be more
suited for the right data analysis, provided that better statistics will be reached by optimization of
the experiment.

π −> σ 

Figure 7. Angular dependencies of the Mössbauer reflectivity measured without selection of
polarization and with the selection of the rotated π → σ component in reflectivity, obtained as the
integral over scans, presented in Figure 6. The lines with symbols show the experimental data. The red
solid lines show the results of theoretical calculations.

θ

θ

π σ

θ

Figure 8. Mössbauer reflectivity spectra measured from [57Fe(0.8 nm)/Cr(1.05 nm)]30 multilayer
without polarization analysis at the critical angle (a) and with selection of the rotated polarization
component at the two angles in the vicinity of the critical angle (b,c). The solid lines with symbols are
the experimental data. The red sold and green dashed lines are the fits discussed in the text.

The fit of the π → σ reflectivity spectra is not really reliable due to insufficient statistics, we merely
wanted to show what treatment should be performed with better experimental data and demonstrate
the surface sensitivity of the method. So, the shapes of the spectra in Figure 8 can be more or less
reproduced by the fit performed with the REFSPC program package [46]. All three spectra are treated
within the same model. We have used seven hyperfine fields Bhf

(i), i = 1, 2, . . . , 7, and the fitted
parameters and distribution probabilities of the fields P(Bhf) are shown in Figure 9a.

15



Condens. Matter 2019, 4, 8

 

 

(a) (b) 

Figure 9. (a) Hyperfine field distribution, obtained by the fit of the spectra in Figure 8. (b) Depth
distribution of the each kind of Bhf

(i) (i = 1, 2, . . . , 7) in several top 57Fe layers (the period, repeating
27 times in the deeper part of the multilayer, is marked, the last period contacted with the buffer layer
is also different from the main periodic part but is not shown here), obtained by the fit (left column);
the initially suggested homogeneous depth distribution of Bhf

(i) in all 57Fe layers (middle column),
the calculated reflectivity spectra for this distribution are presented in Figure 8 by the dashed green
lines. In the right column, the resonant spectra corresponding to every Bhf

(i) are shown.

The depth profiles obtained for each field Bhf
(i) are presented in the left column of Figure 9b.

We can see that the hyperfine fields in the top two 57Fe layers are significantly different from the fields
in the deeper layers: on average, in the top layers the hyperfine splitting is smaller, and the fraction of
the low field contributions is larger. Assuming the same field distribution in the top layers as in the
whole periodic part (shown in Figure 9b, middle column), we obtain the theoretical spectra, presented
by dashed green lines in Figure 8. They reveal worse correspondence with the experimental spectra.
These calculations confirm the enhanced depth selectivity of the spectra of reflectivity with rotated
π→σ polarization.

Other unexpected features of the measured spectra were noticed. We were surprised by the
asymmetry and by the difference in shapes of the π → σ reflectivity spectra measured at the two close
angels: θ = 0.19◦ and θ = 0.22◦ (compare the spectra in Figure 8b,c). At the beginning we supposed that
these effects are caused by a small contribution of the reflectivity with the non-rotated polarization.
But the model calculations did not confirm such assumption. Finally, the effect was explained by the
refraction effect.

For illustration of this effect we use a simple model. Calculations have been performed for the
10 nm 57Fe layer where two hyperfine fields Bhf = 28 T and 30 T take place, the resonant spectra
for these two fields are drown in Figure 10b. The angular dependencies of the Mössbauer π → σ

reflectivity, calculated for the photon energies corresponding to two outer lines in these spectra reveal
the different angular positions of the critical angle peaks which is clearly seen in Figure 10c. This shift
of the peak positions explains the asymmetry of the rotated π→σ polarization component in Mössbauer
reflectivity spectra.
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θ

θ

θ

Figure 10. (a) Model calculations of the rotated π→σ polarization component in Mössbauer reflectivity
spectra. Dashed vertical lines mark the energies, for which the angular dependencies of Mössbauer
reflectivity in (c) are calculated. (b) The resonant spectra for the Bhf = 30 T and 28 T which we assume
in the 57Fe layer. (c) The angular dependencies of the Mössbauer reflectivity with the rotated π→σ

polarization, calculated for the 1st (v = −5 mm/s) and 6th lines (v = +5 mm/s) of the resonant spectrum
corresponding to Bhf = 30 T. The dashed vertical lines mark the angles, for which the spectra in (a)
are calculated.

The position of the critical angle is determined by the real part of the susceptibility χ of the layer
(or the refraction index n = 1 + χ/2). For nuclear resonance scattering, this includes the electronic
scattering part and the nuclear resonant contribution. The real part of the nuclear resonant contribution
has the opposite signs at two sides of the exact resonance. Therefore, the resonant lines of the narrower
sextet with Bhf = 28 T have opposite influences on the refraction index and, accordingly, on the
critical angle position for the radiation wavelengths corresponding to the 1st and 6th lines of the
broader sextet. Because the maximum of reflectivity for these two lines occurs at slightly different
angles, the relative intensities of these two lines are not the same (as they are supposed to be for the
absorption case), and they are changed with a small variation of the grazing angle. This provides the
observed asymmetry of the spectra depending on the small variation of the grazing angle observed
in Figure 8. Note that the studied sample shows even more low-field Bhf

(i) contributions. However,
the effect of all smaller fields is, in principle, the same as revealed by the simplest model calculations.

Note that the same changes of the asymmetry of the Mössbauer reflectivity spectra were observed
with this particular sample in measurements at the “magnetic” maximum [59]. Although those
measurements were performed without the polarization analysis, the “magnetic” maximum is formed
basically by the scattering with the rotated π→σ polarization (as shown by the model calculations in
Figure 1d,i).

4. Summary

We have performed the first experiment on the nuclear resonant reflectivity in the energy domain
with the polarization selection, with the two asymmetric Si(840) reflections from a silicon channel-cut
crystal. The experiment has been performed using the synchrotron Mössbauer source, benefiting from
the purely linear π-polarized radiation of this instrument. We have measured the angular dependence
of the π→σ reflectivity as well as the Mössbauer π→σ reflectivity spectra at two angles in vicinity of
the total external reflection.

We have observed a new effect not reported before. Namely, the nuclear resonance (Mössbauer)
π→σ reflectivity in the energy domain is characterized by a peak near critical angle of the total external
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reflection (instead of the Fresnel plateau) similar to that observed for the nuclear resonant reflectivity
in the time domain. The effect is explained by the influence of the X-ray standing waves on the nuclear
resonant scattering.

Our first experimental realization of the new method shows that, for the polarization
analysis in reflectivity experiments, a thorough choice of the right way of polarization selection
is needed. The reason is that the reflectivity from cluster-layered films has essentially broadened
angular divergence due to a surface roughness and other imperfections. The channel-cut Si (840)
reflection, effectively used in previous polarization experiments in forward scattering or for crystal
diffraction [32,33] has angular acceptance that is too small and we lost most of the reflected radiation.
For this reason, the quality of the measured Mössbauer π→σ reflectivity spectra was not good enough
for quantitative interpretation and our fit just demonstrates the future possibilities. It is clear that other
polarization analyzers should be tested (e.g., Be (006) reflection, LiF (622) reflection, Ge (664) reflection,
a pyrolytic graphite (222) reflection or some others for 14.4 kev radiation etc.) in order to enlarge the
registered signal. Note that in the soft X-ray region a rather unusual way of polarization selection is
used (an electron time-of-flight polarization analyzer) [60]. In [61] an annealed silicon crystal was used
in order to enlarge the angular acceptance of this monochromator/analyzer. We believe that the right
choice of the polarization analyzer allows one to measure Mössbauer π→σ reflectivity with essentially
better statistics and to use and demonstrate all theoretically described advantages of the new method
of registration.

We have shown (at least by model calculations) that the polarization analysis in Mossbauer
spectroscopy simplifies the Mössbauer spectra, restricting the number of lines. It should be helpful for
their interpretation in cases of complicated hyperfine interactions (typical for Mössbauer nuclei at a
surface, in nano-objects and in thin layers). Moreover, in the reflectivity geometry the spectra lost the
dispersive-like features caused by the interference of nuclear and electronic scattering. The enhanced
surface sensitivity of the reflectivity signal with rotated π→σ polarization is also predicted, which
follows from the “squared-standing-wave” depth dependence of the scattered radiation.

Concluding, we believe that the described advantages of Mössbauer spectroscopy with
polarization selection will help to resolve most important scientific cases in surface science, with new
physics and high data quality, and will provide us with a more reliable interpretation of the magnetic
ordering in multilayer films.
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Abstract: Structural changes of MoO3 thin films deposited on thick copper substrates upon annealing
at different temperatures were investigated via ex situ X-Ray Absorption Spectroscopy (XAS). From
the analysis of the X-ray Absorption Near-Edge Structure (XANES) pre-edge and Extended X-ray
Absorption Fine Structure (EXAFS), we show the dynamics of the structural order and of the valence
state. As-deposited films were mainly disordered, and ordering phenomena did not occur for
annealing temperatures up to 300 ◦C. At ~350 ◦C, a dominant α-MoO3 crystalline phase started to
emerge, and XAS spectra ruled out the formation of a molybdenum dioxide phase. A further increase
of the annealing temperature to ~500 ◦C resulted in a complex phase transformation with a concurrent
reduction of Mo6+ ions to Mo4+. These original results suggest the possibility of using MoO3 as a
hard, protective, transparent, and conductive material in different technologies, such as accelerating
copper-based devices, to reduce damage at high gradients.

Keywords: molybdenum; TM oxides; XAFS; thin films

1. Introduction

Molybdenum-based oxides are amongst the most adaptable and functional oxides due to their
unique characteristics and tunable properties [1–3]. Molybdenum trioxide (MoO3) is one of the
thermodynamically stable molybdenum oxides, with the orthorhombic crystal structure α-MoO3 [3,4].
The latter phase consists of a set of layers, each one containing distorted MoO6 octahedra, characterized
by three different oxygen sites: a single, a double, and a triple shared site. The dipole nature of the
α-MoO3 layers is at the origin of its relatively high work function (WF) of about 6.5 eV [1,5]. Moreover,
despite its insulator nature and high WF, previous studies pointed out that thin MoO3 films may
exhibit a conductive behavior in the presence of defects and oxygen vacancies [6–10] or via interaction
with a metallic substrate such as copper [7].

MoO3 is used in solar cells, batteries, and organic light-emitting diodes (OLEDs), and it is a
promising material for protective coatings of accelerating radiofrequency (RF) cavities [5]. In fact,

Condens. Matter 2019, 4, 41; doi:10.3390/condmat4020041 www.mdpi.com/journal/condensedmatter22
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due to the low WF, the performance and the lifetime of a copper RF cavity are strongly affected by
breakdown phenomena and thermal stress generated by electron emission from the surface [11]. A high
WF conductive coating could be used to reduce these detrimental phenomena, extending the lifetime
of the device and allowing it to operate at higher electric fields [1,5,11,12]. Hence, MoO3 coating can
significantly enhance the electronic and mechanical properties of copper-based devices via its high
WF and relatively higher hardness, compared with copper [5,13–15], without affecting the surface
conductivity. Because the thermal evaporation deposition produces disordered and poorly adhesive
MoO3 coatings [5], with the aim to obtain ordered MoO3 coatings, we tried to optimize the annealing
procedure. This method minimized the formation of MoO2, which must be avoided, since the slightly
off-axis position of Mo atoms in the MoO2 phase causes the lowering of the WF (~4.6 eV) [3,16].
To establish the optimal annealing temperature for an ordered MoO3 film on a copper substrate,
we investigated the structural evolution of annealed MoO3 films by X-ray Absorption Spectroscopy
(XAF) in X-ray Absorption Near-Edge Structure (XANES) and in the Extended X-ray Absorption Fine
Structure (EXAFS) regions [17–20].

2. Materials and Methods

Molybdenum trioxide films were deposited in a dedicated vacuum sublimation set up on
5 mm-thick copper substrates [16]. Molybdenum trioxide powder (99.97% trace metal basis,
Sigma-Aldrich®, St. Louis, MO, USA) was heated up to 600 ◦C in a tungsten crucible inside
the evaporation chamber with a base pressure of 10−5 mbar. In order to anneal the coating without
oxidizing the copper substrate, a heat treatment in a low vacuum environment was performed, with
a base pressure of 5 × 10−1 mbar. We also considered a fast heating procedure to minimize the
Mo reduction process and to further reduce copper oxidization. This setup allowed us to reach a
temperature of up to 500 ◦C in less than 10 min, with a constant heating rate of ~1 ◦C/s. After a brief
temperature decrease, the samples were exposed to air at 200 ◦C in order to increase the amount of
oxygen in the film [16].

X-Ray Absorption Spectroscopy (XAS) measurements were performed at the B08 beamline at the
European Synchrotron Radiation Facility (ESRF) in Grenoble, which works at the energy of 6 GeV and
with a current of ~200 mA in the top-up mode. The B08 beamline is the Italian CRG (LISA), optimized
for X-ray absorption measurements. Its optical layout covers a wide range of energies, from 5 to 40 keV,
and, with the Si(111) crystals, delivers a flux to the sample of ~1011 ph/s within a spot of ~200 µm [21].
The acquisition at the Mo K-edge (19,999 eV) spectra was performed in the energy step-scan mode,
and the fluorescence signal was collected by a 12-element Ge detector. The measurements were carried
out with an energy resolution in the order of 2 eV, and the scan steps were set to 0.5 eV and 1 eV in the
XANES and the EXAFS region, respectively.

X-ray Absorption Spectroscopy (XAS) analysis were performed using the software package FEFF6
(Seattle, WA, USA) [22]. Background subtraction and normalization of the absorption spectra were
performed by fitting the pre-edge region with a first-order polynomial, and the spectrum after the edge
with a cubic polynomial. The Mo K edge absorption threshold was associated with the first maximum
of the first derivative.

3. Results and Discussion

The comparison of XANES spectra at the Mo K edge of the 250 nm MoO3 films deposited on
a copper substrate and annealed at 300 ◦C, 350 ◦C, and 500 ◦C is shown in Figure 1, along with the
MoO3 reference spectrum. The latter has a well-defined pre-edge peak at 20,005.6 eV (peak A), with
two other major components at 20,025.7 eV and 20,037.2 eV (peaks B and C). The broadened features of
the as-deposited film, in comparison with the reference spectra of the α-MoO3 spectrum, confirmed
that this film was mainly disordered [23–25]. Within the initial annealing stage at 300 ◦C, the ordering
process (flagged by peak C) started to appear, although the film remained disordered. Increasing
the annealing temperature to 350 ◦C triggered an ordering process within the film, leading to the
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observation of the typical MoO3 features (peaks B and C). At the annealing temperature of 500 ◦C,
the spectrum indicated the occurrence of a phase transformation: a clear shift of 3.8 eV of the third
component at the energy of 20,033.4 eV (peak C) was observed. This dynamic can be also associated
with the partial reduction of Mo ions due to oxygen loss [23,26,27]. A closer look to the XANES spectra
also revealed changes in the pre-edge peak as a function of the annealing temperature. Above 350 ◦C,
we observed a broadening and a lowering of the pre-edge component that can be associated with
the partial reduction of Mo6+ ions to Mo4+. Indeed, the reduction of the pre-edge intensity, that is a
probe of the local and partial empty density of states around Mo atoms, was due to the direct 1s to 4d
quadrupole-allowed transitions and to the dipole-allowed 1s hybridized (5p,4d) states.

Figure 1. Comparison of X-ray Absorption Near-Edge Structure (XANES) spectra at the molybdenum
K edge for the standard α-MoO3 powder (yellow), the as-deposited MoO3 film 250 nm thick (grey),
and those annealed at 300 ◦C (blue), 350 ◦C (orange), and 500 ◦C (red).

In order to probe the dependence of the structural changes of these oxide films on the annealing
temperature, a more detailed XAS analysis was carried out. Figure 2 shows the comparison of the
pseudo-radial distribution of the distances in these samples, obtained from the Fourier transform (FT)
of the EXAFS X(k) from the as-deposited film, the annealed samples, and the α-MoO3 reference.

The as-deposited film and the one annealed at 300 ◦C exhibited only a large peak at around
1.7 Å, corresponding to the nearest oxygen neighbors (Mo–O) without additional shells. This is in
agreement with previous XANES spectra of these same samples that pointed out the presence of
disordered phases [23]. On the other hand, a structural ordering of the coating was observed at higher
annealing temperatures (> 350 ◦C). As shown in Figure 2, at 350 ◦C, a split of the first peak appeared,
similar to the spectrum of the reference, and a second major component associated with the nearest
Mo neighbors (Mo–Mo second shell distance) also emerged at around 3.5 Å. A comparison with the
α-MoO3 spectrum confirmed the formation of the dominant MoO3 phase, in agreement with the
XANES spectra. At 500 ◦C, the FT was different from that of the film annealed at 350 ◦C, showing
a single strong peak due to changes in the first Mo–O shells and in good agreement with the FT of the
MoO2 phase [27]. The Mo–Mo peak at the distance of ~2.5 Å also appeared, in agreement with the
edge-sharing octahedra characteristic of the distorted rutile structure of the MoO2 phase [27].
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Figure 2. Fourier transform (FT) of the k3
·X(k) signal among the disordered MoO3 film (gray), the

α-MoO3 (yellow), the 300 ◦C (blue), 350 ◦C (orange), and 500 ◦C (red) annealed MoO3 films deposited
on Cu and the α-MoO3 powder (yellow). The vertical continuous lines refer to the position of MoO3

main peaks. It is clear that at 500 ◦C, the distribution is mainly related to MoO2, while at 350 ◦C,
it corresponds to the α-MoO3 phase.

The EXAFS data of the α-MoO3 reference and annealed films were fitted using the FEFF package
with MoO3 and MoO2 reference crystalline structures, respectively (see Figure 3). Structural refinements
were performed by minimizing the difference of the raw absorption spectra with the simulation,
including the structural oscillations, χ(κ), and a suitable background function. The fit was performed
in two steps: first, the E0 and S0

2 parameters fitting only the first shell were calculated. In the second
step, only the distances (R) and σ2 were left free. During this procedure, we used constant coordination
numbers obtained from MoO3 and MoO2 crystal structures. The results (see Table 1) of the 350 ◦C
annealed sample returned distances in good agreement with the α-MoO3 structure, with a reasonable
mean-square relative displacement (σ2 = 0.0015 Å2).

 

(a) (b) 

Figure 3. (Left) Comparison of the k3
·X(k) and the FT (right) of annealed MoO3 films deposited on

Cu at 350 ◦C (orange) and 500 ◦C (red). Corresponding fits are the black dashed lines. The 350 ◦C
signal was fitted with the α-MoO3 structure, while the 500 ◦C signal was fitted with the orthorhombic
MoO2 structure.
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Table 1. Best-fit values of the samples from Extended X-ray Absorption Fine Structure (EXAFS) spectra.
For the 350 ◦C sample, the fit was obtained from a refinement of the sum of theoretical EXAFS calculated
for the orthorhombic MoO3 structure (k range = 3–12.5 Å−1, R = 0.5–4.2 Å, 8 single scattering paths,
16 free parameters, and two fixed, r-factor = 0.027, S0

2 = 0.6) and a monoclinic MoO2 structure for
the 500 ◦C sample (k range = 3–12.5 Å−1, R = 0.5–4.2 Å, 6 single scattering paths, 12 free parameters,
and two fixed, r-factor = 0.021, S0

2 = 0.8). The coordination numbers are those of the MoO3 and
MoO2 structures.

α-MoO3 Reference 350 ◦C Annealing 500 ◦C Annealing

Shell CN R(Å) σ2(Å2) Shell CN R(Å) σ2(Å2) Shell CN R(Å) σ2(Å2)
Mo-O 1 1.70 ± 0.05 0.0024 ± 0.0004 Mo-O 1 1.70 ± 0.08 0.0015 ± 0.0012 Mo-O 2 1.99 ± 0.07 0.0037 ± 0.0011
Mo-O 1 1.78 ± 0.10 0.0023 ± 0.0003 Mo-O 1 1.80 ± 0.08 0.0013 ± 0.0004 Mo-O 4 2.02 ± 0.05 0.0031 ± 0.0016
Mo-O 2 1.99 ± 0.06 0.0025 ± 0.0002 Mo-O 2 2.07 ± 0.10 0.0021 ± 0.0010 Mo-Mo 2 3.17 ± 0.06 0.0041 ± 0.0012
Mo-O 1 2.22 ± 0.04 0.0022 ± 0.0004 Mo-O 1 2.22 ± 0.11 0.0022 ± 0.0017 Mo-O 4 3.42 ± 0.05 0.0029 ± 0.0010
Mo-O 1 2.31 ± 0.03 0.0022 ± 0.0003 Mo-O 1 2.30 ± 0.05 0.0016 ± 0.0009 Mo-Mo 8 3.73 ± 0.07 0.0037 ± 0.0007
Mo-Mo 2 3.41 ± 0.03 0.0027 ± 0.0003 Mo-Mo 2 3.38 ± 0.05 0.0027 ± 0.0002 Mo-O 4 4.05 ± 0.08 0.0035 ± 0.0005
Mo-Mo 2 3.75 ± 0.02 0.0025 ± 0.0002 Mo-Mo 2 3.73 ± 0.10 0.0019 ± 0.0002
Mo-Mo 2 4.02 ± 0.09 0.0025 ± 0.0010 Mo-Mo 2 4.08 ± 0.04 0.0019 ± 0.0005

On the contrary, the fit of the sample annealed at 500 ◦C showed a dominant MoO2 phase, with
only the distances of the MoO2 structure ruling out the contribution of MoO3 phases. The small
deviations of the fit from the experimental spectrum can be associated with the presence of minor
amounts of other non-stoichiometric oxide phases.

4. Conclusions

The structural evolution of MoO3 films deposited on copper after annealing was investigated
with XAS spectroscopy. At lower annealing temperatures, the experimental spectra did not change,
showing that the as-deposited films were disordered up to ~300 ◦C. For the annealing procedure in a
low vacuum regime (0.5 mbar) at around 350 ◦C, the spectra shows that the film underwent an ordering
process, with the formation of the α-MoO3 phase, as confirmed by the EXAFS analysis. Moreover,
XANES spectra at 500 ◦C showed that the molybdenum ions underwent a decrease of the pre-edge
intensity, in agreement with a reduction from aMo6+ to a Mo4+ valence state. The fit of the EXAFS
spectra showed that the phase of these films could be mainly associated with the presence of the MoO2

phase. These results represent a first important advancement for many foreseen applications of these
coatings, in particular for compact RF devices made of copper.
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Abstract: The amyloidogenic islet amyloid polypeptide (IAPP) and the associated pro-peptide
ProIAPP1–48 are involved in cell death in type 2 diabetes mellitus. It has been observed that
interactions of this peptide with metal ions have an impact on the cytotoxicity of the peptides as well
as on their deposition in the form of amyloid fibrils. In particular, Cu(II) seems to inhibit amyloid
fibril formation, thus suggesting that Cu homeostasis imbalance may be involved in the pathogenesis
of type 2 diabetes mellitus. We performed X-ray Absorption Spectroscopy (XAS) measurements of
Cu(II)-ProIAPP complexes under near-physiological (10 µM), equimolar concentrations of Cu(II)
and peptide. Such low concentrations were made accessible to XAS measurements owing to the
use of the High Energy Resolved Fluorescence Detection XAS facility recently installed at the ESRF
beamline BM16 (FAME-UHD). Our preliminary data show that XAS measurements at micromolar
concentrations are feasible and confirm that ProIAPP1–48-Cu(II) binding at near-physiological
conditions can be detected.

Keywords: X-ray absorption spectroscopy; amylin; high energy resolution fluorescence detection

1. Introduction

Type 2 diabetes mellitus (T2DM) is one of the most common chronic diseases, affecting over
300 million people worldwide. Amylin or Islet Amyloid PolyPeptide (IAPP), is a peptide composed of
37 amino acids that was first discovered as a constituent of amyloid deposits in the islets of Langerhans
in individuals diagnosed with diabetes [1]. IAPP is highly amyloidogenic and it is this property that
implicates it in the degeneration of islet β cells in diabetes [2]. The precursor to IAPP is the 67 amino
acid peptide ProIAPP that upon incomplete processing leads to ProIAPP1–48 that has also been found
in amyloid deposits in diabetes [3]. Recent research implicates aberrant or incomplete processing of
ProIAPP in the aetiology of diabetes [4].

While both IAPP and ProIAPP1–48 readily form amyloids in vitro, their in vivo concentration is
significantly below saturation and a burgeoning body of research is investigating this conundrum [5].
The aggregation of super-saturated concentrations of IAPP is influenced by aluminium [6,7], iron [7],
zinc [7,8] and copper [7]. It remains equivocal as to whether Al(III), Fe(III) and Zn(II) promote amyloid
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(β sheet) formation while it is clear that Cu(II) prevents IAPP from assembling into β-sheet structures [7]
as recently confirmed [9–13]. ProIAPP1–48 forms amyloid less readily than IAPP and while there are
few data on its interactions with metals it is also the case that Cu(II) prevents ProIAPP1–48 from forming
β-sheets structures more prone to amyloidogenesis [12,14,15]. A sketch of the process leading to the
formation of ProIAPP1–48 and IAPP and of their effect on islet β cells is depicted in Figure 1.

Figure 1. In the top part of the figure the amino acid sequences of ProIAPP, ProIAPP1–48 and IAPP are
given. In the bottom part we sketch the path leading to β cells death (hence to T2DM) as a consequence
of fibrillation processes of ProIAPP1–48 and IAPP monomers promoted by metal ions.

It is widely believed that the cytotoxicity of IAPP and ProIAPP1–48 is related to their propensity to
form toxic oligomers during the early stages of amyloid formation [4] and it has been suggested that
metals and specifically Cu(II) potentiate toxicity through stabilisation of these oligomeric forms [12,16].

It appears therefore to be of the utmost biological and, in perspective, medical importance,
to unravel the detailed interaction mechanism between metal ions and amyloidogenic islet peptides.
X-ray Absorption Spectroscopy (XAS) is the technique of election to selectively obtain, at atomic
resolution, information about the metals environment even in the non-crystalline systems of biological
interest. Indeed, XAS has been proven to be particularly useful for the study of the metal binding
mode in a number of cases related to amyloidogenic proteins [17–20].

As recalled above, both IAPP and ProIAPP1–48 form amyloids in vitro but their typical
concentration in vivo is significantly lower than the one used in in vitro experiments [21]. Since the
behaviour of these peptides in the presence of metal ions does not only depend on the metal/peptide
concentration ratio but can also be influenced by their absolute concentration, it is important to perform
experiments as close as possible to the physiological conditions. This means that we need to perform
experiments in systems where the metal concentration is in the micromolar range.

To tackle the severe signal-to-noise ratio problem associated with such low concentrations, we
took advantage of the possibilities offered by the recently installed High Energy Resolved Fluorescence
Detection (HERFD) XAS line, operational at the FAME-UHD beamline at ESRF (Grenoble, France) [22].
The interesting features of this high resolution XAS measurement scheme have already been
successfully used to study biological samples, such as Fe-containing systems [23], Mo K-edge XAS
in nitrogenase [24], the binuclear Fe centre in hydrogenase [25] and Cu organic compounds [26].
Other methods such as X-ray Emission Spectroscopy can be implemented easily using this kind of
high resolution measurement, with great interest in the studies of metalloproteins [27].
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With this work we pushed the limits of the technique to the study of ultra-highly diluted
metal-protein complexes. The qualitative, biologically significant results we show on the metal-ProIAPP
complexes are therefore intended to exhibit the potential of the HERFD-XAS technique in this context.

2. Materials and Methods

ProIAPP1–48 fragments were synthesised using an Applied Biosystems 433A peptide synthesiser
through the application of standard FMOC-based solid phase methodology. The peptide amino
acid sequence is TPIESHQVEKRKCNTATCATQRLANFLVHSSNNFGAILSSTNVGSNTY. It is worth
recalling that the ProIAPP1–48 fragment is an intermediate form in the process that leads to the
formation of the 37 residues long IAPP from the 67 amino acid long ProIAPP. A schematic view of the
proteolytic cleavages that lead to the formation of ProIAPP1–48 and IAPP is given in Figure 1.

Purification of the peptide was performed with the help of RP HPLC on a POROS 20R2 column
using water/acetonitrile mixtures buffered with 0.1% TFA. The peptide content of the purified material
(77%) was determined by quantitative amino acid analysis and lyophilised aliquots were stored
at −80 ◦C prior to the preparation of peptide stock solutions. Peptide stocks were prepared to
a final concentration of ca 150 µM via the addition of ultrapure water (<0.067 µS/cm) to thawed
peptide lyophilisates. This stock was then used to prepare smaller individual volumes of the peptide
in order to achieve the final concentrations of peptide included in the following experiments and
these aliquots were stored at −20 ◦C until required. Thawed peptide aliquots were introduced into
modified Krebs-Henseleit (KH) buffers (pH 7.4 ± 0.05) [12] with or without the respective metals
(added from certified stocks (Perkin-Elmer) at the required total metal concentrations to give final
peptide concentration of 10 µM.

Sub-stoichiometric, 9 µM Cu(II) ions are added thus minimizing the amount of free Cu(II) in
solution. In order to investigate the effect on the Cu(II) binding mode of the presence of other metals,
like Al(III) and Zn(II) ions at different concentrations, we added the second metal at a concentration of
either 50 or 1500 µM. Including Cu(II) in buffer as a blank. In all we have prepared and subjected to
XAS measurements the six samples listed in Table 1.

Table 1. List of the measured samples. Sample name is given in column 1, peptide concentration in
column 2, Cu, Zn and Al concentrations in columns 3, 4 and 5, respectively.

Sample(µm) [Peptide] (µm) [Cu] (µm) [Zn] (µm) [Al] (µm)

Cu buffer 0 1600 0 0
Cu-ProIAPP1–48 10 9 0 0

(Cu + ZnLow)-ProIAPP1–48 10 9 50 0
(Cu + AlLow)-ProIAPP1–48 10 9 0 50
(Cu + ZnHigh)-ProIAPP1–48 10 9 1500 0
(Cu + AlHigh)-ProIAPP1–48 10 9 0 1500

Copper K-edge (8.979 keV) XANES measurements were performed on the BM16 beamline
(CRG FAME-UHD) at the ESRF (Grenoble, France) [22]. The main optical elements of the beamline
were a two-crystal Si(220) monochromator located between two Rh-coated mirrors. The beam size on
the sample was around 200 × 100 µm2 (H × V, FWHM) thanks to the sagittal focus of the 2nd crystal
of the monochromator and the vertical one of the 2nd mirror. The 1st crystal of the monochromator is
liquid nitrogen cooled in order to limit its thermal bump due to the incoming photons thus increasing
the energy resolution of the monochromatic beam. Energy calibration was done by setting the 1st
maximum of the 1st derivative of the copper metallic foil absorption spectrum to 8.979 keV. A 5-crystal
analyser spectrometer on a Johann-type geometry (Figure 2), equipped with Si(444) bent crystals
with a 1m radius of curvature (from Crystal Analyser Laboratories, ESRF) was used for fluorescence
detection. The spectrometer was aligned so as to have the crystals in Bragg conditions at the Cu Kα1

emission line photons energy. The overall instrument energy resolution (combining crystal analyser
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spectrometer and monochromator contributions) was established to be 0.7 eV by measuring the full
width at half maximum of the elastic peak (measured by scanning the incident photon energy, with the
monochromator, across the fluorescence photon energy, selected by the spectrometer). All the photons
scattered by the crystals were collected using an energy-resolved silicon-drift detector, which allows
discriminating the diffracted photons of interest from the other scattered ones.

For a typical biological system, in which the total radiation background (including elastic and
inelastic scattering) is substantially more intense than the fluorescence line of interest, the advantage
of background removal associated to the HERFD-XAS data acquisition scheme outweighs the
disadvantage of having a lower total signal intensity with respect to a standard XAS measuring
apparatus, such as a solid-state detector. XAS measurements of samples as diluted as those of interest
here are made possible thanks to the use of this set-up that, significantly improve the signal-to-noise
ratio, thus allowing nearly background-free measurements.

Data acquisition was performed using a liquid helium cryostat in order to limit sample evolution
due to radiation damage under the beam.

Figure 2. A picture of the FAME UHD beamline showing the HERFD acquisition geometry. In Johann
geometry the sample, crystal centre and detector are on the Rowland’s circle. The diameter of this
circle is equal to the curvature radius of the crystals. A polyurethane balloon filled with He gas was
placed between the sample, the crystals and the detector in order to minimize the air absorption of the
fluorescence photons along the sample-crystal-detector path.

3. Results and Discussion

Cu K-edge XANES spectra of the sample listed in Table 1 are all gathered in Figure 3. Spectra of
the Cu-ProIAPP1–48 samples appear to be rather noisy but one has to keep in mind that Cu is present at
the extremely low concentration of 9 µM (that corresponds to 0.6 ppm). To the best of our knowledge
this is the first time in which XAS measurements are performed to probe the copper speciation in
biological systems at bio-relevant concentration.

In the Figure 3, we compare the XANES spectrum of the Cu-ProIAPP1–48 sample in the absence
and in the presence of either Al(III) or Zn(II) ions at two different concentrations, namely 50 µM and
1500 µM, with the idea of detecting possible modifications of the Cu binding mode upon adding
a second metal.

The XANES spectrum of Cu in buffer displays features typical of hydrated copper [28], while the
XANES spectrum of Cu-ProIAPP1–48 has a significantly different shape, indicating that Cu is bound to
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ProIAPP1–48. The Cu-ProIAPP1-48 spectrum has an absorption maximum at nearly the same position
as Cu in buffer, confirming that copper, as expected, is in its doubly ionized form, Cu(II).

It is interesting to note that Zn(II) and Al(III) added in solution seem to affect the Cu-ProIAPP1–48

coordination mode in a way that depends on their concentration. In particular Zn(II) is seen to
affect the XANES spectrum of Cu-ProIAPP1–48 at high (black line), while Al(III) at low (light blue
line) concentration.

(a) (b)

Figure 3. The XANES spectra of the Cu-buffer (green line) and Cu-ProIAPP1–48 sample in the absence
of metal ions (red line) compared in panel (a) with the Cu-ProIAPP1–48 spectrum in the presence of
50 µM Al(III) (light blue line) and 1500 µM Al(III) (blue line) and in panel (b) in the presence of 50 µM
Zn(II) (grey line) and 1500 µM Zn(II) (black line).

These qualitative findings are supported by Thioflavine T (ThT) fluorescence and Dynamic
Light Scattering (DLS) measurements. In Reference [14], some of the authors of the present paper
observed that, at a ProIAPP1–48 concentration of 20 µM, which is close to the one of the present
study, the peptide forms ThT-fluorescence positive aggregates. In the presence of an equimolar
concentration of Cu(II), the ThT-fluorescence is instead significantly reduced. In reference [21] they
perform DLS measurements showing that Cu(II) has an effect on ProIAPP1–48 aggregation in the
direction of increasing the average aggregate size. The results of the experiments presented here
confirm these observations and demonstrate that the effect of Cu(II) on ProIAPP1–48 fibrillization is
due to a direct binding between the Cu(II) ions and the peptide.

For what concerns the role of other metal ions, in Reference [21] the same authors show that Al(III)
at equimolar concentration with the peptide does not have a detectable effect on ProIAPP1–48 aggregate
size. Although the ProIAPP1–48 concentrations considered in Reference [21] were higher (5–60 µm)
than that used in this study, this observation is in agreement with what we observe here, namely that
at low concentrations Al(III) ions do not have significant effects. Moreover, in Reference [14] it was also
observed that the ThT fluorescence of 20 µM ProIAPP1–48 was unaffected by the presence of 10-fold
excess of Zn(II) ion, while the fluorescence was significantly lower in the presence of an additional
10 µM Cu(II). Although these measurements are not performed in exactly the same conditions as in
the present study, taken all together they contribute to form a picture in which Cu(II) most strongly
affects ProIAPP1–48 aggregation, with Al(III) and Zn(II) being able to modulate its effect.

4. Conclusions

We are well aware of the fact that the quality of the collected spectra does not allow any speculation
about the structural differences of the possible different Cu(II) coordination modes induced by the
presence of Al(III) or Zn(II). Nevertheless, we think that the results we obtained are relevant in
two respects.
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1. Though yet at a qualitative level, the existence of differences in the XANES spectral features
induced by the presence of the Zn(II) or Al(III) in the Cu(II)-ProIAPP1–48 binding mode sample is
clearly established. These differences appear to be dependent (in different way) from the added
ion concentration.

2. Experiments of the kind we have been able to perform at the ESRF HERFD XAS line demonstrate
the general feasibility of XAS measurements on samples where the absorbing atom is present
at micromolar concentration. This last fact is of special methodological relevance as it shows
that it is possible to perform XAS measurements on very diluted metal-peptide complexes in
physiological conditions, when raising metal ions concentration to improve the signal-to-noise
ratio is not possible, as this would dramatically alter their physiological coordination mode.

In this paper we have successfully demonstrated the feasibility of XAS measurements of very
diluted samples (i.e., where the absorber concentration is at the micromolar level) and proved
that adding in solution either Zn(II) or Al(III) has a detectable impact on the Cu coordination. If,
as a next step, one wants to arrive at a detailed description of the Cu(II)-ProIAPP1–48 coordination
mode, some kind of information about the metal site structure is required. To this end NMR, X-ray
crystallography and numerical (classical and/or, ab initio) molecular approaches could be of much
help, as demonstrated in the study of similar instances performed in References [28,29].

Concluding we would like to stress that XAS is an invaluable and irreplaceable tool when
the interest is to get highly resolved (order of hundredths of Angstrom) structural information on
the metal site even for very diluted samples like the ones one often finds in the case of biological
systems in physiological conditions. Neither NMR (that needs isotopic labelling) nor X-ray diffraction
(that requires crystals) are as informative and easily accessible as XAS in these circumstances. This point
is largely acknowledged by people working in experimental groups that routinely use NMR and X-ray
diffraction. Indeed, when available, NMR and/or X-ray diffraction data are often refined (confirmed)
with complementary XAS measurements [30–34].
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Abstract: The Compton scattering of gamma rays is commonly detected using two detector layers,
the first for detection of the recoil electron and the second for the scattered gamma. We have
assembled detector modules consisting of scintillation pixels, which are able to detect and reconstruct
the Compton scattering of gammas with only one readout layer. This substantially reduces the
number of electronic channels and opens the possibility to construct cost-efficient Compton scattering
detectors for various applications such as medical imaging, environment monitoring, or fundamental
research. A module consists of a 4 × 4 matrix of lutetium fine silicate scintillators and is read out
by a matching silicon photomultiplier array. Two modules have been tested with a 22Na source in
coincidence mode, and the performance in the detection of 511 keV gamma Compton scattering has
been evaluated. The results show that Compton events can be clearly distinguished with a mean
energy resolution of 12.2% ± 0.7% in a module and a coincidence time resolution of 0.56 ± 0.02 ns
between the two modules.

Keywords: Compton camera; positron emission tomography; Compton scattering; scintillation
detector; silicon photomultiplier; medical applications

1. Introduction

Compton scattering is a well-known process in which an incoming gamma ray is interacting
with an electron, leaving a scattered gamma and a recoil electron in the final state. To detect and
to reconstruct the Compton scattering fully, one needs position- and energy-sensitive detectors.
The interaction point is determined from the location where the recoil electron is absorbed, while the
direction of the scattered gamma is determined from its energy and the position of the absorption
relative to the impact point.

The Compton scattering of gamma rays has lately received a growing interest in developing
medical physics applications such as the new generation of Positron Emission Tomography (PET)
devices, where several studies have shown that it has the potential to improve PET image quality,
since it provides information about the gamma ray polarization, as an additional handle to improve
the signal to noise ratio [1–3].

A common method of detection and reconstruction of gamma Compton scattering is to use
two detector layers, the first for measurement of energy and the location of the recoil electron and
the second for measuring the energy and absorption location of the scattered gamma, e.g., [4–8].
In PET, however, detectors are highly segmented and have a large coverage, as a pre-requisite to
achieve a good spatial resolution and sensitivity; therefore, two highly-granular detector layers for
Compton measurements would dramatically increase the cost of the apparatus. Several developments
optimized for astrophysics observations use single detector layers to measure gamma ray polarization
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via Compton scattering [9,10], but a single-layer system PET system exploiting the gamma polarization
has not been experimentally realized.

We assembled single-layer Compton detectors, and a system of two such modules was set up,
as described in [11]. Each module consists of a 4 × 4 scintillator pixel array, read out on the back side
by a matching array of Silicon Photomultipliers (SiPM) in a one-to-one coupling scheme. In this paper,
we will show that such detectors are able to reconstruct the Compton scattering events of 511 keV
gamma rays fully, as a prerequisite for gamma polarization measurements. The details of the energy,
angle, and time reconstruction methods are presented in Section 2, and the detector performance is
presented in Section 3.

2. Materials and Methods

2.1. Experimental Setup

A system of two detector modules labeled A and B has been set up. Each module consists of a 4 × 4
array of Lutetium Fine Silicate (LFS) scintillator pixels produced by Zecotec Inc. (Figure 1), read out by
a matching array of SiPM produced by Hamamatsu (Model S13361-3050AE-04). Signals from each
channel are first amplified, then digitized by fast pulse digitizers (CAEN V1743) at 1.6 GS/s and stored
for offline analysis. A detailed description of the experimental setup and the detector performance is
given in [11]. In the setup presented in this work, we additionally applied silicon grease as the optical
coupling medium between the scintillators and the SiPMs (see Subsection 2.2 for details).

A 22Na positron source (activity ≈1 μCi) in an aluminum case was positioned between the
modules, 4 cm from the front face of each detector, providing two coincident annihilation gammas of
511 keV. The data acquisition system triggered only on events where a coincident detection occurred
in both modules. The coincidence condition efficiently suppressed the random background from 176Lu
decays intrinsic to the scintillation material. The measurements were performed at room temperature
typically in a range from 20–22 ◦C and at a moderate bias voltage Ub = Ubr + 1.6 V, Ubr being the SiPM
breakdown voltage.

Figure 1. Schematic drawing of the scintillator pixel array: (a) front view; (b) side view.

2.2. Scintillator-SiPM Optical Coupling

In the setup presented in this work, silicon optical grease (BC-630 by Saint-Gobain) was used as
the optical coupling material between the scintillator crystals and the SiPM arrays. This resulted in
an increased light propagation from crystals to SiPMs, observed as an increase of signal amplitudes
up to 40%, under the same operating conditions and reflected in an improvement of the energy
resolution from ΔE/E = 12.9% down to ΔE/E = 11.4%. However, this was not the case for all
pixels: we found that after applying the silicon grease, some amplitudes remained at the same level as
before. Consequently, small variations of energy resolution from pixel-to-pixel have been observed,
resulting in the mean energy resolution of a module of 12.2% ± 0.7% (at 511 keV). Different optical
coupling methods will be investigated in the future to provide a more uniform detector performance.
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2.3. Signal Processing

Signals from all scintillator channels in triggered events are stored, which enables offline
optimization of processing algorithms for specific applications. In our approach, the energy deposition
was reconstructed by signal integration and the arrival time from the signal leading edge.

For energy reconstruction, three quantities are extracted: the average baseline, the signal
amplitude, and the signal integral. The baseline is determined as the average of at least 20 samples
before the signal rising edge; the amplitude is determined as the difference of the maximum sample
amplitude and the baseline; and the integral is determined by summing the sampled voltages
(after baseline subtraction) in the region where the signals are non-zero. An example is in Figure 2a.

To reconstruct the time of the signal arrival, we use the leading edge method: a fixed threshold
is set as close to the baseline as possible to enable triggering on the very first scintillation photons,
as discussed in [12]. In the presented results, the threshold is −15 mV (typical signal amplitudes reach
several hundreds of mV). The algorithm searches for the sample that is just above the threshold, S,
then uses linear interpolation between samples S and S − 1 to estimate the time when the threshold
had been crossed, which is taken as the time of signal arrival (Figure 2b).
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Figure 2. Examples of digitized detector signals; the distance between two samples on the X-axis
corresponds to 625 ps: (a) the signal region where the baseline, the amplitude, and the integral are
determined; (b) coincident signals from two detectors represented by circles (red) and squares (blue),
respectively. The signal region at the beginning of the rising edge is shown. The time of the signal
arrival is obtained from interpolation of the samples below and above the threshold, as marked by the
red and the blue lines for the two signals, respectively.

2.4. Energy Reconstruction

2.4.1. Energy Calibration

The raw energy spectrum is obtained as the spectrum of signal integrals for each pixel. It is
first corrected for non-linearity, which is present due to the finite number of micro cells per SiPM,
as described in [11]. Then, it is calibrated by fitting a Gaussian to the annihilation peak and setting the
corresponding value to 511 keV. For the second calibration point, we assume the zero in the integral
spectrum corresponds to zero energy, inherent to the signal processing algorithm, which subtracts
the baseline on an event-by-event basis. The calibration is performed for each data acquisition run,
typically lasting two hours. In this time window, the temperature variations are <0.1 ◦C and therefore
have a small influence on the calibration parameters (<0.5%), which is considered negligible compared
to the mean energy resolution (12.2% ± 0.7% at 511 keV).

2.4.2. Light Sharing Correction

An energy correlation between the adjacent crystal pixels had been observed, as reported in [11].
When a significantly large signal is observed in a pixel, small signals are observed in adjacent pixels,
with amplitudes proportional to the main signal amplitude, as demonstrated in Figure 3. This can be
attributed to light sharing, either as light leaking through crystal sides and the Teflon reflector (0.06 mm

39



Condens. Matter 2019, 4, 24

thick) between the pixels or by light leaking at the contact with the SiPM array. When single pixel
events are considered, the light sharing does not cause an energy reconstruction problem, since the
energy calibration is performed using single pixel spectra. However, in two-pixel events where two
adjacent pixels fire, the light sharing disguises the original energy deposition in the pixels and must be
corrected for. In order to reconstruct the Compton scattering angle θ (see Section 2.5.1) correctly, it is
important to determine the true energy response of the pixels. We present a method to decouple the
observed energies and obtain real energy depositions in the pixels.

The energy contribution in a pixel coming form an adjacent neighbor can be described as
EAdj.neighbor = ǫEmain. Suppose two adjacent pixels are labeled 1 and 2. The measured energy
responses are:

E1 = Eo
1 + ǫ12Eo

2 (1)

E2 = Eo
2 + ǫ12Eo

1 (2)

where Eo
1 and Eo

2 are the original energy depositions in the pixels and ǫ12 is the sharing fraction
characteristic of that pixel pair. It follows that:

E1 + E2 = (Eo
1 + Eo

2)(1 + ǫ12) (3)

with:
Eo

1 + Eo
2 = Eγ (4)

being the gamma particle energy. Hence, the energy sum of adjacent pixels 1 and 2 is boosted by a
factor (1 + ǫ12). This is observed in Figure 4a. By combining Equation (1) to Equation (4), one obtains
the original deposited energies as:

Eo
1 =

E1 − ǫ12E2

1 − ǫ2
12

(5)

Eo
2 =

E2 − ǫ12E1

1 − ǫ2
12

(6)

Since variations of ǫ12 are relatively small, we replace it by average module values <ǫA >= 0.060
for detector module A and <ǫB >= 0.066 for module B.

When two fired pixels are not adjacent neighbors, the shift of the summed energy is much smaller,
as summarized in Table 1. This is also visible in Figure 4a. It can be due to indirect light sharing
through an intermediate pixel or even due to dark counts from the SiPMs, which are double counted
in the sum when two pixels fire. Since the effect is much smaller than with the adjacent neighbors, it is
simply corrected for by scaling the measured pixel energy, E, by the same fraction:

Eo = (1 − ǫ)E (7)

After applying these corrections, the energy sum Eo
1 + Eo

2 is correctly reconstructed at 511 keV,
as shown in Figure 4b.

Table 1. The mean fraction of neighbor-to-main pixel energy response, < ǫ >, for the three most
abundant event topologies in modules A and B, respectively.

Neighbors Pixel Distance d (mm) <ǫA> <ǫB>

1st adjacent 3.2 0.060 0.066
1st diagonal 4.5 0.020 0.019
2nd direct 6.4 0.013 0.014
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Figure 3. Observed correlation of energies between adjacent Pixel Nos. 5 and 6, attributed to
light sharing.

Figure 4. Observed energy of the fully absorbed 511 keV gamma: (a) two-pixel events before the light
sharing correction; (b) two-pixel events after the light sharing correction.

2.5. Reconstruction of Compton Scattering Angles

The Compton events are selected by requiring two fired pixels in a module, with the sum of pixel
energies, Eo

1 + Eo
2 within ± 3σ of the full energy peak at 511 keV (435 keV < Eo

1 + Eo
2 < 590 keV) and

the energy of any pixel 60 keV < Eo
px < 405 keV. In the latter condition, the lower bound of 60 keV is

set conservatively to avoid possible noise contributions, and the upper bound of 405 keV is determined
by the Compton edge (340 keV ± 3σ).

In Compton scattering, the scattering angle θ is defined as the angle between the momenta vectors
of the incoming and the scattered gamma (�k0,�k′). The scattering angle θ does not uniquely characterize
the direction of the scattered gamma; it only defines a cone on which the scattered momentum lies.
Therefore, to reconstruct the momentum vector of the scattered gamma fully, one needs to determine
the angle φ (sometimes denoted as the azimuthal angle). In our case, it is defined as the angle between
the scattering plane (�k0,�k′) and the horizontal plane (x̂, ẑ).

2.5.1. Scattering Angle θ

In Compton scattering, the scattering angle θ is related to the energy of the scattered gamma
by kinematics:

θ = acos

(

mec2

(

1
Eγ

− 1
E

′
γ

)

− 1

)

(8)

However, one needs to determine which of the two fired pixels’ energies corresponds to the
recoil electron energy, E

′
e, and which to the scattered photon energy, E

′
γ. Specifically for Eγ = 511 keV

and θ < 60◦, this is uniquely determined, since in this case, E
′
e < E

′
γ. For θ > 60◦, corresponding to

pixel energies 171 keV < Eo
px < 340 keV, the scattering angle determination is ambiguous, as it

is not possible to directly discriminate between the forward and backward scattering, unless the
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detector provides depth-of-interaction information; e.g., for θ = 70◦, one expects the fired pixels
with energies E

′
e = 203 keV and E

′
γ = 308 keV. However, scattering at θ = 121◦ would result in the

same pixel energies, E
′
e = 308 keV and E

′
γ = 203 keV. According to Klein–Nishina relation, the ratio

of the differential cross-sections for scattering at these angles is η f /b = dσ
dΩ

|θ=70◦/ dσ
dΩ

|θ=121◦ = 1.46,
meaning that the forward scattering is more probable.

The forward-backward ambiguity can be further suppressed by exploiting the detector design
(i.e., segmentation and material). The backward scattered gammas have lower energy than the forward
scattered ones, so they will have a shorter attenuation length. Let the distance traveled by a scattered
gamma be D = d/sinθ, where d is the pixel distance in the x-y plane. The ratio of the forward to
backward scattered gammas is then:

ξ f /b = e

−D(θ f )

μ(E f ) /e
−D(θb)

μ(Eb) (9)

where μ(E) is the attenuation length in the material for given energy E and D(θ f ) and D(θb) are the
pathlengths for forward and backward scattering, respectively. The ratio of the probabilities to observe
forward versus backward scattering is Pf /Pb = η f /b × ξ f /b. Table 2 gives an example for two angles
in the region of interest (θ > 60◦).

In our approach, the scattering angle θ is reconstructed assuming the forward scattering,
meaning the pixel with the higher energy (Ehigh) is associated with the scattered gamma, while the
pixel with the lower energy (Elow) is associated with the recoil electron. For 511 keV gammas, this is
always the case for θ < 60◦, but it is also justified to assume so for larger angles since the probability
to observe the forward scattering is always larger than the one to observe the backward scattering,
Pf /Pb > 1.

Table 2. Estimated ratio of forward to backward scattering probabilities for two angle combinations θ

with ambiguous energy response. Attenuation lengths in the Lutetium Fine Silicate (LFS) scintillator
derived from [13].

θ f /θb η f /b Pixel Distance d (mm) ξ f /b Pf /Pb

80◦/102◦ 1.20 3.2 (1st neighbors) 1.4 1.7
6.4 (2nd neighbors) 1.9 2.3

70◦/121◦ 1.46 3.2 (1st neighbors) 2.5 3.6
6.4 (2nd neighbors) 6.1 8.9

The uncertainty in the determination of the scattering angle is dominated by the energy resolution
of the pixels. After substituting Eγ = Ee′ + Eγ′ in Equation (8), it follows:

σ2
θ =

(

∂θ

∂Ee′
σEe′

)2
+

(

∂θ

∂Eγ′
σEγ′

)2
(10)

An empirical estimate of the uncertainty is obtained as follows: we assume Ehigh = Eγ′ and
Elow = Ee′ ; therefore, one can obtain the ∂θ

∂Eγ′
and ∂θ

∂Ee′
slopes from the measured distributions as

in Figure 5. Further, the σE at lower energies can be estimated by scaling the average single pixel
energy resolution at 511 keV (12.2% or σE = 26.5 keV) as σE ∼

√
E. It follows that the angular

uncertainty for, e.g., θ = 70◦ is σθ = 7.9◦, and for θ = 80◦, it is σθ = 8.0◦, the latter being equivalent to
Δθ = 18.8◦ (FWHM).
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Figure 5. Reconstructed scattering angle versus response in: (a) lower-energy pixel; (b) higher-
energy pixel.

2.5.2. The Angle φ

For gammas that Compton scatter inside the detector module, the angle φ is determined from the
position of the fired pixels. According to Figure 1, one can write:

tanφ =
y2 − y1

x2 − x1
(11)

where (x1, y1) are the coordinates of the center of the pixel where the recoil electron is detected and
(x2, y2) are the coordinates of the center of the pixel where the scattered gamma is detected.

The uncertainty of the φ angle is dominated by the pixel size, i.e., by the uncertainty of the
interaction position within the pixel:

σ2
φ =

(

∂φ

∂x1
σx1

)2
+

(

∂φ

∂x2
σx2

)2
+

(

∂φ

∂y1
σy1

)2
+

(

∂φ

∂y2
σy2

)2
(12)

Since all the pixels have the same dimensions, the expression for the uncertainty becomes:

σ2
φ = 2

(

∂φ

∂x
σx

)2
+ 2

(

∂φ

∂y
σy

)2
(13)

The partial derivatives follow from Equation (11); hence, we get:

σ2
φ =

2(x2 + y2)

(x2 + y2)2 σ2 (14)

We can write (x2 + y2) = d2, where d is simply the distance between the pixels (in the x-y plane).
Furthermore, from x-y symmetry, it follows that σx = σy = σ = a/

√
12, where the last equality is

know as the standard deviation of a uniform distribution with the width a. The expression for the
uncertainty in φ simplifies to:

σφ =
1√
6

∣

∣

∣

a

d

∣

∣

∣
(15)

where a = 3.14 mm, the width of the crystal pixel; e.g., for the adjacent neighbors, σφ = 23.0◦, and for
the second neighbors, it is σφ = 11.5◦ or expressed as the full-width at half maximum, the angular
resolutions amount Δφ = 54◦ and Δφ = 27◦, respectively.

2.5.3. Acceptance Correction

The φ-acceptance for the gammas that Compton scatter inside the module is not uniform, because
they are more attenuated for the angles covered by distant pixel pairs. To correct this effect, we estimate
the φ-acceptance experimentally, by plotting the normalized φ-distribution, φnorm, obtained for all
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triggered 511 keV gammas that undergo Compton scattering in a module, as shown in Figure 6.
The acceptance-corrected φ distribution, for any subset of measured Compton scattering events, is then
obtained according to:

φ(bin) =
φmeasured(bin)

φnorm(bin)
(16)

where bin represents a bin in the histogram.

φ
− − −

Figure 6. The normalized φ-acceptance for Compton scattering of 511 keV gammas in a module.

2.6. Time Reconstruction

To determine the time of the signal arrival, we apply the leading edge time pick off, described in
Section 2.3. However, additional corrections are applied to improve the coincidence time resolution
between detector module A and the detector module B.

2.6.1. Channel-To-Channel Correction

The coincidence time spectrum, Δta,b = ta − tb, is determined for each pair of channels (a, b),
where a = 0...15 from detector A and b = 0...15 from detector B, using single pixel events, in which
the full energy of the first gamma is deposited in a single pixel in one module and the full energy
of the second gamma is deposited in a single pixel in the other module. We have observed that
coincidence peaks in the time spectra have different offsets, which vary from channel to channel in the
range −0.8 ns–0.6 ns, as a consequence of small channel-to-channel hardware variations (Figure 7a).
However, the offsets are fixed in time and can be subtracted. After this correction, the coincidence time
spectra of any channels pairs are positioned as zero, as demonstrated in Figure 7b.
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Figure 7. Channel-to-channel timing variations: (a) before correction; (b) after correction.

2.6.2. Walk Correction

It is known that the leading-edge timing method suffers from the so-called walk effect dependence
of the threshold crossing time on the signal amplitude. For the coincidence time, Δt = tA − tB, this is
translated into dependence on EA − EB, where EA and EB are total energies in modules A and B,
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respectively (Figure 8a). To correct the effect, we fit a first order polynomial Δt = k ΔE + l to data from
which the slope k is determined. The corrected spectrum is obtained as:

Δtc = Δt + k ΔE (17)

The ΔE − Δt diagram after applying this correction is shown in Figure 8b. This improves the
coincidence time resolution by ∼ 4%.
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Figure 8. Coincidence time Δt = tA − tB vs. energy difference ΔE = EA − EB, for Compton events.
Histogram (a) shows the walk effect as a clear dependence between Δt and ΔE. Histogram (b) is
obtained after applying the walk correction.

2.6.3. Timing in Two-Pixel Events

In two-pixel Compton events, one can define the arrival time by two channels in each module.
We have compared two approaches: in the first, we determine the time in each detector module as the
simple average of the two pixel times:

tm =
tm,1 + tm,2

2
(18)

where m = A, B and indices 1 and 2 refer to the two pixels fired in the module.
In the other approach, we determine the time in each module as a weighted average of the two

pixel times:

tm = tm,1
E1

Em
+ tm,2

E2

Em
(19)

where m = A, B and indices 1 and 2 refer to the two pixels fired in the module. As demonstrated in
Figure 9, the latter method yields a better result.
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Figure 9. Coincidence time spectra for selected Compton events, after applying channel-by-channel
and walk corrections. In (a) is shown the coincidence time spectrum calculated using the arithmetic
mean. In (b) is the coincidence time spectrum calculated using the weighted mean.

45



Condens. Matter 2019, 4, 24

3. Results

We investigated several aspects of detector performance in Compton scattering of 511 keV gamma
particles: the ability to detect the Compton scattering events, including the reconstruction of the
scattering angles (θ, φ), as well as the corresponding energy and angular resolutions. We also tested
the timing performance of two modules in coincident detection of two 511 keV gamma particles from
positron annihilation.

3.1. Reconstruction of Compton Events

To select the events where Compton scattering occurs inside a module, we require that the total
deposited gamma energy, defined as the sum of the fired pixels’ energies, is within the ±3σ range
from the peak maximum, as in Figure 10a. Generally, in those events, one or more pixels could have
fired, contributing to the total energy. The relative abundances of events with different multiplicities of
fired pixels are summarized in Table 3. By selecting the events with two fired pixels and full energy
deposition, we select the Compton scattered gammas. The obtained energies of contributing pixels are
shown in Figure 10b–d.

Figure 10. Compton event reconstruction: (a) Energy deposition in detector module A. The selected
energy range corresponding to full energy deposition is shaded. (b) Energy in two pixels that fire in a
Compton event; in this example, pixel 6 vs. pixel 4 (second neighbors). (c) Energy deposition in pixel 4,
for all triggered events (full spectrum) and for filtered Compton events (shaded). (d) Energy deposition
in pixel 6, for all triggered events (full spectrum) and for filtered Compton events (shaded).

Table 3. Abundance of events with different multiplicities relative to the total triggered events.

Events Fraction of Events

Total triggered 1
Full energy deposition in the module 0.62
of which events with:
1 pixel fired 0.46
2 pixels fired 0.15
>2 pixels fired 0.01
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3.2. Energy Resolution

The Compton events may have different event topologies in a detector module reflected in
different mean inter-pixel distances, d, ranging from 3.2 mm for the adjacent pixels to 13.6 mm for
the farthest pixel pairs (see Figure 1). A specific event topology can be chosen by selecting the
corresponding pixel distance. The total gamma energy, reconstructed as the sum of the fired pixels’
energies, is shown in Figure 4a. One observes the shift of the position of the full energy peak depending
on event topology. Most notably, the peak maximum is shifted upwards ∼30 keV for the events where
the fired pixels are adjacent neighbors, while much lower shifts (<10 keV) are observed when the fired
pixels are more distant neighbors. The observed shifts had been attributed to light sharing between the
pixels [11]. A procedure to correct this effect and reconstruct the real energy depositions is presented in
Section 2.4.2. Upon applying it, the gamma energies are correctly reconstructed for all event topologies,
as demonstrated in Figure 4b.

The energy resolution at 511 keV, defined as the full width at half maximum of the energy sum
peak, was 12.4% ± 0.1% for the Compton events, where the fired pixels are adjacent neighbors, and it
was 12.0% ± 0.2% for the case where the fired pixels are farther neighbors. This is consistent with the
observed mean energy resolution of single pixels, which was 12.2% ± 0.7%.

3.3. Angular Resolution

The scattering angle θ was reconstructed from the measured pixel energies using Compton
scattering kinematics (see Section 2.5 for details). The reconstructed angles were in the range of
40◦ < θ < 90◦, as shown in Figure 11a, where the lower limit (θ = 40◦) was set by the pixel energy
threshold, while the upper limit was determined by the reconstruction algorithm, which relies on
suppression of the observed scattering at angles θ > 90◦, due to a lower cross-section and short
attenuation length. The angular resolution was limited by the energy resolution of the pixels, and it
was approximately constant throughout the acceptance, being Δθ ≃ 18.8◦ (FWHM).

The angle φ was reconstructed from the relative positions of the two fired pixels. In this case,
the module had a full 2π acceptance; however, it was non-uniform, because the scattered gammas
were more attenuated at the angles covered by more distant pixel pairs, as shown in Figure 6. This can
be corrected, as described in Section 2.5.3. Figure 11b shows an example of the acceptance-corrected φ

distribution for coincident Compton events in two modules. The angular resolution in φ depends on
the distance of the fired pixels, ranging from Δφ = 12.7◦ (FWHM) for the largest pixel distance d to
Δφ = 54◦ (FWHM) when the fired pixels are adjacent neighbors.

Figure 11. Example of reconstructed angles in Compton scattering: (a) the scattering angle θ; (b) the
angle φ (acceptance corrected).

3.4. Coincidence Time Resolution

The coincidence time resolution (CTR) of the system of two modules has been evaluated for
events where Compton scattering occurs in both modules. In order to minimize the influence of events
with incomplete energy absorption in a module, we required the energy in each module to be ±2σ
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from the full energy peak. The arrival time of each signal was reconstructed by the leading edge
method, on top of which we applied walk correction and pixel-to-pixel offset correction, described in
detail in Section 2.6.1.

In Compton events, two fired pixels in each module can determine time, and we have examined
two approaches to combine this information. In the first, the time in a module was determined as the
arithmetic mean of the times reconstructed from pixels, while the second approach used the weighted
mean, with weights corresponding to energy deposited in each pixel. The time difference between
the modules Δt = tA − tB is plotted in Figure 9. The first method resulted in Δt = 0.61 ± 0.02 ns
(FWHM), while the second method yielded Δt = 0.56 ± 0.02 ns (FWHM). The latter is consistent with
the result Δt = 0.54 ± 0.02 ns (FWHM) obtained for single-pixel (photo-electric absorption) events,
under the same operating conditions.

4. Discussion and Conclusions

We have presented the performance of the single-layer scintillator pixel detectors,
demonstrating that it is possible to detect Compton scattered gamma particles with energy and
timing resolutions comparable to those achieved in photo-electric absorption, while it is also possible
to reconstruct the direction of the scattered gammas. The detection and full reconstruction of Compton
scattering has been of interest in medical imaging, such as PET, where measurement of polarization
correlations of annihilation quanta had been studied to improve sensitivity. This work proves
the concept of the full Compton scattering reconstruction in modules with only one readout layer.
Compared to two-layer Compton detectors, the number of electronic channels is reduced by a half;
hence, the application of single-layer modules could have the potential to significantly improve the
cost efficiency for larger devices with Compton detection capabilities.
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Abstract: The VIP-2 experiment aims to perform high precision tests of the Pauli Exclusion Principle
for electrons. The method consists in circulating a continuous current in a copper strip, searching
for the X radiation emission due to a prohibited transition (from the 2p level to the 1s level of
copper when this is already occupied by two electrons). VIP already set the best limit on the PEP
violation probability for electrons 1

2 β2 <4.7 × 10−29, the goal of the upgraded VIP-2 (VIolation of
the Pauli Exclusion Principle-2) experiment is to improve this result of two orders of magnitude at
least. The experimental apparatus and the results of the analysis of a first set of collected data will
be presented.
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1. Introduction

The VIP collaboration is performing high precision tests of the Pauli Exclusion Principle (PEP)
for electrons, in the extremely low cosmic background environment of the Underground Gran Sasso
Laboratories (LNGS) of INFN (Italy). According to the PEP a system can not hold two (or more)
fermions with all quantum numbers identical. PEP stands as one of the fundamental and most
solid cornerstones of modern physics, its validity explaining a plenty of phenomena such as the
structure of atoms. The PEP was originally formulated for the electrons (see Ref. [1]) and was
later extended to all the fermions by the spin-statistics theorem, which can only be demonstrated
within Quantum Field Theory (QFT). According to the spin-statistics connection the quantum states
of identical particles are necessarily either symmetric (for bosons) or antisymmetric (for fermions)
with respect to their permutation. Extensions of the QFT admit, however, spin-statistics violations,
hence experimental evidence of even a tiny violation of the PEP would be an indication of physics
beyond the Standard Model.

VIP (see Refs. [2–4]) greatly improved an experimental technique conceived by Ramberg and
Snow (see Ref. [5]) which consists in circulating a DC current in a copper conductor and search for
the X-rays signature of PEP-violating Kα transitions (2p → 1s in Cu when the 1s level is already
occupied by two electrons). As a consequence of the shielding effect of the two electrons in the
ground state, the Kα violating transition is shifted of about 300 eV with respect to the standard line
and is then distinguishable in precision spectroscopic measurements. Such experimental procedure
aims to evidence an anomalous behaviour of the newly injected electrons which never had before
the possibility to perform the searched violating Kα transition in the target Cu atoms. In this sense
VIP strictly fulfills the Messiah-Greenberg superselection rule [6] which excludes transitions between
different symmetry states in a given system. Considering open systems is then a crucial feature in
order to consistently test a violation of the PEP, whose probability is usually quantified by means of
the β2/2 parameter [7,8].

In what follows the upgraded VIP-2 experimental apparatus (see Refs. [9,10]) will be presented,
and the analysis of a first set of data (collected in 2016) will be described. As will be shown VIP-2 already
improved the upper limit imposed by VIP on β2/2 (after three years of data taking), which represents
the best limit ever on the PEP violation probability for electrons. The final goal of VIP-2 (which is
presently acquiring data) is to either further improve the limit of two orders of magnitude, or to
measure a signal of PEP violation.

2. The VIP-2 Experimental Apparatus

VIP-2 is the upgraded version of the VIP experiment and aims to improve the result obtained
by VIP of two orders of magnitude at least. VIP set the best limit on the PEP violation probability
for electrons 1

2 β2 <4.7 × 10−29 [2] exploiting the experimental technique which was pioneered by
Ramberg and Snow. The VIP experimental setup made use of Charge Coupled Devices (CCDs) as the
X-ray detectors; CCDs were characterised by a Full Width at Half Maximum (FWHM) of 320 eV at
8 keV, corresponding to the definition of the Region Of Interest (ROI) where the signature of anomalous
X-ray transitions is searched for. Moreover, VIP was operated in the extremely low cosmic background
environment of the Underground Gran Sasso Laboratories (LNGS) of INFN.

The goal of VIP-2 will be achieved by implementing many improvements in the experimental
apparatus. The core components of the VIP-2 setup are illustrated in Figure 1. The new layout of the
copper target consists of two strips of copper (with a thickness of 50 µm, and a surface of 9 cm × 2 cm)
the new geometry results in a higher acceptance for the X-ray detection. The heat due to the dissipation
in copper would lead to a significant temperature rise in the strip. In order to avoid this effect a cooling
pad (cooled down by a closed chiller circuit) is placed in between the two strips. This also allows to
enhance the DC current circulating on the strips to 100 A (instead of the 40 A in VIP) thus increasing
the candidate event pool for the anomalous X-rays. The CCDs were replaced by Silicon Drift Detectors
(SDDs) as X-ray detectors, with a better energy resolution (190 eV FWHM at 8 keV). The data presented
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in this work were acquired by means of two arrays of 1 × 3 SDDs surrounding the copper target, each
array with 3 cm2 of effective surface. The SDDs were cooled down to −170 ◦C with circulating liquid
argon in a closed cooling line. With a current of 100 A circulating in the strips, their temperature rises
up by about 20 ◦C, inducing a temperature rise at the SDDs of about 1 K, which does not significantly
alters the SDDs performances.

The timing capability of the SDDs also enables to introduce an active shielding system. This veto
system is made of 32 plastic scintillator bars (250 mm × 38 mm × 40 mm bar) surrounding the SDDs
and serves to remove the background originating from the high energy charged particles that are not
shielded by the rocks of the Gran Sasso mountains. The light output of each scintillator is read out by
two silicon photomultipliers (SiPMs) coupled to each end of the bars.

10 cm

X-ray tube
Veto scintillators

copper conductor

copper strips
SDDs

Figure 1. The side views of the design of the core components of the VIP-2 setup, including the SDDs
as the X-ray detector, the scintillators as active shielding with silicon photomultiplier readout.

All the detectors and the front end preamplifier electronics are mounted inside the vacuum
chamber which is kept at 10−5 mbar during operation.

In order to perform quick energy calibration and SDDs resolution measurements an X-ray tube
on top of the setup irradiates Zirconium and Titanium foils, to produce fluorescence reference lines.
A Kapton window in the vacuum chamber and an opening solid angle in the upper scintillator bars,
allow to collect in one hour enough statistics for the SDDs performance monitoring. A secondary
energy calibration method of the SDDs is performed by means of a weakly radioactive Fe-55 source,
with a 25 µm thick Titanium foil attached on top, mounted together inside an aluminum holder. The six
SDDs have an overall 2 Hz trigger rate, accumulating events of fluorescence X-rays from titanium and
manganese to calibrate the digitized channel into energy scale.

The VIP-2 experimental apparatus was transported and mounted in the LNGS at the end of 2015.
Following a period of tuning and optimization a first campaign of data taking started from October
2016 with the complete detector system (except the passive shielding). A total amount of 34 days of
data with a 100 A DC current and 28 days without current were collected until the end of the year 2016.
In the next section, the analysis of this data set and the obtained result are shown.

The VIP-2 setup was further upgraded during 2018: new copper targets were realised, the SDDs
arrays were replaced with two arrays 2 × 8 for a total of 32 SDDs and the passive shielding was
mounted. The passive shielding, which is made of two layers of lead and copper blocks, will kill most
of the background due to environmental gamma radiation. The final configuration of the VIP-2 setup,
which is presently taking data, is shown in Figure 2. The energy calibrated spectra corresponding to an
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equal data collection period of 39 days during 2018, with and without current, are shown in Figure 3
left and right respectively. The data analysis, performed with a similar procedure to that described in
Section 3, is presently ongoing on this data set.

More details on the VIP-2 experimental apparatus, the trigger logic, data acquisition and slow
control can be found in Ref. [9].

196

1
1

1

146

1
1

1

150

plastic box

lead blocks

copper blocks

vacuum chamber

nitrogen gas

Figure 2. Perspective views of the VIP-2 apparatus with passive shielding, with the dimensions in
cm. Nitrogen gas with a slight over pressure with respect to the external air will be circulated inside
a plastic box in order to reduce the radon contamination.

Figure 3. Energy calibrated spectra corresponding to 39 days of data taking without current (left) and
39 days with 100 A DC current (right) collected during 2018.

3. Data Analysis

In order to put in evidence an eventual signal of PEP violating Kα transitions a simultaneous fit was
performed of the two spectra collected with and without current; the spectra and the obtained fit result
are shown in Figure 4. The fit was performed by minimising a global Chi-square function, which is
obtained as the product of the likelihoods corresponding to the two spectra, assuming the measurement
errors to be distributed according to Gaussians. The fit proceeds in two steps: as first (see Figure 4a)
a wide energy range is used (from 3.5 keV to 11 keV) in order to exploit the high statistics titanium
and manganese lines to determine the Fano Factor and the Constant Noise (an energy independent
contribution to the energy resolution). The parameters obtained from this pre-fit are then used as
an input for the second fit in the range from 7 keV to 11 keV (see Figure 4b top), from which the shape
of the continuous background near the interesting transition is better determined. The fit parameters
accounting for the detector energy resolution, the shape of the continuous background, the shape
of the fluorescence peaks, are common for the spectra with and without current. The parameters
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representing the intensities of the fluorescence peaks and of the continuous background are separately
defined. For the current on spectrum an additional Gaussian component was introduced representing
the eventual PEP violating Kα transition line, the centre of the line was set at 7746.73 eV (see Refs. [9]).
In Figure 4b bottom the residuals from the second fit are shown for the two spectra. The Chi-square
minimisation was performed using the MINUIT package of the CERN ROOT software framework [11].
From the fit the number of candidate PEP violating events, contributing to the Kα violating transitions,
is obtained, together with the corresponding statistical error:

NX = 54 ± 67 (statistical). (1)

By analogy with the original limit estimated by Ramberg and Snow in Ref. [5] NX can be related
to the PEP violation probability 1

2 β2 as follows:

NX ≥ 1
2

β2 · Nnew · 1
10

· Nint · ǫ. (2)

In Equation (2) Nnew = (1/e)
∫

Δt I(t)dt is the number of current electrons injected in the
copper target over the acquisition time period (with current) Δt, the factor 1/10 accounts for the
capture probability (per electron-atom scattering) into the 2p state (see Ref. [12]), Nint = D/μ is the
minimum number of electron-atom scatterings, where D is the effective length of the copper strip
and μ the scattering length for conduction electrons in the copper strip, to conclude ǫ = 1.8% is the
detection efficiency factor, obtained by means of a Monte Carlo (MC) simulation (as described in [9]).
By substituting μ = 3.9 × 10−6 cm, e = 1.602 × 10−19 C, I = 100 A, and the effective length of the
copper strip D = 7.1 cm (the same used in the MC simulation), using the three sigma upper bound
of 3 · ΔNX = 201 to give a 99.7% C.L., the following upper limit is obtained for the PEP violation
probability:

β2

2
≤ 3.4 · 10−29. (3)
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Figure 4. A global chi-square function was used to fit simultaneously the spectra with and without
100 A current applied to the copper conductor. The energy position for the expected PEP violating
events is about 300 eV below the normal copper Kα1 transition. The Gaussian function and the tail part
of the Kα1 components and the continuous background from the fit result are also plotted. (a): the fit to
the wide energy range from 3.5 keV to 11 keV; (b): the fit and its residual for the 7 keV to 11 keV range
where there is no background coming from the calibration source. See the main text for details.
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4. Discussion and Perspectives

In analogy with the analysis performed by Ramberg and Snow, the limit obtained in Equation (3)
assumes a very simple straight path of the electrons across the Cu target strip. As a consequence, the
scattering length is used in order to estimate the number of electron capture processes. In Ref. [13] it is
argued that scatterings are not actually related to the atoms themselves, but depend on impurities,
lattice imperfections and on phonons. For this reason the mean time between close electron-atom
encounters is instead evaluated in Ref. [13], which is found to be 3.5·10−17s (instead of the much longer
average scattering time 2.5 × 10−14). Considered the traversal time of the copper target (which is
estimated in [13] to amount to 10 s for the setup described in Section 2) an improved limit is obtained

on the PEP violation probability: β2

2 ≤ 2.6 · 10−40.
The analysis presented in Ref. [13] for the complex random walk which electron undergo in

crossing the copper target material is mostly classical. We are presently working to extend the
calculation to the quantum domain.
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Abstract: This article presents the kaonic atom studies performed at the INFN National Laboratory
of Frascati (Laboratori Nazionali di Frascati dell’INFN, LNF-INFN) since the opening of this field
of research at the DAΦNE collider in early 2000. Significant achievements have been obtained by
the DAΦNE Exotic Atom Research (DEAR) and Silicon Drift Detector for Hadronic Atom Research
by Timing Applications (SIDDHARTA) experiments on kaonic hydrogen, which have required the
development of novel X-ray detectors. The 2019 installation of the new SIDDHARTA-2 experiment to
measure kaonic deuterium for the first time has been made possible by further technological advances
in X-ray detection.
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1. Introduction

An exotic atom is an atomic system where an electron is replaced by a negatively charged particle,
which could be a muon, a pion, a kaon, an antiproton, or a sigma hyperon, bound into an atomic orbit
by its electromagnetic interaction with the nucleus.

Among exotic atoms, the hadronic ones, in which the electron is replaced by a hadron, play a
unique role, since their study allows for the experimental investigation of the strong interaction
described by Quantum Chromo Dynamics (QCD). The interaction is measured at threshold since the
relative energy between the hadron forming the exotic atom and the nucleus is so small that it can be,
for any practical purpose, neglected.

Experiments measuring kaonic atoms, in particular kaonic hydrogen, performed from the
70s through the 80s [1–3] have left the scientific community with a huge problem known as
the “kaonic hydrogen puzzle”: the measured strong interaction shift of the fundamental level
with respect to the electromagnetic calculated value was positive, the resulting level more bound,
which meant an attractive-type strong interaction between the kaon and the proton. This was in
striking contradiction with the results of the analyses of low-energy scattering data, which found a
repulsive-type strong interaction.

In this paper, we describe the DAΦNE Exotic Atom Research (DEAR) [4] and Silicon Drift Detector
for Hadronic Atom Research by Timing Applications (SIDDHARTA) experiments [5] on kaonic
hydrogen at the DAΦNE collider at the INFN National Laboratory of Frascati (Laboratori Nazionali
di Frascati dell’INFN, LNF-INFN). These experiments have characterized the progress in detector
development achieved in performing precision measurements of kaonic atoms.

DEAR has contributed to solve the “kaonic hydrogen puzzle”, after the measurement of the
KpX experiment at KEK [6], disentangling the full pattern of the K-series lines of kaonic hydrogen by
employing charged-coupled devices (CCDs) that take advantage of their pixelized structure to obtain
a powerful background reduction based on topological and statistical considerations.

SIDDHARTA used large area silicon drift detectors (SDDs) with microsecond timing capabilities.
The main feature of the SDDs is the small value of the anode capacitance, enabling good resolution
in energy and time. SIDDHARTA has performed the most precise measurement in the literature on
kaonic hydrogen transitions.

In 2019, a new experiment, the SIDDHARTA-2 experiment, will be installed on DAΦNE to perform
the first measurement of kaonic deuterium. The experimental challenge of the kaonic deuterium
measurement is the yield, one order of magnitude less than kaonic hydrogen, and the even larger
width. In order to satisfy the stringent requirements of the measurement, new monolithic SDD
arrays have been developed with an improved technology, which increases the stability, optimizes the
geometrical X-ray detection efficiency, and reduces the drift time.

Section 2 describes the kaonic atom measurements performed at DAΦNE by the DEAR experiment
employing CCDs. Section 3 describes the measurements performed by the SIDDHARTA experiment
employing SDDs. Section 4 looks at the future measurement of kaonic deuterium by the SIDDHARTA-2
experiment at DAΦNE. Conclusions are drawn in Section 5.

2. Kaonic Atom Measurements at DAΦNE Employing CCDs

2.1. Charge-Coupled Devices (CCDs)

Charge-coupled device (CCD) arrays are ideal detectors for a variety of X-ray imaging and
spectroscopy applications, and in particular, in exotic atom research [7–9]. The CCD is essentially a
silicon integrated circuit of the MOS type. The device consists of an oxide-covered silicon substrate
with an array of closely spaced electrodes on top. Each electrode is equivalent to the gate of an MOS
transistor. Signal information is carried in the form of electrons. The charge is localized beneath
the electrodes with the highest applied potentials because the positive potential of an electrode
causes the underlying silicon to be depleted to a certain depth and thus have a positive potential,
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which attracts the electrons. It is therefore common to say that the electrons are being stored in a
“potential well”. “Charge coupling” is a technique to transfer a signal charge from under one electrode
to the next (Figure 1). This is achieved by also taking the voltage of the second electrode to a high
level, then reducing the voltage of the first electrode. Therefore, by sequentially pulsing the voltages
on the electrodes between high and low levels, charges can be made to pass down an array of many
electrodes with hardly any loss and very little noise.

Figure 1. Charge signal transfer from one pixel to the next. One pixel contains three electrodes.
The charges are in electrode No. 2, which has a voltage +V of 10 V. The voltage of electrode No. 3 is
set to the same level as that of No. 2. Simultaneously, the voltage of No. 2 is reduced and the charges
move to No. 3. A sequential pulsing of electrodes between two levels therefore allows a charge signal
transfer over many electrodes (pixels).

CCDs are operated in vacuum and cooled down to approximately 160 K in order to limit dark
current and therefore allow for up to several hours of exposure time. They operate in a similar
way to conventional silicon solid state detectors in that the incoming X-rays, following absorption
by photoelectric effect, are converted to electron–hole pairs where each pair requires 3.68 eV for its
creation. In contrast to the visible photon case, the number of electrons created depends on the X-ray
energy, and a good energy resolution can therefore be achieved.

The energy resolution of a CCD is given by:

Δ E FWHM(eV) = 2.355 × 3.68(N2 +
FE

3.68
)1/2, (1)

where N is the r.m.s. transfer and readout noise of the CCD, F is the Fano factor, and E is the X-ray
energy. From the formula above, the best possible energy resolution with Si CCDs can be estimated
by considering N2 very small. The result is 70 eV FWHM at 2 keV and 140 eV FWHM at 8 keV.
The characteristic parameters of CDDs are reported in Table 1.
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Table 1. Comparison of X-ray detectors for kaonic atom research.

Detector Si(Li) CCD SDD-JFET SDD-CUBE

Effective area (mm2) 200 724 3 × 100 8 × 64
Thickness (mm) 5 0.03 0.45 0.45

Energy resolution, FWHM, (eV) at 6 keV 410 150 160 140
Drift time (ns) 290 - 800 300

Experiment KpX DEAR SIDDHARTA SIDDHARTA-2
Reference [6] [4] [5] [10]

The identification of X-ray events and the determination of their energies is achieved by taking
advantage of the pixel structure, which allows the application of a selection based on topological
and statistical criteria [11]. This powerful background rejection tool is based on the fact that X-rays
in the 1–10 keV energy range interact mainly via photoelectric effect and have a high probability of
depositing all their energy in a single, or at most two, adjacent pixels, whereas the energy deposited
from background particles (charged particles, gammas, neutrons) is distributed over several pixels
(therefore called “cluster events”), which can be rejected (see Figure 2 (left)). A selected “single-pixel”
(see Figure 2 (right)), a pixel with a charge content above a selected noise threshold, that is surrounded
by eight neighbor pixels having a charge content below that threshold is considered to be an X-ray hit.

Figure 2. (left) Particle interactions and charge collection in a CCD detector; (right) example of an
X-ray signal (inside the circle) in a CCD picture exposed during a data taking run.

2.2. The DEAR Kaonic Hydrogen Measurement at DAΦNE

After the KEK result, the primary goal of the DEAR experiment at the LNF-INFN e+e− DAΦNE
collider was a precise determination of shift and broadening, due to strong interaction, of the
fundamental level of kaonic hydrogen and a complete identification of the pattern of lines of the
K-series transitions. The DEAR experiment took advantage of the clean (no contaminating particles in
the beam), low-momentum (127 MeV/c), nearly monoenergetic (Δp/p = 0.1%) beam of kaons from
the decay of φ-mesons produced by e+e− collisions in the DAΦNE collider.

A shaped degrader of Kapton foils, from 150 µm up to 1200 µm thickness was used to put kaons
at rest in the hydrogen atoms. The stopping efficiency was about 1%, with an intrinsic efficiency of
almost 100%. At KEK, the 600 MeV kaon beam was produced by the 16 GeV proton beam of the KEK
Proton Synchrotron on a thick target and then brought to rest in the hydrogen target using graphite
degrader a few tens of cm thick. Due to the production mechanism, kaons were accompanied by pions
in a ratio K/π equal to 1/90. The stopping efficiency was 0.06%, with an intrinsic efficiency of about
2% due to the broad energy distribution.

The DEAR setup consisted of three components: a kaon detector, a cryogenic target system,
and an X-ray detection system. Figure 3 shows a schematic view of the setup. The whole setup was
installed in one of the two interaction regions of DAΦNE.
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Figure 3. Schematic view of the DEAR experimental setup; only the right outer lead wall shielding
is shown.

For X-ray detection, Marconi Applied Technologies CCD55-30 chips were selected. Each CCD55-30
chip has 1152 × 1242 pixels of 22.5 × 22.5 µm2, resulting in a total effective area of 7.24 cm2 per chip.
The depletion depth is about 30 µm. The study of transport and charge integration procedures has
shown that the best results in terms of resolution and linearity can be obtained with a readout time
of about 90 s. The evaluation of the occupancy effect indicates that a total exposure (readout plus
static) of 120 s does not significantly reduce efficiency. Since the amount of data to be collected for
each readout was relatively high, a period of 2 min was chosen. During the readout, the CCDs are
exposed and since no imaging was necessary, the whole acquisition could be done in continuous
readout (no static exposure). The target cell was surrounded by 16 CCDs covering a total area of
116 cm2 and facing the cryogenic target cell. The CCD front-end electronics and controls and the data
acquisition system were specially made for this experiment.

The number of hit pixels in a cluster categorizes the event type. In the DEAR analysis [11], events
having 1 or 2 hit pixels were selected as X-ray events to increase both X-ray detection efficiency and
the signal-to-noise ratio. The typical fraction of hit pixels per frame was about 3–5% so as to have an
efficiency of hit recognition of about 98–99%. The X-ray detection efficiency as a function of energy
and the X-ray event loss due to pile-up effect were calculated by means of Monte Carlo simulations
and laboratory tests. The effect of applying charge-transfer efficiency corrections was an improvement
in the resolution from 214 eV (FWHM) to 176 eV at the Kα line of Cu (8040 eV).

An energy calibration procedure based on fluorescence lines from setup materials excitation
and the Ti and Zr foils was applied for each detector. Data from all individual detectors were then
added. The overall resolution of the sum of detectors was determined: the values range from 130 eV
(FWHM) for Ca Kα (3.6 keV) to 280 eV for Zr Kα (15.7 keV). The energy spectra consist of a continuous
background component, fluorescence lines from setup materials, and kaonic hydrogen lines.

A measurement with non-colliding beams, i.e., e+e− beams separated in the interaction region,
was performed. These data represented the so-called “no collisions background”.

Two independent analyses were performed. The two analysis methods differ essentially in the
background spectrum used. Analysis I used the bulk of no collisions data as the background spectrum.
Analysis II used as the background spectrum the sum of kaonic nitrogen data [12], taken initially
in order to optimize the kaon stopping distribution and to characterize the machine background,
and a subset (low CCDs occupancy) of no collisions data. The two analyses gave consistent results.
Figure 4 shows the kaonic hydrogen X-ray spectra for both analyses after continuous and structured
background subtraction.
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Figure 4. The DEAR kaonic hydrogen X-ray spectrum after continuous and structured background
subtraction: (a) results of analysis I; (b) results of analysis II. The fitting curves of the various kaonic
hydrogen lines are shown [4].

The resulting weighted average of the ground state shift ε1s was

ε1s = −193 ± 37(stat)± 6(syst) eV. (2)

The weighted 1s ground state width Γ1s was

Γ1s = 249 ± 111(stat)± 30(syst) eV. (3)

The DEAR results were consistent with the KEK measurement [6] to within 1σ of their respective
errors. The repulsive-type character of the K−p strong interaction was confirmed.

The uncertainty of the DEAR results was about twice smaller than that of the KpX values.
DEAR observed the full pattern of kaonic hydrogen K-lines, clearly identifying the Kα, Kβ, and Kγ

lines. The statistical significance of the summed intensities of the K-lines was 6.2 σ.

3. Kaonic Atom Measurements at DAΦNE Employing SDDs

3.1. Silicon Drift Detectors (SDDs)

The silicon drift detector, in its basic form proposed by Gatti and Rehak [13–15] in 1983, is a
fully depleted detector in which an electric field parallel to the surface, created by properly biased
contiguous field strips, drives signal charges towards a collecting anode (see Figure 5). The unique
feature of this detector is the extremely low anode capacitance, which is moreover independent of
the detector area. To take full advantage of the low output capacitance, the front-end n-channel
JFET is integrated on the detector chip close to the n+ implanted anode (Figure 5). They are located
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on the upper side of the device in the center of the p+ field rings. Thus, stray capacitances of the
various connections are minimized and a correct matching between detector and front-end electronics
capacitance can be achieved.

Figure 5. Cross section of a cylindrical silicon drift detector with integrated n-channel JFET. The gate
of the transistor is connected to the collecting anode. The radiation entrance window for the ionizing
radiation is the non-structured backside of the device.

The n-type device substrate is fully depleted by applying a negative voltage (with respect to the
collecting anode) to the p+ back contact and the p+ field strips on the opposite side (see Figure 5).
On this side, the negative bias of the p+ rings progressively increases from the ring next to the
anode to the farthest, outermost one. The maximum negative voltage of the outermost ring is
about two times the voltage of the back contact. The minimum potential energy for electrons falls
diagonally from the backside edge of the device to the readout electrode in the center of the upper side.
Each electron generated inside the depleted detector volume by the absorption of ionizing radiation
will therefore drift to the n+ readout node. The generated holes are collected by the reverse-biased p+

implanted regions.
As the device is fully depleted, the total thickness of 450 µm is sensitive to the absorption of

ionizing radiation. For X-rays, this allows for more than 90% detection efficiency at 10 keV and more
than 50% at 15 keV.

3.2. The SIDDHARTA Kaonic Hydrogen Measurement at DAΦNE

The SIDDHARTA experiment on DAΦNE at LNF-INFN [5] aimed to determine the kaonic
hydrogen 1s shift and width with a higher precision than in DEAR [4], using large area SDDs.

Figure 6 shows a schematic view of the SIDDHARTA setup, which consisted of three main
components: the kaon detector, X-ray detection system, and a cryogenic target system.

The SDDs in the SIDDHARTA experiment were developed within a European research project
devoted to this experiment. Each of the 144 SDDs used in the apparatus had an area of 1 cm2 and
a thickness of 450 µm. Three cells were packed monolithically in one unit, as shown in Figure 7.
The SDDs, operated at a temperature of ∼170 K, had an energy resolution of 183 eV (FWHM) at
8 keV and a timing resolution below 1 µs, in contrast to the CCD detectors used in DEAR which had
no timing capability. The characteristic parameters of the SDDs used by SIDDHARTA are reported
in Table 1.
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Figure 6. Schematic view of the SIDDHARTA setup [16].

Figure 7. Schematic image of the SIDDHARTA SDDs. Each cell has an active area of 1 cm2. Three cells
are packed monolithically in one unit.

A trigger condition was used which took advantage of the characteristics of the back-to-back
correlated charged kaon was production at DAΦNE, The time resolution of the SDDs allowed for
the detection of the kaonic X-rays in coincidence with the back-to-back correlated K+ K− pairs.
There are two background sources in DAΦNE: backgrounds synchronous and asynchronous to the
K+ K− production. The main source is an asynchronous background and is due to electromagnetic
showers originating from e+ e− losses by the Touschek effect [17] and the interaction of the beams
with the residual gas. The synchronous background, originating from particles produced by ϕ

decay and secondary particles produced by kaon reactions as well as the decay particles of kaons,
is small. Therefore, events related to charged-kaon production are selected only by demanding a triple
coincidence of K+, K− and X-ray signal, so that the asynchronous background is rejected.

Figure 8 shows the time difference between the coincidence signals of the kaon monitor and the
SDD events. The peak region contains the kaon-induced signals (kaonic atom X-rays) and background
(gamma-rays and charged particles from the K− interactions and K+ decays). The tail of the distribution
indicates the charge drift time in the SDDs. The time window indicated by the thick arrows was
selected as synchronous events with charged kaons. The width of the timing window, from 2.4 µs to
4.6 µs, was adjusted to maximize the signal-to-background ratio and the statistical precision of the
determined kaonic atom X-ray energy.
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Figure 8. Timing spectrum of SDDs. The spectrum refers to a dataset with a target filled with helium-3.
The peak corresponds to the time difference between the coincidence of the two scintillators of the
kaon monitor and the X-ray events in the SDDs (triple coincidence). The peak region contains the
kaon-induced signals and background. The time window indicated by arrows was selected to identify
synchronous events with charged kaons. The continuous asynchronous background was reduced by
this timing cut. From [16].

Using the coincidence between K+K− pairs and X-rays measured by SDDs, the main source of
asynchronous background was drastically reduced, eventually resulting in an improvement of the
signal-to-background ratio by more than a factor 10 with respect to the corresponding DEAR ratio of
about 1/100.

The data acquisition system was built on a PCI bus base. The differential output signal from the
readout chips was read out by ADC modules. Chip control, management of the memory and timing
information, and the event construction were processed by FPGA modules. Energy data for all of the
X-ray signals detected by the SDDs were recorded. In addition, a time difference between a trigger
signal (generated by the coincidence signals in the kaon detector) and an X-ray signal in the SDDs was
recorded using a clock with a frequency of 120 MHz whenever the coincidence signals occurred within
a time window of 6 µs. This timing difference information is included inside the SDD data, which are
used for the selection of kaon-timing events.

In the beginning of the SIDDHARTA runs, stability checks of SDD performance were examined
using the kaonic helium X-ray lines by installing a thin Ti foil and a 55Fe source inside the setup [18].
In Figure 9a, the peak position of the Mn Kα line (5.9 keV) as a function of time (about two weeks) is
plotted, where the origin of the vertical axis is taken as an average of the Mn Kα peak positions in the
whole dataset. A stability within ±2–3 eV was measured. This small instability was corrected to a
fluctuation of ±0.5 eV in the data analysis, as indicated by “with correction” in the figure. In Figure 9b,
the Mn Kα peak position against hit rates of the SDDs is plotted, where the origin of the vertical
axis is taken as an average of the peak positions, and the horizontal axis is given by an arbitrary
unit. The peak shift caused by hit rate dependency was found to be about ±2 eV, but this rate
dependency was corrected from the relation between the rate and peak shift. With this correction,
the rate dependency was corrected to be within ±0.5 eV. This stability is enough to determine the
X-ray energy of the kaonic atom X-rays within the goal of the measurements.
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Figure 9. The X-ray peak shifts of the Mn K α line (5.9 keV) as a function of time (a) and rate (b).
The origin of the horizontal axis in the figures is the average of the data. With correction of the time
dependency and rate dependency, a stability of ±0.5 eV was found [18].

In order to sum up the individual SDDs, the energy calibration of each single SDD was performed
by periodic measurements of fluorescence X-ray lines from titanium and copper foils excited by an
X-ray tube, with the e+e− beams in kaon production mode. A remote-controlled system moved the kaon
detector out and the X-ray tube in once every 4 h for these calibration measurements. The refined in-situ
calibration in gain (energy) and resolution (response shape) of the summed spectrum of all SDDs was
obtained using titanium, copper, and gold fluorescence lines excited by the uncorrelated background
without trigger and also using the kaonic carbon lines from wall stops in the triggered mode.

The use of the kaonic deuterium spectrum turned out to be essential to quantify the background
lines originating from kaons captured in elements such as carbon, nitrogen, and oxygen contained
in the setup materials, the deuterium data having no peak structures of K−d X-rays due to their low
yields and broad natural widths.

A global simultaneous fit of the hydrogen and deuterium spectra was performed. Figure 10a
shows the residuals of the measured kaonic hydrogen X-ray spectrum after subtraction of the
fitted background. K-series X-rays of kaonic hydrogen were clearly observed, while those for
kaonic deuterium were not visible [5]. Figure 10b,c shows the fit result with the fluorescence lines
from the setup materials and a continuous background. The vertical dot-dashed line in Figure 10
indicates the X-ray energy of kaonic hydrogen Kα calculated using the electromagnetic interaction
only. When comparing the measured kaonic hydrogen Kα peak with the electromagnetic value,
a repulsive-type shift (negative ε1s) of the 1s energy level resulted.
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Figure 10. The global simultaneous fit of the X-ray energy spectra of hydrogen and deuterium
data. (a) Residuals of the measured kaonic hydrogen X-ray spectrum after subtraction of the fitted
background, clearly displaying the kaonic hydrogen K-series transitions. The fit components of the
K−p transitions are also shown, where the sum of the functions is drawn for the higher transitions
(greater than Kβ). (b,c) Measured energy spectra with fit lines. Fit components of the background X-ray
lines and a continuous background are also shown. The dot-dashed vertical line indicates the e.m.
value of the kaonic hydrogen Kα energy [5].

The 1s-level shift ε1s and width Γ1s of kaonic hydrogen were determined to be

ε1s = −283 ± 36(stat)± 6(syst) eV, (4)
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Γ1s = 541 ± 89(stat)± 22(syst) eV. (5)

This is the most precise measurement of X-rays from the kaonic hydrogen atom performed so far.

4. Future Measurements on DAΦNE: Kaonic Deuterium

The kaonic deuterium X-ray measurement represents the most important experimental
information missing in the low-energy antikaon–nucleus interactions field.

The experimental challenge of the kaonic deuterium measurement is the very small kaonic
deuterium X-ray yield of one order of magnitude less than for hydrogen and the even larger width.
There are two conditions which have to be fulfilled for the kaonic deuterium measurement at DAΦNE:

• A large area X-ray detector with good energy and timing resolution and stable working
conditions. To meet the stringent requirements, new monolithic SDDs arrays have been developed.
A difference with respect to the previously used SDDs is the change in the pre-amplifier system
from a JFET structure on an SDD chip to a CMOS integrated charge-sensing amplifier (CUBE) [19].
For each SDD cell, this CUBE amplifier is placed on the ceramic carrier as close as possible to
the anode of the SDD. The anode is electrically connected to the CUBE with a bonding wire.
This makes the SDDs’ performance almost independent of the applied bias voltages and increases
their stability, even when exposed to high charged particle rates. A better drift time of 300 ns
can be achieved with the newly developed SDDs compared to the previous ones (∼800 ns) by
changing the active cell area from 100 mm2 to 64 mm2 and by further cooling to 100 K. A new
readout ASIC, named SFERA, has been developed to read out the SDDs of the SIDDHARTA-2
experiment [20]. The characteristic parameters of the SDDs used for SIDDHARTA-2 are reported
in Table 1.

• Dedicated veto systems, to improve the signal-to-background ratio by at least one order of
magnitude as compared to the kaonic hydrogen measurement performed by SIDDHARTA.
Two special veto systems are foreseen for SIDDHARTA-2, consisting of an outer barrel of
scintillator counters read by photomultipliers (PMs) and called Veto-1, and an inner ring of
plastic scintillation tiles (SciTiles) read by silicon photomultipliers (SiPMs) placed as close as
possible behind the SDDs for charged particle tracking, called Veto-2.

5. Conclusions

The experimental challenge in measuring kaonic atoms consists in the need to extract a weak
signal under the high background conditions of the accelerators delivering kaon beams. This has
required a continuous advance in X-ray detection that characterizes the era of precision measurements.

The first kaonic hydrogen X-ray measurement, which started the modern era of kaonic atoms
research, made use of Si(Li) detectors in the KpX experiment at KEK (Japan). Charge-coupled devices
(CCDs) were successfully used as X-ray detectors for the DEAR experiment at LNF-INFN. Finally,
silicon drift detectors (SDDs) were developed for the SIDDHARTA program at DAΦNE. R&D work
on SDDs continued, leading to an optimized detector for the future kaonic deuterium program at
LNF-INFN. A comparison of the main characteristics of these detectors is given in Table 1.
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Abstract: Novel, large-area silicon drift detectors (SDDs) have been developed to perform precision
measurements of kaonic atom X-ray spectroscopy, for the study the KN strong interaction in
the low-energy regime. These devices have special geometries, field configurations and read-out
electronics, resulting in excellent performances in terms of linearity, stability and energy resolution.
In this work the SDDs energy response in the energy region between 4000 eV and 12,000 eV is
reported, revealing a stable linear response within 1 eV and good energy resolution.

Keywords: solid-state detectors; radiation detectors; photodetectors

1. Introduction

The main advantage of semiconductor X-ray detectors is the much lower energy required to create
electron-hole pairs with respect to a gas detector, giving a greater number of charge carriers produced
and, consequently, a better energy resolution. A silicon drift detector (SDD) consists of a double sided
fully depleted silicon wafer with a cylindrical shape [1–3] where the n− bulk is sided by a p+ concentric
ring strips and p+ non-structured layer which forms the radiation entrance window. The radial drift
field focuses the electrons produced by the absorbed radiation to the n+ small anode placed in the
centre of the p+ strips side. The small value of the anode capacitance increases the amplitude of the
output signal, giving good energy resolution and low noise in the subsequent electronic components
also in high-count rate measurements. Since the anode capacitance is independent from the active
area [4], these detectors can be built with a large active area. Furthermore, thanks to their reduced
thickness, they can handle background events caused by high-energy particles still maintaining almost
100% efficiency for 8 keV X-rays.

The development of new SDD technologies dedicated to kaonic atom spectroscopy brought
improvement in device performance with respect to past silicon detectors, allowing more precise and
challenging measurements [5–11]. New monolithic SDD arrays have been developed by Fondazione
Bruno Kessler (FBK, Italy), together with Politecnico di Milano (PoliMi, Italy), Istituto Nazionale
di Fisica Nucleare-Laboratori Nazionali di Frascati (LNF-INFN, Italy) and Stefan Meyer Institute
(SMI, Austria), to perform precise measurements of kaonic atom transitions at LNF-INFN and J-PARC.

The characterization and optimization of the energy response of the SDD detectors under
temperature and voltage variations will be reported.

Condens. Matter 2019, 4, 31; doi:10.3390/condmat4010031 www.mdpi.com/journal/condensedmatter71
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2. Materials and Methods

The SDD monolithic array is 450 µm thick and consists of a 2 × 4 matrix of square cells,
each with an active area of 0.64 mm2, glued on an Alumina carrier. The ceramic carrier provides
a common polarization for all the devices to the following electrodes: The ring closest to the anode
(R1), the outermost ring (RN) on the p+ rings side and to the non-structured contact on the opposite
side (Back). Keeping the voltage supplied to the R1 fixed at 15 V and moving the biasing of RN
and Back (with fixed ratio RN/Back = 2), one can adjust the drift field inside the detector (VDri f t),
optimizing the electron collection to the anode.

The ceramic carrier is screwed on top of an aluminium holder block, to protect the bonding and
to cool the SDDs down to 120 K. The detector is placed inside a vacuum chamber (Figure 1a) with
a Φ = 60 mm mylar window on top, a CONFLAT DN40 flange on one side for vacuum pumping and
two Fischer (20 pin) vacuum connectors both for detector feed-throughs and temperature-pressure
readings. The high vacuum (10−7 mbar) inside the chamber is obtained by a 80 L/s dry turbo molecular
pump and a dry multistage “scroll” pump, which avoids detector surface contamination during the
cooling. A dry air (high purity N2 gas) flux keeps the system clean when the pumping is off and speeds
up the detector heating from 250 K to room temperature without adding contaminants.

(a)

(b)

Figure 1. (a) Top view of SDDs array vacuum chamber; (b) Experimental setup in “reflection
like” configuration.

The detector is screwed on a cold finger attached to an external cryostat, providing any
intermediate temperature between 100 K and 250 K with a stability of 0.1 K. An additional detector
surface protection, made by a suitable aluminium support, surrounds the detector and holds a 7.25 µm
Mylar foil to prevent any residual gas condensation on its surface during the cooling.

Lastly, Al-Mylar foils shield the internal walls close to the cold finger from radiative heating.
The target is made of strips of titanium (Ti), iron (Fe) and copper (Cu) fixed on an epoxy plate

encapsulating powder of potassium bromine (KBr) and provides fluorescent emission lines in the range
4500 eV to 12000 eV. The target is anchored on an aluminium support at 45◦ with respect to the detector
surface, as showed in Figure 1b. A tungsten (W) anode X-ray tube (HXR 55-50-01, Oxford Instruments,
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Abingdon, UK) shines on the target parallel to the entrance window, inducing the X-ray fluorescence.
This “reflection-like” configuration optimizes the solid angle for both the detector placement and the
X-ray activation beam, maximizing the signal over background ratio.

3. Results and Discussion

3.1. Energy Calibration

The collected spectra have been calibrated in energy using the Kα peaks of the excited elements of
the target, fitted with a single function consisting in a sum of Gaussians and tails for the fluorescence
lines and an exponential function to describe the background [12]. As an example, Figure 2 shows the
fitted spectrum used for the calibration of a fluorescence spectrum obtained at TSDD = 121.6 ± 0.1 K
and VDri f t = 140.0 ± 0.1 V. A linear fit interpolates the calibration points, whose coordinates are the
theoretical (Plabel

i ) and the experimental values of each Kα peak, as showed in Figure 3a. The slope of
the function, in eV/ch units, gives the gain parameter (g) of the spectrum. The difference between
each Kα calibrated position (Pcal

i ), with respect to its corresponding theoretical value, gives the residual
plot shown in the Figure 3b, used for the evaluation of the system linearity. The distribution reveals
that the distance of each calibrated peak from the theoretical value is below 1 eV, so the systematic
error in the evaluation of the peak position over the whole energy region is better than 1 eV.

The procedure has been performed for a set of measurements, collected by varying VDri f t,
evaluating the linearity parameter (l) by using Equation (1):

l =

√

∑
4
1(Plabel

i − Pcal
i )2

4
(1)

Figure 2. Fit of the fluorescence spectrum collected with TSDD = 121.6 ± 0.1 K and VDri f t = 140.0 ± 0.1 V.
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(a) (b)

Figure 3. (a) Linear calibration of the spectrum using Kα peaks of the four elements; (b) Residuals plot.

Keeping fixed the R1 polarization at 15.0 ± 0.1 V and the SDD temperature at 121.6 ± 0.1 K,
a linearity and gain study has been performed in the VDri f t range between 100–180 V, with the results
summarized in Figure 4. Starting from the lower voltage up to 175.0 ± 0.1 V the distribution of the
points is stable for both residuals and gain. For the points below 175 V, the mean value of the linearity is
set around 1 eV, consistent with the previous evaluation. By moving the VDri f t up to 180 V, the excellent
linear response of the system is suddenly lost, resulting in an increment of the residuals up to 2.5 eV.

This trend is reflected also in the gain plot, which presents a sharp rise at VDri f t = 180.0 ± 0.1 V.
It reveals that the peak position on the ADC spectra are shifted downward with respect to the lower
voltages, as shown also in Figure 5a, where the overlap of two non-calibrated spectra collected at
different VDri f t are presented. This behaviour indicates a reduced amount of charge collected to the
anode. The incomplete charge collection is related to the high voltage applied, which moves the focus
of the drift field away from the anode [13]. In addition to the previous considerations, Figure 5b shows
that the spectrum collected 2 V above 180 V, presents also a sensible energy resolution worsening.

(a) (b)

Figure 4. (a) Linearity parameter (l); (b) Gain of the system under voltage scan.
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(a) (b)

Figure 5. (a) The overlap of spectrum collected at VDri f t = 140.0 ± 0.1 V (black) and VDri f t = 180.0
± 0.1 V (blue) shows a shift downward of the spectrum; (b) The energy resolution worsening for
the spectrum collected at VDri f t = 182.0 ± 0.1 V reveals that the electron collection is not focused to
the anode.

3.2. Stability

An important aspect of the SDD system to be used in kaonic atom experiments is its stability over
a long running period. To evaluate it, a spectrum collected over two days of running has been sampled
in intervals of two hours.

The following parameters of the data taking were stable during the test:

• X-ray tube voltage: 23.0 ± 0.1 kV;
• X-ray tube current: 10.0 ± 0.1 µA;
• SDDs temperature: 121.6 ± 0.1 K;
• SDDs VDri f t: 140.0 ± 0.1 V;

The stability has been verified from the calibrated values of the Fe Kα peak, using the Kα lines
of titanium and bromine to obtain the ADC to eV conversion of the spectrum.

The results are plotted in Figure 6.

Figure 6. Calibrated position of Fe Kα peak during the stability test run.
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The values obtained from the analysis are fluctuating around the reference value of the Fe Kα line
(the weighted mean value of Fe Kα1 and Kα2 is 6399.64 eV). An oscillating trend, with an amplitude
around 1 eV is present. This can be due to temperature variations between day and night in the
laboratory, which affect the readout electronic. The mean value of the calibrated peak position over the
whole range is 6399.8 ± 0.4 eV and differs by 0.2 eV from the reference value, consistently with the
systematic error previously evaluated.

3.3. Energy Resolution

The energy resolution reflects the detector accuracy in the determination of the incoming radiation
energy. For the SDDs, the total energy resolution (ΔE2

tot) results from the sum of three distinct
contributions, as described by Equation (2):

ΔE2
tot = ΔE2

intr + ΔE2
e.n. + ΔE2

c.c. (2)

where:

• ΔE2
intr is the intrinsic spread given by the statistical fluctuation in the number of the charge created

by the incoming radiation. For a Gaussian distribution, it is due to the energy of the line (Ei),
the electron hole pair creation energy (ǫ) and the correction of the Fano factor (F), accordingly to
the relation ΔE2

intr = (2.35)2 · F · ǫ · Ei;
• ΔE2

e.n. is the thermal and electronic noise contribution;
• ΔE2

c.c. is due to the incomplete charge collection;

As showed in the previous analysis concerning the linear response of the detectors,
the contribution due to the incomplete charge collection is negligible below 180 V.

The energy resolution has been investigated as a function both of drift field and temperature, and,
given ǫ [14], the Fano factor has been extracted from the Fe Kα and Ti Kα peaks.

Figure 7a shows the FWHM, expressed in eV, of Fe Kα and Ti Kα in the range between 100.0 V
and 170.0 V, for a fixed temperature of 123.1 ± 0.1 K. The red dots are for Fe Kα FWHM, while the
blue dots are for Ti Kα FWHM. The width of the peaks is stable over the scan, meaning that the energy
resolution of the SDD is not sensitive to the bias of the electrodes inside a wide range of applied VDri f t.
The intrinsic contribution of the detector resolution, resulting from the obtained values of the Fano
factor, reflects that the Gaussian widening of the peak, due to the pair creation statistics, is not affected
by the drift field in the investigated range. The mean value experimentally obtained for the Fano factor
is 0.118 ± 0.009.

A temperature scan has been done fixing VDri f t at 140.0 ± 0.1 V and increasing the detector
temperature from 123.1 ± 0.1 K up to 233.1 ± 0.1 K. Figure 8a shows that the energy resolution is quite
constant below 170 K, while a relevant peak broadening is detected starting from 180 K up. For this
study, the Fano factor results to be stable (Figure 8b), with a mean value of 0.116 ± 0.009, compatible
to the previous result. Since the intrinsic contribution of the peak widening is not affected by the
temperature as demonstrated by the Fano factor distribution, the energy resolution worsening with
the temperature is associated to an higher thermal noise inside the detector. Its increment is due to the
larger number of carriers created by thermal excitation (leakage current). Thus, a progressive cooling of
the device ensures lower leakage current, as well as higher performances in terms of energy resolution.
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(a) (b)

Figure 7. Energy response of the detector under the voltage scan. (a) Distribution of energy resolution of
Ti Kα (blue) and Fe Kα (red) for different drift voltages; (b) Fano factor values at different drift voltages.

(a) (b)

Figure 8. Energy response of the detector under the temperature scan. (a) The widening of Ti Kα

(blue) and Fe Kα (red) peaks are related to the increasing of the detector temperature; (b) Plot of the
detector Fano factor at different temperatures reveals that the intrinsic contribution is not affected by
the temperature within the experimental error.

4. Conclusions

The work presented in this paper qualifies and optimizes the new technology of silicon drift
detectors to be used for precision measurements of kaonic atom X-ray transitions. The detectors are
stable and linear within 1 eV in the energy range between 4500–12000 eV, which means that the relative
systematic error is at the level of 10−4. The voltage scan grants that the common polarization of the
eight units of the matrix has no drawbacks in terms of linearity for a wide range, below an upper limit
set by a not efficient charge collection to anode. Likewise, the energy resolution is not affected by the
variation of the drift field inside the detector, in the range of the stable linear response. The intrinsic
resolution, extracted by the width of the Ti and Fe Kα peaks, results as independent from the collecting
field, giving a mean value for the Fano factor equal to 0.118 ± 0.009.

A temperature scan shows that the widening of the peaks is due to an increment of the leakage
current inside the detector, testifying that the cooling of the device ensures the best performances.
The intrinsic contribution is constant, resulting in a Fano factor value of 0.116 ± 0.009.

The analysis of the silicon drift detector energy response presented in this work optimizes the
working conditions of the device, indicating them as excellent candidates for precision measurements
of kaonic atom X-ray transitions.
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Abstract: Bragg spectroscopy, one of the best established experimental techniques for high energy
resolution X-ray measurements, has always been limited to the measurement of photons produced
from well collimated (tens of microns) or point-like sources; recently, the VOXES collaboration at INFN
National Laboratories of Frascati developed a prototype of a high resolution and high precision X-ray
spectrometer working also with extended isotropic sources. The realized spectrometer makes use of
Highly Annealed Pyrolitic Graphite (HAPG) crystals in a “semi”-Von Hamos configuration, in which
the position detector is rotated with respect to the standard Von Hamos one, to increase the dynamic
energy range, and shows energy resolutions at the level of 0.1% for photon energies up to 10 keV and
effective source sizes in the range 400–1200 µm in the dispersive plane. Such wide effective source
dimensions are achieved using a double slit system to produce a virtual point-like source between the
emitting target and the crystal. The spectrometer performances in terms of reflection efficiency and
peak resolution depend on several parameters, among which a special role is played by the crystal
mosaicity and thickness. In this work, we report the measurements of the Cu(Kα1,2) and the Fe(Kα1,2)
lines performed with different mosaicity and thickness crystals in order to investigate the influence of the
parameters on the peak resolution and on the reflection efficiency mentioned above.

Keywords: X- and γ-ray instruments; X- and γ-ray sources, mirrors, gratings, and detectors; X-ray and
γ-ray spectrometers; optical materials; X-ray diffraction; optical instruments and equipment

PACS: 07.85.-m; 07.85.Fv; 07.85.Nc; 42.70.-a; 61.10.Nz; 07.60.-j

1. Introduction

High precision measurements of soft X-rays represent still today a very big challenge; nevertheless,
such kind of measurements are strongly demanded in many fields of fundamental science, from particle
and nuclear physics to quantum mechanics, as well as in astronomy and in several applications
using synchrotron light sources or X-ray Free Electron Lasers (X-FEL) beams, in biology, medicine
and industry. For several of these applications, in particular for nuclear physics experiments like

Condens. Matter 2019, 4, 38; doi:10.3390/condmat4020038 www.mdpi.com/journal/condensedmatter
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those involving the measurement of exotic atoms’ radiative transitions, the detection of photons
isotropically emitted from extended (non point-like) targets is required. Among the typically
used solid state large area spectroscopic detectors, the Silicon Drift Detectors (SDDs), recently
employed by the SIDDHARTA experiment [1] for exotic atoms’ transition lines measurements at the
DAΦNE e+e− collider of the INFN National Laboratories of Frascati [2] represent the best options
for wide and isotropic targets, in terms of energy resolution. The intrinsic resolution of such kind
of detectors is nevertheless limited to ≃120 eV FWHM at 6–8 keV by the Fano Factor, making
them unsuitable for those cases in which the photon energy has to be measured with a precision
below 1 eV.

The superconducting microcalorimeters’ Transition Edge Sensors (TES), recently developed at
NIST [3], represent a real possibility to obtain few eV FWHM at 6 keV; however, these kinds of detectors
still have some limitations: a very small active area, prohibitively high costs of the complex cryogenic
system needed to reach the operational temperature of ≃50 mK, and a response function which is still not
properly under control.

A further alternative is represented by Bragg spectroscopy, one of the best established high resolution
X-ray measurement techniques, where the X-ray energy spectrum can be otained exploiting photon
reflection on crystals following the Bragg rule nλ = 2d sin θ, where n is an integer number (order of
reflection), λ is the photon wavelength, d is the crystal lattice constant and θ is the photon impinging
angle on the crystal surface. If a monochromatic parallel X-ray beam has to be measured, the spectrum
is obtained by several measurements with different θ values around the nominal Bragg angle θB; on the
contrary, if one needs to measure a polychromatic or isotropic beam of photons, the spectrum is obtained
in one shot with a single θ using a position detector. In the first case, higher resolutions can be obtained
with the drawback of a longer data taking; in the second case, in which the measurements presented in this
work fall into, the faster exposure time is balanced by a higher background due to the beam divergence
and the source size. As a consequence, when the photons emitted from extended isotropic sources (like a
gaseous or liquid target) have to be measured, this method has been until now ruled out by the constraint
to reduce the dimension of the target to a few tens of microns [4,5].

Experiments performed in the past at the Paul Scherrer Institute (PSI), measuring pionic atoms [6,7],
pioneered the possibility to combine Charged Coupled Device detectors (CCDs) with silicon crystals, but
the energy range achievable with that system was limited to few keV due to the crystal structure, and
the silicon low intrinsic reflection efficiency required the construction of a very large spectrometer. The
possibility to perform other fundamental measurements, like the precision determination of the K− mass
measuring the radiative kaonic nitrogen transitions at the DAΦNE collider [8], has been also investigated,
but the estimated efficiency of the proposed spectrometer was not sufficient to reach the required precision.

In the last several decades, the development of the Pyrolitic Graphite mosaic crystals [9–11] renewed
the interest in Bragg spectrometers as possible candidates also for millimetric isotropic sources’ X-ray
measurements. Mosaic crystals consist of a large number of nearly perfect small pyrolitic graphite
crystallites, randomly misoriented around the lattice main direction; the FWHM of this random angular
distribution is called mosaicity (ωFWHM) and it makes it possible that even a photon not reaching
the crystal with the exact Bragg energy-angle relation can find a properly oriented crystallite and be
reflected [12]. This, together with a lattice spacing constant of 3514 Å, enables them to be highly efficient
in diffraction in the 2–20 keV energy range, for the n = 1 reflection order, while higher energies can be
reached at higher reflection orders.

From the definition of mosaicity, it follows that those photons which find a properly oriented crystallite
in the inner part of the crystal are reflected on the position detector slightly shifted with respect to the
one coming from a surface crystallite; as a consequence of this unfocusing process, the peak resolution is
worsened with respect to a standard non-mosaic crystal. For the same principle, for a given mosaicity, the
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thickness of the graphite crystal plays a fundamental role; for higher thickness, the reflection efficiency is
enhanced at the expence of the peak resolution. This interplay between the above mentioned parameters
has been investigated in the past with single or double crystal spectrometers providing parallel and
monochromatic sources of few tens of microns. However, in spite of the results published and available in
literature [12–16], it is still useful and intereresting to investigate how thickness and mosaicity influence
the spectrometer response when almost millimetric sources are used.

Thanks to two different production mechanisms, Pyrolitic Graphite crystals can be obtained with
different mosaicity and divided into two main families: Higly Annealed Pyrolitic Graphite crystals (HAPG)
and Highly Oriented Pyrolitic Graphite (HOPG), showing lower and higher mosaicities, with consequently
higher and lower resolutions, respectively. Both of these crystal types can be realised with different ad
hoc geometries, making them suitable to be used in the Von Hamos configuration [17], combining the
dispersion of a flat crystal with the focusing properties of cilindrically bent crystals.

Von Hamos spectrometers have been extensively used in the past providing very promising results
in terms of spectral resolution [4,16,18] but all of the available works in literature report measurements
for effective source dimensions of some tens of microns or parallel and monochromatic beams; these
configurations are achieved either with microfocused X-ray tubes, or with a set of slits and collimators
placed before the target to minimize the activated area. Possible spectrometer versions based on a
full-cylinder geometry, to be used with a pixelated area detector instead of a monodimensional strip
detector, are also possible; this may lead to an increase in both spectral resolution, thanks to a better
integration of the bent lines produced by the crystal, and overall efficiency, thanks to a higher solid angle
acceptance, but the effect of a hundred of microns source size are still to be tested [19].

In this work, we compare the response of three different thickness 206.7 mm curvature radius
HAPG crystals and of two different mosaicity (HAPG and HOPG) 100 µm thickness 103.4 mm curvature
radius crystals to Cu(Kα1,2) and Fe(Kα1,2) lines, respectively. The resulting peak resolutions and reflection
efficiencies will be discussed.

2. Spectrometer Setup and Geometry

2.1. Von Hamos Geometry

The spectrometer configuration used in the measurements presented in this work is the “semi” Von
Hamos one, in which the X-ray source and the position detector are placed on the axis of a cylindrically
bent crystal (see Figure 1); this geometrical scheme allows an improvement in the reflection efficiency
due to the vertical focusing. As a consequence, for each X-ray energy, the source-crystal (L1) and the
source-detector (L2) distances are determined by the Bragg angle (θB) and the curvature radius of the
crystal (ρc):

L1 =
ρc

sinθB
, (1)

L2 = L1sinφ. (2)

In Figure 1, a schematic of the dispersive plane is shown where the X-ray source is sketched in orange,
the HAPG/HOPG crystal in red and the position detector in blue and green for the standard and the
“semi” Von Hamos configuration, respectively; this latter configuration is particularly suitable when used
with strip detectors. On one hand, it allows for having a wider dynamic range, for a fixed spectrometer
geometry, with respect to the standard one (for more details, see [20,21]). On the other hand, in the
standard configuration, photons may impinge on the pixels almost parallel to their surface; the resulting
short path through the silicon bulk of the pixel (450 µm in the Mythen2-1D case) may result in non detected
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photons and hence to a lower efficiency. In the figure, ρc is the crystal curvature radius, θB is the Bragg
angle, φ = π − θB, L1 is the source-crystal distance, L2 is half of the resulting source-detector distance and
θM is the position detector rotation angle with respect to the standard Von Hamos configuration.

Figure 1. Von Hamos schematic geometry schematic of the dispersive plane (not in scale): the X-ray source
is pictured in orange, the HAPG/HOPG crystal in red and the position detector in blue and green for the
standard and the “semi” Von Hamos configuration, respectively (for more details, see [20,21] and text).
On the other hand, in the standard configuration, photons may impinge on the pixels almost parallel to
their surface; the resulting short path through the silicon bulk of the pixel (450 µm in the Mythen2-1D
case) may result in non detected photons and hence to a lower efficiency. ρc is the crystal curvature radius,
θB is the Bragg angle, φ = π − θB, θM is the position detector rotation angle with respect to standard VH
configuration, L1 is the source-crystal distance and L2 is half the resulting source-detector distance.

Spectrometer Components

A thin foil (target) is placed inside an aluminum box and activated by a XTF-5011 Tungsten anode
X-ray tube, produced by Oxford Instruments (systems for research, Abingdon-on-Thames, UK), placed on
top of the box; the center of the foil, placed on a 45◦ rotated support prism, represents the origin of the
reference frame in which Z is the direction of the characteristic photons emitted by the target and forming,
with the x-axis, the Bragg reflection plane, while y is the vertical direction, along which primary photons
generated by the tube are shot. Two adjustable motorized slits (Standa 10AOS10-1) with 1 µm resolution
are placed after the 5.9 mm diameter circular exit window of the aluminum box in order to shape the
outcoming X-ray beam. The various used HAPG/HOPG crystals, produced by the Optigraph company in
Berlin, Germany [10], are deposited on different curvature radii Thorlabs N-BK7 30 × 32 mm2 uncoated
Plano-Concave Cylindrical lenses, held by a motorized mirror mount (STANDA 8MUP21-2) with a
double axis �1 arcsec resolution and coupled to a 0.01 µm motorized vertical translation stage (STANDA
8MVT40-13), a 4.5 arcsec resolution rotation stage (STANDA 8MR191-28) and two motorized 0.156 µm
linear translation stages (STANDA 8MT167-25LS). The position detector is a commercial MYTHEN2-1D
640 channels strip detector produced by DECTRIS (Zurich, Switzerland), having an active area of
32 × 8 mm2 and whose strip width and thickness are, respectively, 50 µm and 420 µm; the MYTHEN2-1D
detector is also coupled to a positioning motorized system identical to the one for the HAPG/HOPG holder.
Finally, a standar Peltierd Cell is kept on top of the strip detector in order to stabilize its temperature
in the working range of 18◦–28◦. The resulting 10-axis motorized positioning system is mounted on a
set of Drylin rails and carriers to ensure better stability and alignment and, in addition, to easily adjust
source-crystal-detector positions for each energy to be measured.
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2.2. Source Size in Dispersion Plane

As pointed out in Section 1, the actual limitations on the possible usage of crystal spectrometers for
extended targets are represented by the requirement of a point-like source; however, using a pair of slits as
the one described in the previous section, it is possible to shape the beam of X-rays emitted by an extended
and diffused target in such a way as to simulate a virtual point-like source.

Referring to Figure 2, this configuration is obtained setting the position (z1 and z2) and the aperture
(S1 and S2) of each slit in order to create a virtual source between the two slits (z f , green solid lines on
Figure 2), an angular acceptance Δθ′, and an effective source S′

0 (green) which can be, in principle, as wide
as necessary. The Δθ′ angular acceptance could also be set to any value, provided it is large enough to
ensure that all the θB corresponding to the lines to be measured are included.

Figure 2. Beam geometry on the dispersive plane (not in scale): the position (z1 and z2) and the aperture
(S1 and S2) of two slits are used to create a virtual source between the two slits (z f , green solid lines), and
effective source S′

0 (green) and an angular acceptance Δθ′; the HAPG/HOPG crystal is pictured in red, the
two slits are shown in black while zh and Sh are the position and the diameter of the circular exit window
of the aluminum box front panel (light blue), respectively.

For the following discussion, we call the photons leaving the target from the central position and
meeting the Bragg rule “nominal”; since the photons are isotropically emitted from the whole target foil,
some of them may have the correct energy and angle to be reflected but originate from a point of the
target near the nominal one. As far as this mislocation is below the limit given by the mosaic spread
of the crystal, such photons are also reflected under the signal peak worsening the spectral resolution;
on the contrary, when this mislocation exceeds this limit, these photons are reflected outside the signal
peak. In the same way, photons not emitted in parallel to the nominal ones may still impinge on the
HAPG/HOPG crystals with an angle below its mosaic spread and be then reflected under the signal peak
also affecting the spectral resolution. On the contrary, if the impinging angle is out of this limit, those
photons are not reflected on the position detector. As a consequence, for each energy, there is the possibility
to find the right slits configuration leading at the maximum source size keeping the resolution below the
desired limit.

For each chosen Δθ′, S′
0 pair, the corresponding values of the slits’ apertures S1 and S2 can be found;

first, we define the position of the intersection point z f :

z f =
S′

0
2

ctg
Δθ′

2
. (3)

Then, the two slits’ apertures and the vertical illuminated region of the HAPG/HOPG are defined by:
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S1 =
z f − z1

z f
S′

0, (4)

S2 =
z2 − z f

z f
S′

0. (5)

2.3. Possible Effects of the Crystal Thickness

As introduced in Section 1, for a given crystal mosaicity, the graphite thickness has a double effect; on
one side, increasing the thickness of the crystal leads to a higher reflectivity because of a higher probability
to find a properly oriented crystallite; on the other side, photons reflected at different depths result slightly
shifted on the position detector. In fact, two photons with exactly the same angle and energy would
be both reflected from the same microcrystallite (if coming from the same point, so following the exact
same path), but two photons with a slightly different energy (or angle) may penetrate more in the crystal
before being reflected by a properly oriented microcrystallite. This introduces an additional and bigger
misplacement on the position detector with respect to the one only due to the mosaicity. The situation is
shown in the schematic of Figure 3: photons emitted from different part of the source (orange spot) with
the same λ2, θ2 can be reflected at different depths in the crystal (red line) by two distinct crystallites (blue
rectangulars), resulting in different positions x2 (orange dotted line) and x′2 (black solid line) with respect
to the nominal one with λ1, θ1 (x1, solid orange line).

Figure 3. Depth reflection schematic: photons emitted from different part of the source (orange spot) with
the same λ2, θ2 can be reflected at different depths in the crystal (red line) by two distinct crystallites (blue
rectangulars), resulting in different positions x2 (orange dotted line) and x′2 (black solid line) with respect
to the nominal one with λ1, θ1 (x1, solid orange line).

The above mentioned aberration effect is well known and studied (see for example [12]); however,
it is interesting to check whether the worsening of the resolution due to the crystal thickness is still a
dominant effect also when the effective source size is about 1 mm or if instead the broadening induced by
the source size becomes more important.

3. Results

In this section, we present the spectra obtained for the Cu(Kα1,2) and Fe(Kα1,2) lines (see Table 1);
for each measurement, the corresponding geometrical parameters are listed in Table 2, where θset

B is the
central Bragg angle value used for the calculation. The crystal curvature radius is chosen in order to
make a compromise between the energy resolution and the signal rate, since higher ρc leads to longer
paths meaning better resolution but higher X-ray absorption from the air. Slits’ positions z1 and z2 are
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chosen such as to have a vertical dispersion at the HAPG/HOPG position smaller than the crystal size
(30 mm). The typical fitting function for peaks obtained with micrometric sources is a Lorentzian, which
can be used to take into account the natural lineshape of the atomic transitions and, in case, the mosaic
spread of a crystal; however, in our analysis, we carefully checked our spectra and fitted them either with
a Lorentzian, a Gaussian, and a convolution of the 2 (Voigt function), and we concluded that, in our case,
in which the dimension of the source is not a few microns anymore, the Gaussian shape better reproduces
the broadening induced by the bigger source size. In the following subsections, the presented spectra are
then fitted with Gaussian functions; for each acquired spectra, since the angular separation between Cu
and Fe Kα1,2 lines is very small (Δθ1,2(Cu) = 0.034◦, Δθ1,2(Fe) = 0.035◦), a linearity regime is assumed
between the pixel position on the strip detector and the X-ray energy. The calibration is then obtained by a
linear interpolation of the peak mean values obtained by the fits of the position spectra; this linear function
is then used to convert position spectra into energy spectra. For each plot, the rate reported in the yellow
box is calculated as the sum of the integrals of the Kα1,2 peaks divided by the data acquisition (DAQ) time
(1 h DAQ for all the reported measurement).

Table 1. List of the X-ray lines used in this work and the corresponding Bragg angles θB.

Line E (eV) θB (◦)

Fe(Kα1) 6403.84 16.774
Fe(Kα2) 6390.84 16.809
Cu(Kα1) 8047.78 13.276
Cu(Kα2) 8027.83 13.310

Table 2. List of the measurements presented in this work and their main beam parameters.

Line θset
B (◦) ρc (mm) L1 (mm) L2 (mm) z1 (mm) z2 (mm)

Fe(Kα1,2) 16.792 103.4 358.46 343.15 76 257
Cu(Kα1,2) 13.293 206.7 900.54 876.33 60 820

3.1. Reflection Efficiency and Resolution for Different HAPG Thickness

We present the results obtained from several measurements of the Cu(Kα1,2) lines, using three different
206.7 mm curvature radius HAPG crystal of 20 µm, 40 µm, and 100 µm thickness, all having a mosaicity,
measured and declared by the producer, of ωFWHM = 0.09◦ ± 0.015◦. As an example, we show the
comparison spectra obtained for each crystal for Δθ′ = 0.5◦ and with effective source sizes of 1000 µm
in Figure 4, while, for the other source sizes, the results are summarized in Table 3. In the figure, the
three spectra for the 20 µm, 40 µm and 100 µm cases are shown in the upper, middle and lower panels,
respectively. For each measurement, the data taking time is one hour and the fitting function is a double
Gaussian with common σ for the Cu lines and a polynomial for the background.
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Figure 4. Fitted spectra of Cu(Kα1,2) lines for S′
0 = 1000 µm and Δθ′ = 0.5◦: Kα1, Kα2, polynomial

background and total fitting functions correspond to the green, violet, blue and red curves, respectively,
while t in the text box refers to the thickness of the HAPG crystal.

3.2. Reflection Efficiency and Resolution for Different Crystal Mosaicities

An effect similar to the one due to the crystal thickness is played by the mosaicity: for a given
thickness, an increase in the mosaicity leads to a higher reflectivity because of a higher probability to find a
properly oriented crystallite but, as a drawback, a defocusing effect in the reflection plane is induced [4]. We
present the results obtained from several measurements of the Fe(Kα1,2) lines, using two different 103.4 mm
curvature radius crystal of mosaicity ωFWHM = 0.11◦ ± 0.01◦ (HAPG) and ωFWHM = 0.45◦ ± 0.03◦

(HOPG); for each one, the data taking time is one hour and the fitting function is a double Gaussian
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with common σ for the Cu lines and a polynomial for the background. Unlike the measurements in
Section 3.1, in this case, it was not possible to obtain spectra for the same Δθ′ for each S′

0 value because of
the geometrical limitations imposed by the Von Hamos configuration. For example, to have S′

0 = 400 µm
and Δθ′ = 0.3◦, slit S1 aperture should be only 2 µm, while to have S′

0 = 800 µm and Δθ′ = 0.18◦, slit S2

aperture should be only 7 µm; for both values, not only is the rate not sufficient to acquire meaningful 1 h
data taking spectra, but they are also below the error on the Δθ′ induced by the x and z position of the slits.

As an example, the comparison spectra obtained for the two type of crystal for S′
0 = 500 μ and

Δθ′ = 0.18◦ combination are presented in Figure 5, where the HAPG and HOPG spectra are shown in the
upper and lower panels, respectively. The results obtained for difference S′

0 Δθ′ combinations are reported
in Table 3.

Figure 5. Fitted spectra of Fe(Kα1,2) lines for S′
0 = 500µm and Δθ′ = 0.18◦: Kα1, Kα2, polynomial

background and total fitting functions correspond to the green, violet, blue and red curves, respectively.

The obtained peak precisions, resolutions and total rates obtained in the different measurements are
summarized in Table 3.
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Table 3. Summary of the peak precisions, resolutions and total rates obtained in the different measurements.

Line ωFW HM(◦) S′

0(µm) ∆θ′(◦) Thick (µm) δEα1 (eV) δEα2 (eV) σ(Kα1,2) (eV) R(Kα1,2) (Hz)

Cu(Kα1,2) 0.09 ± 0.015 800 0.5 20 0.24 0.24 3.64 ± 0.24 0.31 ± 0.01
Cu(Kα1,2) 0.09 ± 0.015 800 0.5 40 0.06 0.08 3.79 ± 0.05 2.42 ± 0.04
Cu(Kα1,2) 0.09 ± 0.015 800 0.5 100 0.05 0.08 3.79 ± 0.04 3.05 ± 0.03
Cu(Kα1,2) 0.09 ± 0.015 900 0.5 20 0.22 0.18 4.39 ± 0.13 0.66 ± 0.01
Cu(Kα1,2) 0.09 ± 0.015 900 0.5 40 0.05 0.08 4.18 ± 0.04 3.49 ± 0.03
Cu(Kα1,2) 0.09 ± 0.015 900 0.5 100 0.04 0.07 4.19 ± 0.03 4.58 ± 0.04
Cu(Kα1,2) 0.09 ± 0.015 1000 0.5 20 0.21 0.18 4.78 ± 0.12 0.82 ± 0.02
Cu(Kα1,2) 0.09 ± 0.015 1000 0.5 40 0.05 0.07 4.60 ± 0.04 4.51 ± 0.04
Cu(Kα1,2) 0.09 ± 0.015 1000 0.5 100 0.04 0.07 4.54 ± 0.03 5.74 ± 0.04
Cu(Kα1,2) 0.09 ± 0.015 1100 0.5 20 0.21 0.17 5.29 ± 0.11 1.07 ± 0.02
Cu(Kα1,2) 0.09 ± 0.015 1100 0.5 40 0.05 0.08 4.93 ± 0.04 5.41 ± 0.04
Cu(Kα1,2) 0.09 ± 0.015 1100 0.5 100 0.04 0.07 5.03 ± 0.03 7.18 ± 0.04
Cu(Kα1,2) 0.09 ± 0.015 1200 0.5 20 0.23 0.20 6.01 ± 0.14 1.35 ± 0.02
Cu(Kα1,2) 0.09 ± 0.015 1200 0.5 40 0.06 0.08 5.51 ± 0.04 6.35 ± 0.04
Cu(Kα1,2) 0.09 ± 0.015 1200 0.5 100 0.05 0.08 5.55 ± 0.03 8.46 ± 0.05

Fe(Kα1,2) 0.11 ± 0.01 400 0.16 100 0.13 0.22 4.82 ± 0.1 1.36 ± 0.02
Fe(Kα1,2) 0.45 ± 0.03 400 0.16 100 0.26 0.41 5.76 ± 0.22 0.84 ± 0.02
Fe(Kα1,2) 0.11 ± 0.01 500 0.18 100 0.13 0.22 5.24 ± 0.10 1.98 ± 0.02
Fe(Kα1,2) 0.45 ± 0.03 500 0.18 100 0.23 0.36 6.06 ± 0.16 1.29 ± 0.02
Fe(Kα1,2) 0.11 ± 0.01 600 0.22 100 0.13 0.23 5.84 ± 0.09 3.11 ± 0.03
Fe(Kα1,2) 0.45 ± 0.03 600 0.22 100 0.31 0.37 7.30 ± 0.20 2.17 ± 0.02
Fe(Kα1,2) 0.11 ± 0.01 700 0.28 100 0.10 0.16 5.79 ± 0.07 5.01 ± 0.04
Fe(Kα1,2) 0.45 ± 0.03 700 0.28 100 0.25 0.35 7.36 ± 0.16 3.57 ± 0.02
Fe(Kα1,2) 0.11 ± 0.01 800 0.36 100 0.11 0.16 6.29 ± 0.07 7.04 ± 0.04
Fe(Kα1,2) 0.45 ± 0.03 800 0.36 100 0.21 0.29 7.43 ± 0.12 5.49 ± 0.04

4. Discussion

The different thickness measurements show that, for a given S′
0 effective source size, the resolution

worsening effect induced by the crystal thickness is not predominant anymore; on the contrary, the
resolution broadening induced by the source size is more important. This is a very important result to
be taken into account when X-rays emitted from extended isotropic sources have to be measured. It has
to be noticed that the correct ratio between Kα1 and Kα2, both in Copper and Iron, is 100:51; this ratio is
somehow reversed in the spectra obtained with thin crystals (see Figure 4, top pad). This effect may be
better explained using Figures 1 and 2. The setup is prepared in order to have a nominal Bragg angle
(θB in Figure 1) tuned between the Kα1 and Kα2 peaks, around which the angular acceptance Δθ′ of
Figure 2 is defined. If the crystal is a bit mispositioned (not centered) with respect to this nominal direction,
it could result in a setup more aligned around one of the two peaks, in this case around Kα2. Consequently,
the probability to find properly oriented microcrystallites for Kα1 is lowered.

Concerning the mosaicity influence on the reflectivity and the resolution, a more detailed discussion
can be carried out starting from the measurements. From the spectra, it is evident how, with the higher
mosaicity of the HOPG crystal with respect to the HAPG, one causes a peak broadening, leading, in some
cases, even to a non-separation of the two peaks, consistent with the expectation; on the contrary, the
reason why there is not a corresponding increase in the measured rate is not intuitive and needs to be
more carefully motivated.

We can start from the assumption that, for the same crystal thickness and dimensions, the amount
of inner crystallites is always of the same order of magnitude regardless of the mosaicity value; then,
according to what is available in literature [12–16] and what is declared by the crystal producers [10], the
orientation distribution can be described with a Lorentzian, normalized to unity, of the form:
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L(θ) =
1
π

Γ/2

(θ2 + Γ2

4 )
,

where Γ is the crystal mosaicity ωFWHM. For each Δθ′ value (see Figure 2), for a single photon energy, the
number of the properly oriented crystallites is given by:

N0 =
∫ −0.5Δθ′

0.5Δθ′
L(θ)dθ.

For each measured spectrum, almost the 100% of the Fe(Kα1,2) photons will be in the interval
E1 ≤ E ≤ E2 being E1 = Fe(Kα2)−5σ and E2 = Fe(Kα1)+5σ, where now σ is the Gaussian peak resolution
obtained from the fits; this will correspond to a θ interval of α = θ2 − θ1 being θ2 = sin−1(CλeV

E22d

)

and

θ1 = sin−1(CλeV
E12d

)

, where d is the graphite lattice parameter and CλeV is the Å → eV conversion factor. The
final number of properly oriented crystallites will then be:

N =
∫ −0.5Δθ′−α

0.5Δθ′+α
L(θ)dθ.

The situation is shown in Figure 6, where the orientation distributions for the HAPG and HOPG
are shown in each panel in red and black, respectively. The distributions are peaked around Δθ = 0◦,
which represents the nominal Bragg angle; the integrals of the two Gaussians are then reported for various
intervals and show how the ratio between the HOPG and HAPG number of properly oriented crystallite is
changing. As a consequence, in the case of the Fe(Kα1,2) lines, which are only 13 eV or 0.035◦ distant, the
expected ratio is actually matching the expected values.

Figure 6. Orientation distributions for the HAPG (red) and HOPG (black) crystals: the distributions are
peaked around Δθ = 0◦, which represents the nominal Bragg angle; the integrals of the two Gaussians
are then reported for various intervals and show how the ratio between the HOPG and HAPG number of
properly oriented crystallite is changing.
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This description is reproducing the experimental data well, as shown in Figure 7, where, in the upper
panel, the measured ratios for each S′

0Δθ′ pairs are shown, while, in the middle panel, the corresponding
calculated integral ratios are reported. In the bottom pad, the difference between the previous two is
reported to show how much the calculated values differ from the measured ones. The errors on the
measured points are obtained propagating the errors on the peak fitting parameters, while the errors on
the calculated ones take into account the errors on the crystal mosaicities declared by the producer. The
errors are then propagated in the difference plot.

Figure 7. Comparison of the measured (top) and calculated (middle) HOPG/HAPG rate ratios; subtraction
of the two graphs is shown in the bottom pad. Each point of the upper and middle plots represents the
sum of both Kα1 and Kα2 number of events for the HOPG crystal divided by the same quantity for the
HAPG one.
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5. Conclusions

In this work, we presented the measurements of the Cu(Kα1,2) and the Fe(Kα1,2) lines performed
with different mosaicity, thickness and curvature radius crystals in order to investigate the influence of
the above mentioned parameters on the peak resolution and on the reflection efficiency. The different
thickness measurements show that, for a given S′

0 effective source size, the resolution worsening effect
induced by the crystal thickness is not predominant anymore with respect to the effect induced by the
wider source size; therefore, higher thickness values ensure higher reflectivities leading to more precise
determinations of the peak positions. This is a very important result to be taken into account when X-rays
emitted from extended isotropic sources have to be measured.

Concerning the mosaicity influence on the reflectivity and the resolution, a more detailed discussion
was carried out starting from the measurements. On one side, we confirmed that the higher mosaicity of
the HOPG crystal with respect to the HAPG one causes a peak broadening, leading in some cases even to
a non-separation of the two peaks; on the other side, we measured a higher number of reflected photons
using the HAPG crystal with respect to using the HOPG one. We provided a semi-quantitative explanation
of this behaviour, which is in good agreement with the measured ratios.

The proposed spectrometer shows promising results for future experiments in which, like for example
in the case of exotic atoms’ transitions measurements, X-rays are emitted from a wide and diffused
source. In these kinds of experiments, for a given spectrometer geometry, a proper choice of the crystal
in terms of thickness and mosaicity becomes a crucial parameter to be set based on the main goals of
the measurement and on the experimental conditions, like, for instance, the source emission rate and the
solid angle acceptance. The correct combination of crystal parameters may in fact be chosen in order to
obtain the desired combination of peak resolution and precision position determination. In the future, the
possibility to use pixelated area detectors in a full-cylinder crystal configuration like the one mentioned in
the Introduction, instead of linear strip detectors, will be also investigated; this may lead to an increase
in both spectral resolution, thanks to a better integration of the bent lines produced by the crystal, and
overall efficiency, thanks to a higher solid angle acceptance.
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Abstract: X-ray graphite optics consists of thin layers of Pyrolytic Graphite (PG) attached to a
substrate of focusing shape. Pyrolytic Graphite is a perfect artificial graphite obtained by annealing of
carbon deposit at temperatures about 3000 ◦C under deformation. By varying the annealing
conditions, one could get PG of different mosaic structure and mechanical properties. A wide
variability of the reflecting layer characteristics and optics shape makes the graphite optics useful in
an extended range of applications. The optics could be adjusted to applications that require moderate
resolution as EDXRF (energy dispersive X-Ray fluorescence) and as well as for high-resolution
applications as EXAFS (extended X-ray absorption fine structure), XANES (X-ray absorption
near-edge structure) and XES (X-ray emission spectroscopy). To realize the optics with theoretically
optimized parameters the relationship between the production procedure and the mosaicity and
reflectivity of the optics was experimentally studied. The influence of thickness, the type of PG
(Highly Oriented PG (HOPG) or Highly Annealed PG (HAPG)) and substrate characteristics on the
optics performance is presented.

Keywords: HOPG; HAPG; Pyrolytic Graphite; von Hamos; mosaic spread; mosaicity; rocking curve

1. Introduction

The recent interest in the fine structure of spectra [1], low probability events [2] and low
concentrations [3] accompanied with the requirement for decreased X-ray environmental impact of the
source generates the needs in efficient X-ray optics. Capillary and multilayers, ideal crystals and many
other devices are in use, each has its advantages and restrictions. Graphite Optics (GrO)—one of the
brightest variants of X-ray optics becomes more and more popular, especially since Highly Annealed
Pyrolytic Graphite (HAPG) with mosaic spread of 0.1◦ was created.

Due to the wide variability of the reflecting layer and of the optics shape, the GrO could be used
in enlarged number of applications. The optics is helpful for applications requiring moderate energy
resolution as well as for high-resolution applications.

A typical application where GrO is in use for more than 20 years is EDXRF (energy dispersive
X-Ray fluorescence). The optics serves as monochromator and focusing device for the primary beam as
well as a broadband filter between sample and detector. GrO as a broadband filter is essential for the
detection of trace elements in heavy matrix [4] or the element under investigation in the presence of
interfering element [5]. For this application, Highly Oriented Pyrolytic Graphite (HOPG optics with
moderate energy resolution and good flux is more popular; however, recently, HAPG optics with
improved mosaicity and better energy resolution has also been in use. Doubly curved short focus
GrO of both types is exploited in commercial set-up [6].
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In high resolution applications HAPG optics is used in von Hamos geometry as an effective
dispersive element for X-ray absorption and emission spectroscopy. The efficiency of spectrometers
based on HAPG optics makes it possible to implement the methods usually requiring Synchrotron
Radiation (SR) sources such as XES (X-ray emission spectroscopy) and XAFS (X-ray absorption fine
structure) at low brilliant laboratory sources [1,7]. HAPG optics is used in the first commercial X-ray
absorption spectroscopy system QuantumLeap-XAS by Sigray [8].

Plasma analysis is another application field where GrO-based spectrometers characterize the
temperature, density and ionization stage of warm dense plasma [9]. High thermal and radiation
stability is a key advantage of GrO for the application. The optics is able to work in high fluencies of
neutrons and laser-plasma debris.

For each application, a certain form of PG could be chosen and then the characteristics of the
reflecting layer could be additionally tuned.

2. Properties and Structural Peculiarities of the Reflecting Layer in Graphite Optics

Graphite Optics produced by Optigraph GmbH [10] consists of a layer of Pyrolytic Graphite (PG)
deposited on a substrate of required shape. The layer could be up to a few hundred microns thick.

Pyrolytic Graphite is a perfect artificial graphite produced by annealing of Pyrolytic
Carbon—unordered graphite material that is obtained by thermal cracking of carbon containing
gas, mainly methane, on a hot surface (Figure 1) [11]. The material has a two-dimensional ordering of
crystal cells, a clear conical structure and mosaic spread of 30◦.

Figure 1. Production of Pyrolytic Carbon—initial material for Pyrolytic Graphite. (A) Before
dehydrogenation; (B) after dehydrogenation (Reproduced with permission from [11] © Elsevier);
(C) cone structure of pyrolytic carbon [12], modified.

Annealing at temperatures near 3000 ◦C orders the material structure (Figure 2). The structural
changes are enhanced when annealing is accompanied by deformation. Different combinations of the
annealing temperature and the deformation type lead to different structure and different forms of
PG [13]. The forms with well-aligned structure are considered as graphite mosaic crystal and used as
optical element for X-rays and neutrons.

Figure 2. Schematic representation of structural changes associated with annealing under pressure
(Reproduced with permission from [13] © Elsevier, modified).

Pyrolytic graphite could be considered to some approximation as a set of bulk graphene chips
and has very interesting properties: it is pure carbon (99.999%) with highly anisotropic structure and
properties. Its thermal conductivity in C-C plane is about 2000 W/(m·K) that is four times higher
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than for Cu. The material is electrically conductive along the C-C plane and is an insulator in the
perpendicular direction. It can withstand high thermal and radiation loads, is chemically neutral and
ecologically friendly [14].

The PG properties result in the largest integrated reflectivity of graphite among all other crystals.
The dramatic increase of the integral reflectivity in comparison to ideal crystals is governed by
crystal mosaicity that determines the width of the reflected energy window. Low absorption leads to
the increase of the reflecting layer thickness and of the number of crystal planes involved in X-ray
diffraction. As the result, the integral reflectivity of GrO is more than an order of magnitude higher
than for ideal crystals [15,16]. The crystal brightness is enhanced by efficient focusing. The optics had
high collection efficiency due to the possibility of being realized in any shape including full figure of
revolution [5] and short focus geometries [6]. When the crystal is placed equidistant between source
and detector, mosaic focusing in the detection plane provides not only additional reflectivity increase,
but also high resolving power [17].

GrO works in a large energy range, including the energies higher than 10 keV [18,19]. Due to
its unique brightness, the higher orders of reflection (d004, d006) could be used for widening the
working energy range and increasing the crystal resolution. GrO is very robust: it endures increased
temperatures, radiation and unfriendly handling.

The PG layer has a complex anisotropic structure. It contains big structural units—blocks or
domains consisting of smaller crystallites [20]. The size of the blocks (domains) is a few hundreds
µm along the surface and an order of magnitude less in the perpendicular direction (Figure 3) [21].
The average size of the structural units depends on the annealing procedure. The wide scatter of the
results is clearly seen in review [22] where the average size of blocks and crystallites in conventional
HOPG measured by different methods and different researchers were collected. We guessed that the
difference in values is derived mainly from unequal annealing conditions of the samples obtained
from different sources and by different procedures.

Figure 3. Structure of Pyrolytic Graphite (PG)-layers in Graphite Optics (GrO) by Scanning Electron
Microscope. (A) Two level structure in plane: big blocks of a few hundreds µm, small crystallites of
10–30 µm; (B) the structure of crystal edge after laser cut: the edges of the blocks of 1–3 µm thick are
clearly seen. (Reproduced with permission from [21] © Springer, modified).

Some researchers noted the existence of reflecting areas of ≤1 mm size in HAPG [23,24]. It is still
not clear where these areas are blocks of increased size or there is one more structural level.

The units are well aligned along the average direction of C-C planes. The mosaicity that could
be considered as a deviation of the structural unit orientation from this average plane is mainly
determined by blocks; the crystallites within the block are misaligned at an angle of about 0.1◦.

The variation of annealing procedure changes the material structure that in its turn determines the
mosaic spread and flexibility of the material. Currently, Optigraph uses three forms of PG for optical
applications, which differ by annealing history and as the result by crystal structure and characteristics
they supply to the corresponding GrO.
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2.1. Types of GrO

2.1.1. Optics Based on Conventional HOPG Crystal

HOPG as a monochromator and model object for fundamental research was developed in the
beginning of 70 s [14]. As an optical element, HOPG was famous for its unusual brightness; however,
it has moderate resolution owing to relatively big mosaic spread. Commercially available crystals
have mosaic spread of 0.4◦ ± 0.1◦ or bigger. The bending of HOPG occurs at 3000 ◦C during annealing
under pressure on concave/convex graphite pistons.

From the very beginning, there were attempts to design graphite optics on the base of flat and
singly bent graphite monochromators [25]. Similarly to ideal crystals, the thin plates of HOPG were
slightly bent and glued on a substrate; however the devices did not have significant efficiency in
spite of the highest brightness of graphite monochromator. Until recently, this optics has some niche
application for simple instruments where a moderate performance is compensated by relatively
low cost.

The impossibility of the crystal bending to small radii, difficulties in production of custom and
doubly bent shapes prevented appearing efficient GrO on the market.

2.1.2. HOPG Optics

The extensive research of the factors determining the PG structure and properties made at the
end of last century [14,20,26,27] resulted in a novel approach to GrO that was designed on the base of
thin flexible films [28].

The film flexibility is a result of a special combination of annealing and deformation that eliminate
the vast defect regions along the grain boundaries existing in conventional HOPG. Figure 4 shows the
grain structure of conventional and flexible HOPG of the same mosaicity by acoustic microscopy [28].
In conventional HOPG, the grain boundaries are marked by contrast zones that are not visible in the
flexible form.

The film flexibility grants a chance to produce custom shaped optics at room temperature and
notably decreases the production costs. Moreover, the structural changes allow attaining significantly
lower crystal mosaicity than by classical technology.

 

Figure 4. Structure of rigid and flexible HOPG films by acoustic microscope. (A) Rigid material, could
be bent plastically at 3000 ◦C or elastically as a film of 50–200 µm; (B) flexible HOPG is acoustically
transparent. (Reproduced with permission from [28]. © Wiley-VCH Verlag GmbH & Co. KGaA).

It is of a special importance that the resolution of bent optics does not degrade versus a flat one.
The flexible films are bent plastically at room temperature, and the deformation causes neither stress,
nor crucial structural changes [29].

HOPG optics is made of a set of thin films with a mosaicity of 0.1 degree. The thickness of a
film could be from 5 to 20 µm. The films are split off from the material denoted as flexible HOPG.
The films adhere to each other and to optically polished substrate without glue and a layer of required
thickness could be deposited on a substrate of any shape at room temperature. The mosaicity of the
optics increases with the number of the films involved.
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HOPG optics could be produced with radii down to a few mm and as full figure of revolution.
The optics offers efficient focusing with moderate resolution and relatively wide bandpass.

HOPG optics finds application mainly in the fields where the priority is the flux and not the
resolution. The optics has relatively moderate requirements to the substrate and is preferable for
complex short focus shapes [30,31].

Providing efficient focusing, HOPG-optics still retains moderate mosaic spread similar to the
conventional HOPG. In spite of a low mosaic spread of very thin films the optics with practically
useful thickness of reflecting layer does not fit the high-resolution applications.

2.1.3. HAPG Optics

The upgrade of the annealing procedure permitted to increase by an order of magnitude the
thickness of flexible monofilms with mosaicity of about 0.1◦. The film adheres to optically polished
substrate and has increased flexibility. As the annealing procedure significantly differs from the
technology of conventional and flexible HOPG, the material got a special name HAPG.

HAPG has more perfect structure and decreased intrinsic width in comparison with both
variants of HOPG. That leads to better combination of sensitivity and resolution. In von Hamos
geometry the HAPG optics reaches a resolution close to ideal crystals keeping an order of magnitude
higher brightness [29,32]. The direct comparison of HAPG optics at von Hamos geometry with ideal
crystals such as Si [16], Ge [15] and with mosaic crystals such as LiF [16,23] demonstrates in all cases a
significant integrated reflectivity gain at comparable resolving power.

Tuning the GrO to a given task one could not only choose the required form of PG layer and the
optics geometry, but also vary the parameters of reflecting layer in order to achieve maximal efficiency.

The resolution and brightness of the optics both depend on the thickness and mosaicity of graphite
layer; however, the trends are contrariwise. X-rays penetrate relatively deep into the graphite and
reflect from the depth up to a few hundred microns depending on the energy and crystal mosaicity.
Aberrations derived from the mismatch between the rays reflected from the top and the bottom of the
reflecting layer limit the crystal thickness by the resolution on request. A smaller curvature radius
needs a thinner crystal layer if the same resolution should be achieved.

Besides the depth broadening, there are other factors degrading the GrO energy resolution; they
are thoroughly discussed in [33,34]. Increased collection solid angle does not always result in increased
efficiency, because a considerable fraction of the collected photons could be lost due to aberrations;
thus, the crystal with decreased mosaicity could compensate its potentially lower reflectivity by tight
focusing. As a result, the optimal type of GrO, as well as the choice between ideal crystals and graphite
optics, depends on the required spectral resolution and other limitations of the given application [35].

To choose the thickness of the graphite layer for the optimal ratio between resolution and
brightness of the optics one needs not only theoretical estimations, but also experimental data that
establish the correlation between mosaicity, reflectivity and thickness of the layer for different PG
forms and deposition procedures.

The graphite film follows the substrate precisely; thus, the substrate availability determines the
chance to realize optics according to the theoretical calculation. The films adhere to the optically
polished substrate made from glass, quartz and some other materials. Aluminum substrates often
require some gluing. However, aluminum substrates could offer more various shapes, could work
under trying conditions and they are cheaper and easier to handle. Therefore, the choice of substrate
material also becomes a question of compromise and experiments revealing the influence of the
substrate on the optics parameters are essential.

In order to clarify these questions, we analyzed characteristics such as mosaic spread and
integrated reflectivity of the graphite layers deposited on different substrates, in different ways
and of different thickness.
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3. Results

3.1. HAPG versus HOPG

The thickness of a single film with mosaicity of 0.1◦ is limited by 10–15 µm for flexible HOPG
and 120 µm for HAPG. HOPG films up to 50 µm thick could still adhere to optically polished glass
substrate; however, the mosaicity of such films increases up to 0.25◦ and the flexibility significantly
decreases. Increased surface roughness of the substrate results in worse film adhesion. For the
aluminum substrates used in this work, the maximal thickness of the adhering film decreased down to
30/80 µm for HOPG and HAPG films, respectively.

As films adhere not only to optically polished substrate, but also to each other, there is a possibility
to increase the thickness of reflecting layer using a set of films. The approach results in a significant
mosaicity increase with the number of the films involved. The required thickness could be obtained by
the deposition of a few thicker films with increased mosaicity or a bigger amount of thin films with
mosaicity of 0.1◦. To compare both ways of deposition, the mosaicity and reflectivity of HOPG layers
produced from thin films (5–10 µm each) and from films of maximal possible thickness (30–50 µm
each) were measured (Figure 5).

Figure 5. Mosaic spread of GrO on glass substrate depending on graphite layer thickness:
red circles—HOPG layer composed of thin films (5–10 µm); blue triangles—HOPG layer composed of
thick films (30–50 µm); green circles—HAPG layer applied as a single film. The error bars represent the
standard deviations of every 10 measurement points.

In the “thin-film method” the film mismatch rapidly increases the mosaicity of HOPG optics
up to the values higher than those of the source material—flexible HOPG (up to 1.5◦ in comparison
to 0.8◦). In the case of “thick-film method”, the mosaicity increases slower and reaches the values of
the source material. The HAPG layer could be applied as a single film up to 120 µm thick retaining
the mosaicity of about 0.1◦ (Figure 6). Stacking of HAPG layers from a set of single films also leads to
mosaicity similar, but slower, increase to flexible HOPG. For example, the mosaicity of 40 µm HAPG
layer made of 10 films exceeded only twice the mosaicity of the monofilm variant. For convenient
comparison of HOPG and HAPG the results for HAPG are also additional placed on Figures 5 and 7.
The reflectivity of the HOPG layer reaches a “plateau” at 200–300 µm (Figure 7) and this thickness of
the reflecting layer is typically used for HOPG optics working below 10 keV. The mosaicity of such
optics lies in the range of 0.8◦–1.5◦ (Figure 5). Due to lower mosaicity, HAPG optics has a smaller
integral reflectivity versus HOPG optics, while the peak reflectivity is the same.
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Figure 6. Mosaicity and reflectivity of HAPG deposited as a single film on glass substrate depending on
the graphite layer thickness: red circles—mosaicity; blue triangles—reflectivity. The error bars represent
the standard deviations of every 10 measurement points.

Figure 7. Reflectivity of GrO on glass substrate depending on graphite layer thickness:
red circle—HOPG layer composed of thin films (5–10 µm); blue triangles—HOPG layer composed of
thick films (30–50 µm); green circles—HAPG layer applied as a single film. The error bars represent the
standard deviations of every 10 measurement points.

3.2. Glass Substrates versus Aluminum Substrates

In order to test the influence of the substrate materials on the characteristics of GrO, aluminum
and glass were used as substrates for HAPG films of different thickness. A single film layer was
deposited sequentially on two types of the substrates. Each film was deposited first on aluminum
substrate of worse surface quality and afterwards it was redeposited on optically polished glass
substrate. The mosaicity was measured after first and second deposition. The same HAPG film
on well-polished aluminum substrate has twice higher mosaicity than on optically polished glass
(Figure 8). We would like to emphasize that the film improved its mosaicity being transferred on a
substrate of better surface quality from a worse substrate.

Mosaic spread of the redeposited films was similar to the mosaicity of the films directly stacked on
glass (red circles and red triangles in Figure 8). It demonstrated how robust and reliable the graphite
films were. Due to enhanced flexibility, the film follows the substrate roughness and that made the
optics characteristics very sensitive to the substrate quality.

A good illustration of high stability of the deposition method is the results for 30 µm thick sample
given at Figure 8. The film has anomalous high mosaicity in comparison to other films of the series
obviously due to a local structural defect. The deviation of drop down value was similar on both
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substrates. It looks like the redeposition just aligns the structural units of the film along the substrate
surface. The film replicated the surface roughness without any structural changes within the film.

Contrary to mosaic spread, the integral reflectivity does not show significant dependence on
substrate material (Figure 9).

Figure 8. Mosaic spread of GrO on different substrates depending on graphite layer thickness:
green stars—HAPG layer applied on aluminum; red circles—HAPG layer applied on glass (the same
layer and the same measurement points as by the green stars); black triangles—HAPG layer directly
applied on glass. The error bars represent the standard deviations of every 10 measurement points.

Figure 9. Integral reflectivity of GrO on different substrates depending on graphite layer thickness:
green stars—HAPG layer applied on aluminum; red circles—HAPG layer applied on glass (the same
layer and the same measurement points as by the green stars).

4. Materials and Methods

The measurements were fulfilled by the diffractometer D8 ADVANCE ECO from Bruker (Bruker
AXS GmbH, Karlsruhe, Germany) in Bragg-Brentano configuration. As X-ray source, a tube with
copper anode with 40 keV and 25 µA was used. Göbel-mirror and 2-bounce monochromator formed
a parallel beam with about 1 mm × 9 mm spot in the sample plane. Measurements of the rocking
curve of GrO were performed in reflection order 002 with the Cu Ka emission of the Cu anode within
Θ = 13.29◦ ± 2◦ by the SSD160 camera. To calculate the integral reflectivity, the intensity of incident
X-ray beam was directly measured by 2-theta scan around 0◦ with SSD160.

The thin films of HOPG/HAPG with different thickness were prepared by splitting off from
the same batches of bulk materials (Optigraph, Berlin, Germany). As substrates optically polished
BK7-glass plates from Thorlabs GmbH Dachau/Munich, Bavatia, Germany and aluminum plates from
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Kugler, Germany with surface roughness Ra = 5 nm (specified by producer) were used. Different
alloys of aluminum were tested and the one (Rapidly Solidified Aluminum-6061) with the best adhesion
to graphite films was used for further experiments. For direct measurement of the rocking curve,
all substrates were flat.

Each measurement value depicted on the figures represents an average of single measurements of
Full Width at Half Maximum (FWHM) of rocking curve made at 10 different points along the sample.
In the experiment comparing the different forms of PG on glass substrate, these points were fixed
relative to the substrate and not to the position on the varying graphite layers. In the experiment with
glass and aluminum substrates, the points were fixed relative to their position on graphite layer, which
was deposited on both substrates subsequently.

5. Conclusions

Optimization of the Graphite Optics to a given task and set-up includes not only the choice of
PG and the estimation of the optics shape, but also the optimization of deposition process in order to
get the combination of thickness and mosaicity of the reflecting layer required for maximizing the
optics efficiency.

The correlation between the mosaicity and the thickness in HOPG optics restricts the set of
existing combinations. The number of combinations could be increased by producing HAPG optics
in the way similar to HOPG optics as a set of monofilms. The increase of the mosaicity fills the gap
between the two types of the optics. As a result, almost any combination of thickness and mosaicity
could be fulfilled and any optics according to theoretical estimation could be realized.

The quality of the substrate surface could be a crucial parameter that influences the optics
performance. Therefore, the availability of the substrate of required shape and surface quality usually
determines the possibility to manufacture the optics according to the requirements.

Graphite Optics is a powerful and versatile device for a wide set of applications. Due to its high
variability, it could find a place in many new branches of advanced science and technology and could
encourage the researchers to realize their current and future ideas.
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Abstract: X-ray Absorption Fine Structure Spectroscopy (XAFS) is a powerful technique to investigate
the local atomic geometry and the chemical state of atoms in different types of materials, especially if
lacking a long-range order, such as nanomaterials, liquids, amorphous and highly disordered systems,
and polymers containing metallic atoms. The INFN-LNF DAΦNE-Light DXR1 beam line is mainly
dedicated to soft X-ray absorption spectroscopy; it collects the radiation of a wiggler insertion device
and covers the energy range from 0.9 to 3.0 keV or the range going from the K-edge of Na through
to the K-edge of Cl. The characteristics of the beamline are reported here together with the XAFS
spectra of reference compounds, in order to show some of the information achievable with this X-ray
spectroscopy. Additionally, some examples of XAFS spectroscopy applications are also reported.

Keywords: soft X-rays; XAFS; beamlines; synchrotron radiation; material science

1. Introduction

Soft X-rays ranging from 0.9 to 3.0 keV cover an important energy range because they can be
used in the study of materials containing atoms like magnesium, aluminum, silicon, sulfur, and many
others. These atomic elements have an important role in fields like biology, medicine, catalysis,
cultural heritage, materials, and space science. Furthermore, soft X-ray beamlines can be used for
the characterization of samples using X-ray spectroscopies, but also for tests of optics and detectors
needed for soft X-ray applications in other fields like space science.

X-ray Absorption Fine Structure (XAFS) spectroscopy is particularly useful to investigate the
electronic structure and local environment of specific atoms in quite different samples like solids,
liquids, and gasses. XAFS spectra come from the X-ray induced transition of electrons from inner-shell
orbitals to unoccupied electronic states, and from the scattering of the photo-emitted core electrons by
all the neighboring atoms. For samples containing light elements, in the soft X-ray region, K absorption
edges can be studied, due to the excitation of 1s electrons; however for the ones containing heavier
elements like Mo, Au, and so on, L or M absorption edges can be used to achieve important information
on their valence band structures.

The DXR1 soft X-ray beamline is one of the beamlines of the DAΦNE-Light [1] Instituto Nazionale
di Fisica Nucleare (INFN) Laboratori Nazionali di Frascati (LNF) synchrotron radiation facility.
The Double Annular Φ-factory for Nice Experiments (DAΦNE) [2] storage ring is a high-luminosity,
0.51 GeV, e+-e− collider, designed for a broad high-energy physics program. Due to its low-energy
and high-electron current (higher than 1.5 A), DAΦNE provides high-flux synchrotron radiation (SR)
beams in the energy range from IR to soft X-rays, and for this reason it is being used, in both dedicated
and parasitic mode, as well as for SR applications.

In this paper, the characteristics of the DXR1 beamline, together with some XAFS measurements
to show its performance, will be reported.

Condens. Matter 2019, 4, 7; doi:10.3390/condmat4010007 www.mdpi.com/journal/condensedmatter104
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2. The DXR1 Beamline

The DAΦNE DXR1 soft X-ray beamline, mainly dedicated to X-ray absorption spectroscopy,
started delivering beamtime to users at the end of 2004. The radiation source of the DXR1 beamline is
one of the four planar wigglers (6-poles equivalent) installed on the DAΦNE electron storage ring to
control the beam emittance [3]. The wiggler forces the accelerated electrons to emit a wide, intense,
and polarized fan of electromagnetic radiation. Due to the wiggler higher magnetic field, the critical
energy of the emitted synchrotron radiation spectrum of the DXR1 beamline (296 eV) is higher than
the one of the bending magnet beamlines (219 eV). The 6 poles of the wiggler and the high storage
ring current >1.5 A of DAΦNE, give a useful X-ray flux (Figure 1) for measurements well beyond ten
times the critical energy.

 

Figure 1. Calculated photon flux of the DXR1 DAΦNE wiggler (log scale), taking into account an
electron circulating current of 1 A.

2.1. The Beamline Layout

A schematic view of the soft X-ray beamline is shown in Figure 2. The front end of the beamline
is placed at about 4 m from the wiggler and its optical axis is geometrically aligned to the insertion
device. The exit flange was designed to accept the entire vertical SR divergence (1 mrad), and about
12 mrad in the horizontal plane.

A gold-coated silicon mirror, at a grazing angle of about 2.2 degrees, deflects, in the horizontal
plane, half of the beam into the UV-VIS DXR2 branch line. A removable thin high-transmittance
window (8 µm Be) separates the Ultra High Vacuum (UHV) of the machine from the HV of the rest of
the beamline. A double wire beam monitor can be used to control the beam position. To define the
beam shape and dimensions, remotely controlled vertical and horizontal slits were installed before
and after the soft X-ray monochromator, very near to the experimental chamber. The beam size used
clearly depends on the dimensions of the samples to be measured; a standard one is about 2 mm in the
vertical length and 8 mm in horizontal length.

To select the soft X-ray energies, the beamline is equipped with a Toyama double-crystal
monochromator (Figure 3) in ‘boomerang’ geometry, that ensures a fixed beam exit at all achievable
energies and can cover Bragg angles from 15◦ to 75◦. The monochromator is at about 30 m from the
exit flange of the front end. Different sets of crystals (see Table 1) can be used to cover the available
photon energy range (0.9–3 keV). To change the crystals, the UHV chamber of the monochromator
must be opened and the operation normally takes several hours.
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Figure 2. Schematic view of the DXR1 Soft X-ray and DXR2 UV-VIS beamlines.

 

Figure 3. DXR1 Soft X-ray beamline monochromator and experimental chamber from left to right.

Table 1. Available sets of X-ray crystals.

Crystal 2d Spacing (Å) Energy Range (eV) Absorption Edges

Beryl (10-10) 15.954 900–1560 Na K, Mg K
KTP (011) 10.950 1200–2200 Al K
InSb (111) 7.481 1800–3000 Si K–Cl K
Ge (111) 6.532 2100–3000 P K–Cl K
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The typical energy resolution (E/ΔE) of the monochromator is about 1500 for Beryl and InSb,
while the flux measured at 1300 eV using the Beryl crystal is 6 × 108 ph/s and 3 × 108 ph/s at 2500 eV
using the InSb crystals. In both cases, the first ionization chamber was filled with N2 gas, the gas
pressure was chosen to have 10% efficiency, and the beam dimensions were (2 × 8) mm2.

2.2. The Beamline Experimental Setup

A multipurpose experimental HV chamber (Figure 3), placed at about 1 m from the
monochromator, was realized to allocate several samples to be measured in transmission, fluorescence,
and total electron yield mode. At the moment, the only allowed mode is the transmission one where
the incoming and outgoing X-ray beams are monitored using two ionization chambers. The sample
holder normally used at RT can host up to ten samples. The experimental chamber can also host other
kinds of sample holders, but only with a maximum dimension of about 10 × 10 cm2.

From 2019 onwards, it will also be possible to perform XAFS measurements in fluorescence
mode. A new 4-channel array of Silicon Drift Detectors (SDDs), called ARDESIA and developed by
INFN and the Politecnico di Milano [4], has been tested on the beamline in February 2018 and will
be definitively installed by the end of the year. The ARDESIA detector, having a finger-like structure,
can be introduced in the experimental chamber using a specific vacuum-tight translating system and
uses as an entrance window an AP5 MOXTEK thin polymer with high transmission in the soft X-ray
region. In Figure 4, the first XAFS spectrum of a Pyrex thin glass, taken in fluorescence mode at the Si
K-edge, is shown. The values reported for the fluorescence mode are the average values of the data
measured by the four ARDESIA SDD detectors and are compared with the data taken on a Pyrex
powder sample measured in transmission mode. This new detector will open the possibility to also
accept experimental proposals on diluted and supported samples.

 

Figure 4. Comparison between the XAFS spectra of Pyrex samples measured at the DXR1 beamline in
absorption and fluorescence mode.

In order to control the sample temperature and open the beamline to experimental proposals
requiring low temperatures, one can use an OXFORD Instruments cryostat, which can work from
4 K up to room temperature, giving the possibility to perform XAFS measurements as a function of
temperature. The sample holder for measurements from RT to 77 K can host six samples, while the
one for lower temperatures can only host three.

At the end of the DXR1 experimental hutch, there is a small hutch where a tungsten micro-focus
conventional X-ray tube has been installed together with an experimental chamber; this can be used to
make tests on samples or devices connected to optical or detection systems.
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3. XAFS Spectroscopy and Measurements

3.1. XAFS Spectroscopy

XAFS [5,6] can help understand the physical properties of materials, giving information on their
local structure. XAFS is element-selective because choosing the energy of the X-rays means choosing
the atomic number, Z, of the atom whose surroundings have to be characterized. XAFS is considered
core level spectroscopy, because the X-ray energies used are the ones of the deep-core electrons and not
of the valence ones. As a function of energy, XAFS measures the modulations of the X-ray absorption
coefficient, near and above the core-level binding energies of a specific atom (Figure 5). XAFS spectra
are sensitive to the oxidation state, coordination chemistry, and to the distances, coordination numbers,
and species of the atoms surrounding the selected atomic element. XAFS can be used to study ordered
and disordered systems, even if very diluted. XAFS can help measure 2D interatomic distances with
high resolution, but also has 3D structural sensitivity. XAFS spectroscopy can be applied in the study
of nanostructures, thin films, interfaces, alloys, dopants, liquids and many other very important fields,
such as life-science, catalysis, cultural heritage, material, and space science.

 

Figure 5. XAFS absorption spectrum at the K-edge of aluminum metal measured at the DXR1 beamline
at room temperature.

When an X-ray beam passes through a sample, normally its intensity decreases by an amount
related to the absorption characteristics of the sample itself, especially for photon energies between
1 keV and 50 keV, mainly used in XAFS spectroscopy. The mechanism contributing to the X-ray
attenuation is the photoelectric absorption, resulting in the absorption of photons and emission of
photoelectrons. The intensity of the transmitted X-ray beam (I1) is related to the intensity of the
incoming beam (I0) by the Beer’s Law:

I1 = I0 exp[−µ(E)x], (1)

where µ(E) is the linear absorption coefficient as a function of energy, and x is the thickness of
the sample; a typical XAFS setup is shown in Figure 6. I0 and I1 are the signals measured by the
ion chambers positioned before (incoming flux) and after the sample (transmitted flux) working in
transmission mode (µ(E)x = ln(I0/I1). In the presence of supported or very diluted/thin samples,
the transmission mode cannot be used. In this case, a fluorescence detector must be used to measure
the fluorescence flux IF (µ(E)x = IF/I0) [5].
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Figure 6. Schematic view of a typical XAFS experimental setup, where in transmission mode, I0 and
IT are measured using two ionization chambers, while in fluorescence mode, a fluorescence detector
needs to be used.

As clearly visible in Figure 5, where the µ(E)x, evaluated using Equation (1), is reported in the
low energy side of the spectrum, as the X-ray energies increase, the absorption coefficient decreases.
This behavior changes at the absorption edge when the energy value of the incoming X-rays becomes
enough to extract electrons from a deeper level. As shown in Figure 5, a fine structure (XAFS) starts
appearing at the edge and is also present well above it. In XAFS spectra, three different regions [5] can
be evidenced: the pre-edge and edge region, the near edge region or XANES (X-ray Absorption Near
Edge Structure) up to about 50 eV (information on the local electronic and geometric 3D structure),
and the extended region or EXAFS (Extended X-ray Absorption Fine Structure) [6], that can reach
thousands of eV above the edge and can give information on the local geometric structure surrounding
the absorbing atoms.

3.2. XANES and EXAFS Spectra

Even if XANES modeling [5] is very complex, important information like the oxidation state,
three dimensional geometry, and coordination environment of elements under investigation can be
achieved by also comparing the measured spectra with those of well-known model compounds.
In Figure 7, the normalized XANES spectra measured on crystalline samples with known crystal
structures, containing sulfur at different valence states, are reported.

Figure 7. Energy shifts of the S K-edge as a function of S valence changes.
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The shape of the edge and the pre-edge resonances are characteristic of the local symmetry of the
investigated atom sites and can be used as fingerprints in the identification of the local structure of
unknown samples. The binding energies of the valence orbitals and therefore the energy position of the
sulfur edge are correlated with the valence state of the absorbing atom. As the oxidation state increases,
the absorption edges in the XANES spectra move to higher energies. Energy shifts vary linearly with
the valence of the absorbing atom [5], and in particular, as a function of the sulfur oxidation state,
large energy differences up to 12 eV can be found between S2− and S6+ [7].

XANES spectra can give chemical and structural information and can be very important in many
different fields. In the field of cultural heritage, X-ray elemental micro mapping can give information
on the atomic elements present in paintings; but when using XAFS spectroscopy, it becomes also
possible to achieve information on the chemical composition in the presence of trace elements as
well [8]. Due to the very different features present in the XANES spectra of elements in metallic
or different oxide phases (see Figure 8), sometimes XANES spectra can directly give the required
information on the chemical state of the materials being studied [9].

 
(a) (b) 

Figure 8. The very different XANES spectra of: (a) aluminum metal foil and (b) an aluminum
oxide Al2O3.

From the analysis of the EXAFS data, quantitative information on the short-range order structure
can be achieved. EXAFS oscillations are usually indicated as χ(k):

χ(k) =
μ(k)− μ0(k)

μ0(k)
, (2)

where μ0(k) is the monotonically decreasing atomic absorption coefficient, μ(k) is the effective
absorption coefficient oscillating around it, and k is the photoelectron wave vector [10] given by
Equation (3)

k =

√

2m(E − E0)

ℏ2 , (3)

where E is the incoming photon energy, and E0 is the absorption edge energy calculated as the energy
of the maximum derivative of μ(E). EXAFS oscillations can be well approximated by Equation (4):

χ(k) = ∑
j

S2
0Nj f j(k)e

−2k2σ2
j

kR2
j

sin(2kRj + δj(k)). (4)

In χ(k), the backscattering atoms around the absorbing one are grouped in coordination shells [5,6],
each one containing a number, Nj of atoms, of the same species, at the same distance Rj from the
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absorbing atom. χ(k) is formally given by the sum over the index j of the contributions coming from
the j coordination shells [5,6]. In Equation (4), fj(k) and dj(k) are scattering properties of the atoms
around the absorbing one and in particular fj(k) is the backscattering amplitude of the Nj neighbors,
while dj(k) is a k-dependent phase shift [5,6]. As shown in Figure 9, EXAFS data can be extracted using
programs like the ATHENA program [11], after the linear subtraction of the pre-edge background and
the removal of the atomic absorption.

 

Figure 9. Left side: Data extraction process for the analysis of the EXAFS data of an aluminum metal
foil pre-edge background subtraction and normalization; Right side: Extracted EXAFS data of an
aluminum metal foil.

Since the EXAFS signal contains the contributions of all of the j coordination shells and each
contribution can be approximated by a damped sinusoidal function in k-space whose frequency is
proportional to a specific absorber-backscatterer distance, Fourier transforming (FT) the EXAFS data
enables the separation of the different frequencies. This operation transforms each EXAFS sinusoidal
component in a FT modulus peak, going from the k(Å−1) space to an R(Å) space. The height of the
peaks depends on the amplitude parameters of the EXAFS equation, while their position depends on
the phase parameters. In Figure 10 the FT of the EXAFS spectrum of an Aluminum foil is reported:
the first and second peaks represent the first and second coordination shells. Having aluminum a face
centered cubic (fcc) structure [12], the coordination number of the nearest neighbors is 12, while the
second shell coordination number is 6.

 

Figure 10. Fourier Transforms of the EXAFS experimental data (full line) and of the theoretical first
(red dashed lines) and second (green dashed lines) shell contributions.
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A fitting procedure can be used to determine the coordination numbers (Nj), the interatomic
distances (Rj) and Debye–Waller thermal and static disorder factors (σ2) of the coordination shells
around the absorbing atom.

The least-square fitting of the structural parameters can be performed using a program
like ARTEMIS [11] that—together with the ATHENA program—is implemented in the IFEFFIT
package [13]. In the fitting procedures, the scattering contributions can be calculated by software
packages like FEFF [14,15], and depend on the coordination shells around the absorbing atom that must
be studied. In all cases, an estimation of the accuracy of the obtained structural parameters, compatible
with data quality and range used [16] is also normally evaluated. In Table 2, the results achieved in the
fitting procedure of the first two Al coordination shells are reported. The results achieved by the XAFS
data taken at room temperature, are in good agreement with the fcc Al values [17].

Table 2. Results achieved in the fitting procedure of the first two Al coordination shells.

Shell N R (Å) σ2 (Å2)

First 12 2.85(1) 0.014(3)
Second 6 4.04(1) 0.027(4)

3.3. Using the Beamline for XAFS Applications

Twice a year, a call for proposals is open to EU, Italian, and other external users coming from
Universities or Research Centers. The transnational access to all the DAFNE-Light beamlines open to
users is nowadays supported by the EU CALIPSOplus project [18]. In recent years, the soft X-ray line
has successfully delivered beamtime to many different experimental proposals. The X-ray Absorption
Near Edge Spectroscopy (XANES) technique has been routinely applied in transmission mode on
different samples within the energy range 1.0–3.0 keV. XANES spectra were acquired in parasitic and in
dedicated beamtime days. During the parasitic mode days, tests of new samples and experiments not
requiring long acquisition times, like studies of diamond detectors, soft X-ray multi-layers, and imaging
of metal impurities in leaves were performed. Dedicated beamtime was normally used for selected
experimental proposals chosen by the INFN-LNF DAFNE-Light User Selection Panel.

In the last year, some interesting experiments on silicate and lapis lazuli pigments at the Si and S
K-edges that can have applications in the cultural heritage field have been performed and XANES
data are being analyzed.

The possibility to perform measurements at low temperatures was used in experiments requiring
tests of systems needed for space applications. In particular, the thermal characterization of the
X-ray transmission of thin aluminum filters, needed to protect X-ray detectors for space missions,
was performed at the DXR1 beamline. These measurements are important to characterize the effects
induced on the detector by the aluminum filters. As shown in Figure 11 (left panel), where the EXAFS
spectra of an aluminum foil as a function of temperature are reported, X-ray transmission measures
the presence of a fine structure, but also of thermal effects that affect the phase and amplitude of the
EXAFS oscillations. Both effects are probably more evident in Figure 11 (right panel), where the Fourier
transforms of these spectra, calculated in the k range (2–7) Å−1, are reported. The reduction of the
intensity of the peaks corresponding to the different coordination shells and the shift of their positions
in R space, as a function of temperature, are now clearly more visible.

Just to give an idea of other kind of measurements that can be performed at the DXR1 beamline,
some interesting applications will be reported concerning hydrogen storage materials [19], thiol-capped
gold nanoparticles [20], and anticancer metallodrugs [21].

Concerning hydrogen storage materials, tetrahydroaluminates or alanates, complex hydrides
containing AlH4 groups, were studied [19] for the development of higher-efficiency hydrogen storage
materials, since it was discovered that the hydrogen de- and absorption can be catalyzed by doping
with titanium and other transition metal and rare earth metal species. The aim of the experiments at
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the Al K edge was to investigate the local structure around Al atoms studying the alanate phase at
different stages of the reaction after the material has been cycled under hydrogen. The study allowed
showing the presence of modification within the alanate structure during cycling under hydrogen.

  

Figure 11. EXAFS spectra (left panel) of an aluminum foil measured at 77 K, 150 K and 300 K) and
their Fourier transforms (right panel).

Moving to nanomaterials, it is well-known that the study on their size dependent structural and
electronic properties asks, as ideal condition, nearly monodisperse particles. One way to achieve
this is by capping nanoparticles with molecular species that interact with the surface preventing the
nucleation or aggregation of single clusters. Capping molecules generally contain functional groups
such as amine, alcohol, thiol, and phosphine, providing a wide range of interactions. Thiol-capping
molecules are particularly suitable in preparative methods based on the chemical synthesis of
nanoparticles, such as SMAD [20]. In general, thiols interact strongly with a gold surface, inducing
meaningful charge redistribution. A thiol–Au interaction is quite important because it exhibits the
interesting property of self-assembly. In principle, alkanethiolates are dissociatively chemisorbed
to a gold surface via the sulfur atom after cleavage of S–H bonds. When interacting with a gold
surface, different structural phases occur at increasing coverage; in particular, high coverage results
in a formation of ordered structures. To better understand the gold–sulfur interactions, the XAFS
sulfur K-edge measurements were performed at the DXR1 beamline (Figure 12), while the Au L3

measurements were performed elsewhere.

 

Figure 12. XANES spectrum at S K-edge of a gold thiol-capped sample.

Moving to a totally different field, an important study has been performed on adducts of
ruthenium anticancer metallodrugs with serum proteins and fragments of proteins [21]. There is
a great interest in the analysis of the interactions of metal-based drugs with serum proteins in view of
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their relevant biological and pharmacological implications. Specifically, great attention has been given
to ruthenium complexes that seem to be very promising.

The mechanisms through which the metal complexes produce their biological and
pharmacological effects are still largely unexplored and it seems that ruthenium complexes act on
different targets, most likely on proteins.

The reaction of bovine serum albumin (BSA) with [trans-RuCl4 (Im)(dimethylsulfoxide)][ImH]
(Im = imidazole) (NAMI-A), an experimental ruthenium(III) anticancer drug, and the formation
of the respective NAMI-A/BSA adduct have been investigated at the DXR1 beamline by XAFS
measurements at the sulfur and chlorine K-edges and at the ruthenium L3 edge. Ruthenium XAFS data
proved unambiguously that the ruthenium remains in the oxidation state, Ru(III), after protein binding.
Comparative analysis of the chlorine K-edge XAS spectra of NAMI-A and NAMI-A/BSA revealed
that the chlorine environment was greatly perturbed upon protein binding (Figure 13). Only small
changes were observed in the sulfur K-edge spectra (Figure 13), probably because it was dominated by
several protein sulfur groups. Valuable information on the nature of this metallodrug/protein adduct
and on the mechanism of its formation was gained, and XAFS spectroscopy turned out to be a very
suitable method for the study of this kind of systems.

Figure 13. Left panel: normalized spectra at the chlorine K-edge of NAMI-A and of the NAMI-A/BSA
adduct; Right panel: normalized spectra at the sulfur K-edge of bovine serum albumin (BSA) and of
the NAMI-A/BSA adduct.

4. Conclusions

The INFN-LNF soft X-ray DXR1 beamline started delivering beamtime to users at the end of
2004, but during the last few years, several improvements have been made concerning the sample
environment. XAFS measurements can now be performed at low temperatures and, starting from
2019, in fluorescence mode as well, opening the possibility to study diluted and supported samples.
The DXR1 beamline is mainly used for XAFS spectroscopy measurements but has also been used to test
detectors and optical elements. As mentioned, XAFS spectroscopy can help achieving a complete local
structural characterization of different kinds of samples, being very sensitive to the formal oxidation
states, coordination chemistry, distances, coordination number, and species of the atoms immediately
surrounding the selected atomic elements. At the DXR1 soft X-ray beamline, XAFS spectroscopy has
been applied in many different fields, some examples of which have been reported here.
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Abstract: A proposal for building a Free Electron Laser, EuPRAXIA@SPARC_LAB, at the Laboratori
Nazionali di Frascati, is at present under consideration. This FEL facility will provide a unique
combination of a high brightness GeV-range electron beam generated in a X-band RF linac, a 0.5 PW-class
laser system and the first FEL source driven by a plasma accelerator. The FEL will produce ultra-bright
pulses, with up to 1012 photons/pulse, femtosecond timescale and wavelength down to 3 nm, which lies
in the so called “water window”. The experimental activity will be focused on the realization of a plasma
driven short wavelength FEL able to provide high-quality photons for a user beamline. In this paper,
we describe the main classes of experiments that will be performed at the facility, including coherent
diffraction imaging, soft X-ray absorption spectroscopy, Raman spectroscopy, Resonant Inelastic X-ray
Scattering and photofragmentation measurements. These techniques will allow studying a variety of
samples, both biological and inorganic, providing information about their structure and dynamical
behavior. In this context, the possibility of inducing changes in samples via pump pulses leading to the
stimulation of chemical reactions or the generation of coherent excitations would tremendously benefit
from pulses in the soft X-ray region. High power synchronized optical lasers and a TeraHertz radiation
source will indeed be made available for THz and pump–probe experiments and a split-and-delay station
will allow performing XUV-XUV pump–probe experiments.

Keywords: free electron lasers; coherent imaging; X-ray Raman; X-ray absorption; THz radiation

1. Introduction

The advent of Free Electron Lasers (FELs) opened up the way to an unprecedented, wide class of
experiments exploiting the peculiar features of these radiation sources. Key elements are the high peak
brilliance that can be higher than 1027 photons/(s mm2 mrad2 0.1% bandwidth) and the short pulse
duration, which is of the order of tens of femtoseconds. FELs can therefore allow high time resolution
measurements and may provide a high signal-to-noise ratio. By exploiting the high peak brilliance and
the extremely short FEL pulses the so-called diffract-and-destroy regime, in which interpretable data are
gathered before the sample is destroyed by the FEL pulse radiation [1], can be explored, overcoming
one of the main limitations of synchrotron radiation based experiments, namely sample radiation
damage. This idea has been proven in several experiments on various samples, both biological [1–6] and
non-biological [7], at different wavelengths ranging from the UV to the hard X-rays region. Actually,
this issue is particularly relevant since coherent diffraction imaging (CDI) of biological system using
conventional methods is ultimately limited by radiation damage owing to the large amount of energy
deposited in the sample by the photon beam [7,8].
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The unique FEL features (energy range, time resolution and brilliance) can be exploited in
several branches of physics, chemistry, material science and biology. In this paper, we describe
the main experimental lines that can be investigated at the EuPRAXIA@SPARC_LAB FEL [9,10]
(Figure 1). The EuPRAXIA@SPARC_LAB FEL will provide photon pulses with high intensity, up to
1012 photons/pulse, down to a wavelength of about 3 nm, in the so called “water window”. The foreseen
pulse energy will reach 180 µJ and the bandwidth will range between 0.4% and 0.9%, according to the
machine operation scheme. The pulse length will be of tens of femtoseconds. The experimental activity
will be focused on the realization of a plasma driven short wavelength FEL and the first expected FEL
operational mode will be based on the self amplification of spontaneous radiation (SASE) mechanism with
tapered undulators. Details about foreseen beam parameters are given in [9]. The facility will also provide
a high-power (0.5 PW) laser system and a TeraHertz (THz) radiation source. These sources will allow
performing laser pump–FEL probe and THz pump–FEL probe experiments. Moreover, a split-and-delay
element will allow laser pump–FEL probe experiments. A fully equipped experimental endstation
designed to perform this variety of experiments will be designed and built. The experimental hall will be
designed in order to allow the highest flexibility, optimizing the available space to perform a wide class of
experiments (see Figure 2). All the aspects of the experimental needs will be considered, therefore next to
the experimental hall a large space for the support to the experimental activities, but also for rest breaks of
people working on the experiments, will be available.

Figure 1. A simplified layout of the experiments that will be performed at EX-TRIM.
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Figure 2. A layout of EuPRAXIA@SPARC_LAB. The building will be about 135 m long and 35 m wide.
The location of the injector and linac, of the klystrons, of the plasma module and of undulators is shown on
the left side. The location of the two THz/MIR and of the FEL endstation is highlighted on the right side.

2. Expected Results

In this section, we present and discuss some of the results that we expect to be able to obtain owing to
the peculiar features of the EuPRAXIA@SPARC_LAB facility.

2.1. Coherent Imaging of Biological Samples

FEL radiation can be used to gather information on several kinds of biological samples.
Biological single particle imaging is one of the main topics of FEL research with dedicated beamlines,
although the FEL intensity, the available detectors, and techniques to introduce the sample into the
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focused X-ray sampling position, were all insufficient to obtain (near) atomic resolution structural
information from single biological macromolecules [11]. Nevertheless, recent experiments performed at
LCLS showed that single-shot diffraction patterns from biological samples as small as 70 nm in diameter
(e.g., the enterobacteria phage PR772 [12,13]) can be measured, and still at LCLS signal up to 5.9Åresolution
was observed from rice dwarf virus [14]. Measurements performed at SACLA allowed recovering the
electron density of chloroplast with 70 nm resolution [15]. Dataset of coherent imaging patterns have also
been made available for the scientific community [16,17]. In the specific case at hand here, thanks to the
photon energy range delivered by the EuPRAXIA@SPARC_LAB FEL, coherent imaging experiments in
the water window will allow obtaining structural information on cells, organelles, viruses and protein
aggregates [3–5,18] by performing measurements at room temperature and with samples staying in their
native state. Exploiting the high degree of transverse coherence of the EuPRAXIA@SPARC_LAB FEL
beam, which is foreseen to be between 80% and 100%, 2D images of a variety of biological samples,
including bacteria (see Figure 3a), viruses (see Figure 3b), cells, cell organelles and protein aggregates
and fibrils [19,20], can be obtained. The possibility of obtaining high resolution structures of fibrils in
native conditions is particularly relevant to study the dynamics of their formation, which is important for
both industrial/pharmaceutical [21,22] and bio-medical [20] applications. When dealing with a class of
identical objects (e.g., viruses or ribosomes), it is also possible to combine the diffraction patterns, coming
from different FEL pulses hitting different elements of the class, to get a full 3D reconstruction [23].

Figure 3. Simulated data for coherent imaging experiments at the EuPRAXIA@SPARC_LAB FEL.
(a) A simulated diffraction pattern and the reconstruction of the electron density of a 2 µm long spheroid,
with a shape similar to that of an elongated bacterium. (b) A simulated diffraction pattern from a 600 nm
diameter icosahedral virus. Simulations were performed using the software Condor [24] assuming a
Gaussian-shaped beam with a diameter of 3 µm, a wavelength of 2.87 nm and a pulse intensity of
100 µJ, which is, according to simulations, the expected pulse energy delivered on the sample by an
EuPRAXIA@SPARC_LAB pulse.

The attainable resolution depends on the sample’s composition and size and it is limited by FEL
wavelength and photon brilliance, but, thanks to the high contrast associated to the water-window energy
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range, the EuPRAXIA@SPARC_LAB will be a suitable facility to perform CXI measurements on a wide
class of biological objects. It is worth pointing out that, when dealing with biological samples, which are
mainly composed by light atoms and preferentially live in a water environment, there is a particular
interest in performing measurement in the so-called water window, i.e., the energy range between carbon
(282 eV) and oxygen (533 eV) K-edge. In this range, the absorption contrast between the carbon of
organelles and the water of both cytoplasm and the liquid surrounding the cell is quite high. For this
reason, the EuPRAXIA@SPARC_LAB will be particularly suitable to perform high-contrast imaging
experiments on biological samples in their living, hydrated, native state, without the need of cooling or
staining them, as is the case for other microscopy techniques such as electron microscopy.

2.2. Time-Resolved X-ray Absorption Spectroscopy in the Water Window

Besides imaging experiments, which typically require single wavelength pulses, spectroscopy
experiments requiring the scan of a (limited) energy range can also be performed at a FEL.

The main advantage of performing XAS experiments at the EuPRAXIA@SPARC_LAB FEL with
respect to the more compact HGG sources (as, for example, those described in [25]) is the number of
photons per pulse, which is foreseen to be as high as 1012 photons/pulse, thus being still significantly
higher than that currently achievable at HGG sources (e.g., Popmintchev et al. [26] reported a fux of more
than 109 photons/second in the water window energy range). The high intensity of the FEL pulses will
allow acquiring data with a good signal-to-noise ratio from single-shots measurements.

In this context, X-ray Absorption Spectroscopy (XAS) can be used as a tool to directly observe the
molecular structure during chemical dynamics studies [27,28]. Real time observations require indeed fast
time and small spatial resolutions, which can be guaranteed by the short, intense EuPRAXIA@SPARC_LAB
FEL pulses. In particular, either by tuning the undulators to the appropriate energy, or exploiting
the natural jitter of the FEL radiation generated in SASE mode, the experiments performed at
EuPRAXIA@SPARC_LAB will allow measuring the informative, low-energy portion of the XAS spectrum,
the so-called XANES (X-ray Absorption Near Edge Spectroscopy) region. Quantitative analysis tools of
XANES data are nowadays available [29,30] including those based on first principles calculations [31–33].
Therefore, FEL-XAS measurements will become a powerful tool to provide unique information on the local
geometry, electron density and spin states around selected atomic moieties [34]. Soft X-rays as the ones
that will be produced by EuPRAXIA@SPARC_LAB are well suited for chemical and biological studies in
the water window region. This region includes the K edge of elements such as C, N and O, and the L edge
of 3d transition metals, which are of interest in many biologically relevant cases [35,36].

Examples of pioneering soft X-ray L-edge FEL-XAS transmission experiments include measurements
of Al, Ge and Ti thin films for variable fluence (see, for example, [37–39]). In those experiments,
ultrafast electron heating pumping matter at extremely high temperatures, as well as saturable absorption
effects were observed. FEL experiments were found to be extremely useful to explore highly uniform
warm dense matter (WDM) conditions, a regime exceedingly difficult to reach in present laboratory
studies, but relevant to various fields, including high-pressure and planetary science, astrophysics,
and plasma production. Various FEL-based ultrafast techniques can be used to probe WDM properties at
electron temperatures in the 1–10 eV range and beyond. Those previous results naturally call for further
challenging experiments at the EuPRAXIA@SPARC_LAB FEL as well as for parallel developments of
suitable interpretation schemes for modeling and understanding the X-ray absorption cross section under
high-fluence conditions (see [40] and refs. therein).

For experiments near the chemically relevant carbon K edge at 284.2 eV, the EuPRAXIA@SPARC_LAB
FEL can be used to study dissociation reactions of molecular cations, that until today could not been
resolved in time, using transient absorption at the carbon K-edge. Moreover, XAS measurements at the
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L-edge of 3d transition metals provides unique information on the local metal charge and spin states
by directly probing 3d-derived molecular orbitals through 2p-3d transitions. However, this soft X-ray
technique has been rarely used at synchrotron facilities for mechanistic studies of metalloenzymes due
to the problems with X-ray-induced sample damage and strong background signals from light elements
that can dominate the low metal signal. It has been recently shown [34] that Mn L-edge absorption
spectra can be collected at room temperature at a FEL. This paves the way for future structural and
dynamical studies of metalloenzymes exploiting soft X-ray FEL radiation such as the one produced by
EuPRAXIA@SPARC_LAB.

2.3. Time-Resolved Coherent Raman Experiments with X-ray Pulses

One of the most intriguing challenges in modern scientific research is the capability of monitoring
transient atomic motions that govern physical, chemical and biological phenomena, measuring structural
molecular changes of reacting species over few Ångstrom lengths on sub-picosecond timescales.
The standard approach used to investigate structural dynamics is the pump–probe scheme, in which
light pulses are used to first excite (pump) and subsequently interrogate (probe) a system [41]. The use of
intense, ultra-short, soft X-ray radiation pulses such as those generated by the EuPRAXIA@SPARC_LAB
FEL would tremendously benefit pump–probe investigations, whereof two different situations will be
addressed: on the one hand, X-ray pulses can be exploited as pump pulse for stimulating chemical
reactions or for generating coherent excitations, and, on the other hand, they can be used as selective probe
to monitor the evolution from reactant to photoproduct.

Raman spectroscopy is a very powerful experimental tool for the detection of molecular vibrations,
which are related to the force constant between atoms. In this scenario, accessing the Raman spectrum
during and upon the FEL interaction would disclose any vibrational and structural modification occurring
on the system under investigation. The subsequent electronic relaxation modifies the force field, generating
a fragmentation of the molecule. To follow the evolution from the point of view of molecular vibrations,
two crucial requirements are needed: (1) collimated signal, to avoid the luminescence background
generated from the sample after the FEL interaction; and (2) sub-picosecond time resolution to follow the
fragmentation process. Therefore, spontaneous Raman spectroscopies are ineffective in this exploration,
due to the isotropic signal and temporal resolution [42], compromised by the fundamental restrictions
dictated by the Fourier transform limit. Femtosecond stimulated Raman scattering (FSRS) is a recently
developed technique [43–47], in which a femtosecond actinic pulse (AP) initiates the photochemistry of
interest. The system is subsequently interrogated by a pair of overlapped pulses: the joint presence of a
broadband ultrashort probe pulse (PP) and a narrowband picosecond Raman pulse (RP) induces vibrational
coherences which are read out as heterodyne coherent Raman signals [48,49]. Notably, the probed Raman
features are engraved onto the highly directional PP, and, hence, SRS provides an efficient suppression
of the incoherent fluorescence background. Moreover, thanks to the different temporal and spectral
properties of the pulses, femtosecond SRS represents an ideal tool to study structural changes in ultrafast
photophysical and photochemical processes, providing both femtosecond time precision and high spectral
resolution [45,50–52]. The narrowband RP can be generated from a two-stage optical parametric amplifier
that produces tunable infrared-visible pulses, followed by spectral compression via frequency doubling
in a 25 mm beta-barium borate crystal [53]. The femtosecond AP, so far in the visible spectral region,
can be replaced with XUV-FEL. In this way, tuning the soft X-ray wavelength in resonance with a specific
atomic absorption edge, it would be possible to selectively excite specific atoms and follow the temporal
evolution of Raman mode disappearance, which depends on atomic role in molecular oscillation and the
electronic coupling between atoms. From another perspective, pulses in the X-ray domain, resonant with
valence excited-state transitions, can be used as probe pulses in Raman based spectroscopies, enabling
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to selectively isolate contributions from specific sites of molecular moieties. In particular, combining
an X-ray femtosecond probe pulse, with a visible photochemical pump pulse, would give the chance to
perform X-ray Impulsive Vibrational Scattering (X-IVS), in which a visible pump pulse, besides triggering
a photo-reaction, stimulates vibrational coherences on the system, modulating the transmission of a
temporally delayed XUV probe, at the frequencies of the coherently activated vibrations [54,55]. For this
reason, recording the transmission of the probe pulse enables real-time monitoring of Raman active modes.
Fourier transforming the detected signal over the temporal delay between pump and probe recovers the
transient Raman spectrum of the system under investigation. While IVS has been extensively exploited
in the visible spectral region for probing ground and excited state coherences on both molecular and
solid-state compounds [56,57], its potential in the X-ray domain is still an unexplored territory, which can
be disclosed thanks to the EuPRAXIA@SPARC_LAB FEL experimental endstation. Notably, in close
analogy with the atomic selectivity achieved by using a XUV pump pulse, employing a probe pulse
resonant with a specific electronic transition absorption edge would provide the chance of isolating
coherent atomic motions involving only the desired atomic moieties. A schematic view of a pump–probe
Raman experiment is depicted in Figure 4.

Figure 4. Schematic view of a time-resolved (pump–probe) Raman experiment on a protein.

Further development will be done in the field of localized dynamic studies by nano-Raman
instruments. Both apertureless and fiber-based Scanning Near-field Optical Microscopy (SNOM) will
be used to increase the lateral spatial resolution in the tens of nm: in this case, the excitation of the
sample is kept as uniform as possible, and collection of scattered signal from local spot on the sample is
conducted [58,59].

Another field where one can exploit the XUV photons generated by the EuPRAXIA@SPARC_LAB
FEL is the study by means of coherent electronic Raman process [39] of photo-induced chemical processes
represented by the detection of electronic coherences (based on a composite X-ray pulse sequence)
generated during the system dynamics [60]. For example, within such a scheme, a combination of
short, soft X-ray FEL pulses can be used to directly detect the passage through conical intersections (CIs).
Notably, the photoinduced excited state dynamics of polyatomic molecules is often dominated by CI,
regions of degeneracy between two or more electronic surfaces [61]. The dynamical behavior of molecules
in the vicinity of CIs dictates the resulting photophysics and photochemistry of the molecule. Given the
ubiquity and importance of CIs in all photoinduced processes, from solar energy conversion to vision,
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finding a direct, experimental observable of the dynamics through a CI would be a significant development
in our understanding of excited state photo-induced dynamics.

2.4. Photo-Fragmentation of Molecules

Another kind of applications that would largely benefit from the peculiar features of the
EuPRAXIA@SPARC_LAB FEL radiation is represented by the wide class of experiments aimed at studying
the interaction of intense radiation pulses with molecules. How organic and biological molecules
redistribute the energy of absorbed light is indeed a key fundamental question in organic chemistry
and biology which time-resolved experiment can help to settle [62–67]. This class of experiments will
help understanding the basic mechanisms of photo-protection/damage of amino acids [68], proteins and
DNA/RNA [69]. XUV or X-rays pump laser pulses of low intensity with a few femtoseconds duration
contain photons ranging up to hundreds of eV. Single-photon ionization is a dominant absorption channel
triggering the ultrafast charge migration process in the parent cation. Probing the resulting non-equilibrium
dynamics using short, intense pulses such as those produced by the EuPRAXIA@SPARC_LAB FEL at
delays varying on the femtosecond timescale allows resolving in real-time the electron density through
time-resolved imaging [70–74].

An example of what can be seen in a photo-fragmentation experiment as it will be implemented at
EuPRAXIA@SPARC_LAB FEL is given in Figure 5. In particular, we display the real-space distribution of
the molecular charge at six representative times of the phenylalanine amino acid after illumination with
an ionizing XUV 300-as pulse.

6.7 fs

4.0 fs

1.2 fs 4.7 fs 7.9 fs

30.0 fs 31.8 fs 34.0 fs

Figure 5. Real-space distribution of the molecular charge at six representative times of the phenylalanine
amino acid after illumination with an ionizing XUV 300-as pulse. The figure is taken from Reference [68]
(Copyright 2018 by the American Chemical Society).

2.5. Resonant Inelastic X-ray Scattering

In atomic inner shell spectroscopy, spectra can show peculiar characteristics associated with a variety
of different scattering interactions. When atoms are irradiated with incident energy lower but close to an
absorption edge, scattering peaks appear due to an inelastic process known as Resonant Inelastic X-ray
Scattering (RIXS) or X-ray Resonant Raman Scattering [75]. These RIXS peaks display typical features,
such as a characteristic long-tail spreading to the region of lower energy. This scattering process is a
high demanding photon flux. In general, RIXS experiments are carried out at synchrotron facilities using
high-resolution spectrometers for detecting the scattering signal. Nevertheless, in recent years, RIXS has
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been observed using an Energy Dispersive Setup (EDS) with synchrotron radiation. The analysis of the
collected signal shows that hidden on the peak tails there is valuable information about the chemical
environment of the atom under study [76]. During the last decade, several works have been published
showing the first applications of a novel RIXS tool (named EDIXS) for the discrimination, determination
and characterization of chemical environments in a variety of samples and irradiation geometries and
even combined with other spectroscopic techniques [76–86]. Due to its versatility, EDIXS was applied in
the typical 45◦–45◦ setup for inspection of the material bulk, in total reflection for the study of the most
external atomic layers of a sample, in grazing incidence used for depth resolved chemical speciation
analysis and even in confocal setup to obtain chemical state information in a 3D regime, reaching
nanometric spatial resolution. Owing to the EDIXS high sensitivity, this technique can be extended to the
study of local chemical environments with applications in many field of science, as geology, chemistry,
physics, material science and industry, etc., where a precise quantification of different compounds is
required [79]. This methodology is fast, reliable and straightforward. It has several benefits compared
with other spectroscopic techniques, such as fast acquisition, low self-absorption and the avoidance of
any energy scan during the measurements. A remarkable field of application of EDIXS is in the context
of pulsed X-ray sources, e.g., FELs. Besides the application of EDIXS for fast structural characterization
of materials, this tool allows time-resolved investigations of a variety of atomic processes and of the
dynamics of samples of interest exposed, for example, to changing conditions of temperature, atmosphere,
pressure, etc. Previous results regarding time-resolved discrimination of chemical environments [80] have
showed time resolution of the order of the second when monochromatic synchrotron radiation was used
(flux ∼108 ph/s). Due to the higher FEL photon flux, we expect to obtaining sub-second, and even
millisecond, time-resolved experiments when a FEL source is used. This kind of (very) fast
characterizations are currently impossible to achieve by conventional methods. Even non-conventional
sources (storage rings) employing traditional techniques for atomic environment analysis (EXAFS, XANES,
etc.) are useless in time-resolved spectroscopy because of the need of energy scan. This limitation
establishes an ultimate frontier for these techniques that cannot be overcome during time dependent
measurements. At this point, the one-shot character of EDIXS makes a crucial difference in favor of it.
There are a variety of relevant cases to study with time-resolved EDIXS, both in basic research and in
applications to the industry and technology fields. As for the multiple applications of time-resolved EDIXS
using the EuPRAXIA@SPARC_LAB FEL (with produces photons with a maximum energy of ∼415 eV) as
basic research, we mention the analysis of nitrogen and carbon states in the evolution of biological systems,
for example in the study of the role of nitrogen during photosynthesis and of the chemical state of carbon
during cell divisions. Concerning technological and industrial applications, a wide range of opportunities
exists, since carbon plays a role in many situations. Just to mention a few of them: diamond structural
variations under high conditions of pressure or graphene and complex carbon structures reactions to
external excitations. The key element at the basis of the feasibility of all the RIXS experiments we have
illustrated is the combination of a fast time resolution technique with the EuPRAXIA@SPARC_LAB source,
delivering extremely high photon fluxes.

2.6. THz/MIR Sources

The interest in THz radiation is recognized since many years for its potential to advance research in
several scientific fields. In addition, THz research has many industrial prospects, so that THz activities
may offer potential spin-off not only associated to condensed matter basic research, e.g., semiconductor
and superconductors materials, whose characterization may have a direct impact on many technologies,
but also in R&D of detectors and imaging. A great expectation for industry is the development of imaging
for biomedical applications and security issues.

125



Condens. Matter 2019, 4, 30

THz radiation lies between the photonic and the electronic bands of the electromagnetic spectrum,
and it extends from 300 GHz up to 10 THz. THz is non-ionizing and highly penetrating in a large variety of
dielectric materials, e.g., plastic, ceramics, and paper. The wavelength of the THz radiation is of the order of
many important physical, chemical and biological processes (see Figure 6), including superconducting gaps,
exotic electronic transitions and protein dynamical processes. The THz part of the spectrum is energetically
equivalent to many important physical, chemical and biological processes including superconducting
gaps, exotic electronic transitions and protein dynamical processes. Recently, a new generation of sources,
based on particle accelerators, allows increasing the average and peak power, by many orders of magnitude,
and extends the spectral range up to the Mid-Infrared (100 THz, Middle-InfraRed (MIR)), making the whole
spectral region accessible to different frequency- and time-domain experiments. Indeed, a linac-driven
THz/MIR source can deliver broadband pulses with femtosecond shaping, and with the possibility to
store a high energy in a single pulse [87]. In addition, taking advantage of electron beam manipulation
techniques, high power, narrow-band radiation can be also generated [88]. Finally, high brightness electron
beams also permit the possibility to extend the emission towards the MIR, having a unique source covering
three decades in wavelength from 1000 microns to 1 micron. This provides a unique chance to realize
THz/MIR-pump/THz/MIR probe spectroscopy, a technique essentially unexplored up to now.

The potential of THz and MIR frequency and time domains spectroscopies are displayed in Figure 6,
where we show a not exhaustive review of excitations whose characteristic energy are in resonance with
those of specific processes.

Frequency cm-1)

Figure 6. Frequency and time domain of THz/MIR spectroscopy.

An electromagnetic source can be characterized in terms of time duration, field strength, pulse shape,
bandwidth and frequency. Their choice depends on the class of experiments of interest. An effective
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THz/MIR source should have higher peak fields, from 100 kV/cm to 50 MV/cm, the coverage of a spectral
range up to a frequency of 100 THz, a full pulse shaping and a sub-ps duration. The THz/MIR source at
EuPRAXIA@SPARC_LAB will be designed to achieve these requirements.

THz/MIR radiation will be generated at EuPRAXIA@SPARC_LAB through different production
schemes based on ultra-short, i.e., ≈10–100 fs, electron bunches. Two beam lines are considered in the first
phase of the EuPRAXIA@SPARC_LAB project: one at low energy, i.e., 30–50 MeV, and the second one at
higher energy, i.e., 1 GeV, in proximity of the FEL extraction site (see Figure 2).

Being produced by the same electron beam, these two sources are naturally synchronized on few
femtosecond time scales. To perform THz pump X-ray probe experiments, we plan to take advantage
of laser-based THz streaking, which effectively phase-locks a single-cycle THz pulse to the X-ray pulse.
This technique simultaneously clocks the arrival time of the two sources and allows the measurement of
the X-ray pulse temporal profile with a precision of tens of femtoseconds.

The first beamline, consisting of a THz/MIR SASE FEL able to emit quasi-monochromatic and fully
polarized (with variable polarization), radiation from THz to MIR, will be optimized for experiments
involving high peak power and narrow band THz/MIR radiation. The second beamline will combine the
Coherent Diffraction Radiation [89], emitted from a rectangular slit in a metallic screen, to the VUV/X
SASE FEL radiation to perform THz pump X-ray probe experiments.

Coherent Transition and Diffraction Radiation (CTR and CDR, respectively) are the chosen production
mechanisms at high electron beam energy, i.e., ∼GeV scale, with the advantage of a broadband spectrum
up to several THz depending on how short the bunch duration is. In the case of CDR, a further advantage
is represented by the non-disruptiveness for the electron beam [90]. Both electron and THz representative
radiation parameters are reported in Table 1.

Table 1. Electron beam and THz source parameters from CDR.

Beam Parameters Source Parameters

E (GeV) 1 Frequency (THz) 0.3–10
Q (pC) 200 Ppeak (MW) >100
σz (µm) 30 Eph (µJ) ≈100

At low electron beam energy, around 30 and 50 MeV, a SASE FEL operating in the MIR/THz range
has been considered for the generation of highly intense narrow band, tunable radiation. A SPARC-like
undulator [91] (2.8 cm period, K parameter (K = eB0λu

2πmc , with B0 the magnetic field on axis and λu the
undulator period; e and m are the electron charge and mass, and c the speed of light in vacuum) of 1.2) with
variable gap has been considered for the calculation of MIR/THz radiation based on GPT simulations [92]
for the electron beam dynamics and Ming Xie formulas [93] for the SASE FEL performances; saturation
occurs within 5 m of undulator length. Both electron beam and MIR/THz radiation parameters are listed
in Table 2.

Table 2. Electron beam and MIR/THz source parameters from a MIR SASE FEL.

Beam Parameters Source Parameters

E (MeV) 30–50 λr (µm) 10–3
Q (pC) 200 Lsat 3–4.4
σz (µm) 50 Psat (MW) 140–135

Ipeak (kA) 480 Nph ∼1015

ΔE/E (%) 0.1–0.4 Eph (µJ) ∼60
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The magnetic structure of the undulator will be optimized to provide fully polarized light.
The polarization can be modfied from linear, circular, elliptical, to more complex structures such as
helicoidal polarization. These polarization states, which are absolutely unconventional for THz and MIR
lights and of difficult realization with thermal- and laser-based sources, will provide the possibility to
pump exotic modes such as skyrmions in magnetic systems, Weyl and Dirac fermions [94] in non-trivial
quantum matter, and Higgs and Legett modes in multi-gap superconductors and charge-density wave
materials. Experiments in which all phonon modes of exotic systems can be selectively pumped will be
also accessible, opening the possibility to control the lattice structure on the ps-scale and, consequently,
to modulate the electronic ground state of the systems [95]. Localized dinamical spectroscopic imaging
will be performed by THz apertureless-SNOM, where the tip’s antenna function will allow performing
imaging with a lateral resolution well below 1 micron [96].

3. Discussion and Conclusions

In this paper, we summarize the main experimental lines of investigation that can be implemented
at the EuPRAXIA@SPARC_LAB FEL exploiting its ultra-short, bright FEL pulses generated in the
“water-window”. The realization of the EuPRAXIA@SPARC_LAB infrastructure will allow INFN to
consolidate a strong scientific, technological and industrial role in a competing international context.
To exploit at best the features of this compact machine, a great effort will have to be addressed in
developing, designing and assembling all the optical components necessary to deliver the FEL photons to
the user endstation and in developing and characterizing detectors able to optimize the signal-to-noise
ratio for all the foreseen classes of experiments. We are confident that the EuPRAXIA@SPARC_LAB photon
source, with its multi-purpose beamline, designed and equipped to perform the classes of experiments
highlighted in this paper, will be highly beneficial for the national and international community of FEL
radiation users.
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Abbreviations

The following abbreviations are used in this manuscript:

AP Actinic Pulse
CDI Coherent Diffraction Imaging
CDR Coherent Diffraction Radiation
CTR Coherent Transition Radiation
CI Conical Intersection
EDS Energy Dispersive Setup
FEL Free Electron Laser
FSRS Femtosecond stimulated Raman scattering
MIR Middle-InfraRed
PP Probe Pulse
RIXS Resonant Inelastic X-ray Scattering
RP Raman Pulse
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SASE Self Amplification of SpontanEous radiation
SNOM Scanning Near-field Optical Microscopy
THz Tera Hertz
XAS X-ray Absortpion Spectroscopy
X-RIVS X-ray Impulsive Vibrational Scattering
XUV eXtreme Ultra Violet
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