Usability research for
Interpreter-centred
technology

The case study of SmarTerp

Francesca Maria Frittella

Translation and Multilingual Natural
Language Processing 21




Translation and Multilingual Natural Language Processing

Editors: Oliver Czulo (Universitat Leipzig), Silvia Hansen-Schirra (Johannes Gutenberg-Universitéat

Mainz), Reinhard Rapp (Hochschule Magdeburg-Stendal), Mario Bisiada (Universitat Pompeu

Fabra)

In this series (see the complete series history at https://langsci-press.org/catalog/series/tmnlp):

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

Fantinuoli, Claudio (ed.). Interpreting and technology.

Nitzke, Jean. Problem solving activities in post-editing and translation from scratch: A

multi-method study.

Vandevoorde, Lore. Semantic differences in translation.

Bisiada, Mario (ed.). Empirical studies in translation and discourse.

Tra&Co Group (ed.). Translation, interpreting, cognition: The way out of the box.
Nitzke, Jean & Silvia Hansen-Schirra. A short guide to post-editing.

Hoberg, Felix. Informationsintegration in mehrsprachigen Textchats: Der Skype Translator

im Sprachenpaar Katalanisch-Deutsch.

Kenny, Dorothy (ed.). Machine translation for everyone: Empowering users in the age of

artificial intelligence.

Kajzer-Wietrzny, Marta, Adriano Ferraresi, llmari lvaska & Silvia Bernardini. Mediated

discourse at the European Parliament: Empirical investigations.

Marzouk, Shaimaa. Sprachkontrolle im Spiegel der Maschinellen Ubersetzung:
Untersuchung zur Wechselwirkung ausgewahlter Regeln der Kontrollierten Sprache mit

verschiedenen Ansétzen der Maschinellen Ubersetzung.

Frittella, Francesca Maria. Usability research for interpreter-centred technology: The case

study of SmarTerp.

Prandi, Bianca. Computer-assisted simultaneous interpreting: A cognitive-experimental

study on terminology.

ISSN: 2364-8899


https://langsci-press.org/catalog/series/tmnlp

Usability research for
Interpreter-centred
technology

The case study of SmarTerp

Francesca Maria Frittella



Francesca Maria Frittella. 2023. Usability research for interpreter-centred
technology: The case study of SmarTerp (Translation and Multilingual Natural
Language Processing 21). Berlin: Language Science Press.

This title can be downloaded at:
http://langsci-press.org/catalog/book/366
© 2023, Francesca Maria Frittella
Published under the Creative Commons Attribution 4.0 Licence (CC BY 4.0):
http://creativecommons.org/licenses/by/4.0/
ISBN: 978-3-96110-403-1 (Digital)
978-3-98554-061-7 (Hardcover)

ISSN: 2364-8899

DOI: 10.5281/zenodo.7376351

Source code available from www.github.com/langsci/366
Errata: paperhive.org/documents/remote?type=langsci&id=366

Cover and concept of design: Ulrike Harbort

Typesetting: Mario De Florio, Francesca Maria Frittella, Sebastian Nordhoff,
Felix Kopecky, Yanru Lu

Proofreading: Amir Ghorbanpour, Jean Nitzke, Elliott Pearl, Jeroen van de
Weijer

Fonts: Libertinus, Arimo, DejaVu Sans Mono

Typesetting software: XgI&TEX

Language Science Press
xHain

Griinberger Str. 16
10243 Berlin, Germany
http://langsci-press.org

Storage and cataloguing done by FU Berlin

Freie Universitat |



http://langsci-press.org/catalog/book/366
https://doi.org/10.5281/zenodo.7376351
https://www.github.com/langsci/366
https://paperhive.org/documents/remote?type=langsci&id=366
http://langsci-press.org

Contents

Acknowledgements
1 Introduction
2 Usability engineering

2.1 Theconceptofusability . . . ... ... ... ... ... ... ..
2.2 Usability engineering . . . . . . .. ... ...
2.3 Empirical evaluation in usability engineering . . . . . . .. . ..
24 Usability testing . . . ... ... ... ... L0 L

Translation technology

3.1 Developments and current landscape . . . . .. ... ... ...

3.2 Computer-assisted translation (CAT) tools . . . ... ... ...

3.3 CAT tool design, development and reception . . . . . ... ...

34 CATtoolresearch . . ... ... ... ... . .........
3.4.1 Need analysis and tool requirements . . . .. ... ...
3.4.2 Evaluationresearch. . . ... ... ... .........

3.5 Discussion: Usability engineeringin CAT . . . . . .. ... ...

Interpreting technology

4.1 Developments and current landscape . . . ... ... ... ...

4.2 Computer-assisted interpreting (CAI)tools . . . . . . . ... ..

43 CAltool design, development and reception . . . ... ... ..

44 CAltoolresearch . . ... ... ... ... ... .........
44.1 Need analysis and tool requirements . . . ... ... ..
442 Evaluationresearch. . . . ... ... ... ...... ...

4.5 Discussion: Usability engineering in CAI . . . . . ... ... ..

SmarTerp

51 Background . ... ... ...

5.2 Design and development process . . . . . . .. ... ... ....

53 Needanalysis . ...... ... .. ... ... ... ... ...
5.3.1  Focus group and contextual inquiry . . . . ... ... ..
5.3.2 Design-focussed literature review . . . . . . ... .. ..

12
16
19

23
23
26
28
31
35
37
40

43
43
47
50
54
55
57
61

65
65
67
67
67
69



Contents

6

7

ii

54 Design requirements and features . . . . ... ... ... .. .. 72
54.1 General Ulfeatures . . . . . ... ... .......... 72
542 Jtemclasses . . . ... ... ... ... .. 72
5.4.3 Technical specifications . . . ... ... ......... 74
55 Testing . . . . . . . 74
Usability test of SmarTerp: Methods 77
6.1 AImMS . . . . ... 77
6.2 Choice of research approach . . . . . ... ... ... ... ... 78
6.3 Studydesign . . ... ... 79
6.4 Materials . . . .. ... 81
6.4.1 Testspeechdesign . . ................... 81
642 Testvideo . .. ... ... ... ... . 85
6.4.3 Post-task questionnaire . . . ... ... ... ... ... 86
6.4.4  Semi-structured interview protocol . . . . .. ... ... 88
6.5 Participants . .. ... ... oo 90
6.5.1 Recruitment . . . ... ... ... o000 90
6.52 Training . . . . .. ... .. L o 92
6.5.3  Firstiteration: Pilotstudy . ... ... .......... 92
6.5.4 Second iteration: Mainstudy . . ... ... ....... 93
6.6 Procedure . .. ... ... 93
6.7 Dataanalysis. . . . ... ... ... . ... 94
6.7.1 Performancedata . . . .. ... ... ... ... ... 94
6.7.2  Questionnairedata . . . ... ... ... ... ... ... 99
6.73 Interviewdata. .. ... ... ... ... ... ... 100
First iteration: Pilot study 101
7.1 CAltoolinaccuracies . . . . .. ... ... ... ... ...... 101
7.2 Users performance . ... .. ... ... ... ... ... ... 102
721 Tasksuccessrates. . . . ... ... ... .. ...... 102
7.2.2  Response to CAl tool inaccuracy . . ... ........ 103
723 Errorpatterns . . . ... ... Lo L 103
7.3 Users perception . . . ... ... .. ... ... ... 106
7.3.1  Post-task questionnaire . .. ... ... ... ... ... 106
732 Interviews . . . . .. ... Lo 106
7.4 Usage problems and design recommendations . . . . ... ... 113
7.5 Methodological validation . . ... ... ... .......... 114



Contents

8 Second iteration: Main study
8.1 Users performance . .. .. ... ... ... ... ... .....
8.1.1 Tasksuccessrates. . . . ... ... ............
81.2 Errorpatterns . . . . .. ... ... ... . ...
8.2 Users perception . . . ... ... ... ... ...
8.2.1 Post-task questionnaire . . . ... ... ... ... ...
822 Interviews . . . . . ... ... Lo
8.2.3  Drivers of users’ satisfaction . . . . . ... ... ... ..
8.3 Usage problems and design recommendations . . .. ... ...
831 Uldesign . .. ....... ... . ... . .......
8.3.2 Display of problem triggers . . . . ... ... ... ...
8.3.3  SmarTerp’s technical specifications . . . . ... ... ..

9 Discussion

9.1 General principles of interpreter-CAlI tool interaction . . . . . .
9.1.1 Users’ performance . . . . . ... ... ... .......
9.1.2 Users perception . . . . . .. ... ... .........
9.2 Training needs of CAltoolusers . . . . .. ... ... ......
9.3 CAItoolUldesign . ... ... ... ... ... .........
9.3.1 Tentative heuristics . . . . . . . ... ... ... ... ..
9.3.2 Opendesignquestions . . . ... .............

9.4 Limitations
9.5 Future work

9.6 Methodological recommendations . . . . . ... ... ......

10 Conclusion

Appendix A: Test spe

ech

A.1 Briefing (communicative context) . . ... ... .........
A.2 Readinginstructions. . . . . .. ... ... L

A.3 Transcript

Appendix B: Training speech
B.1 Briefing (communicative context) . . . ... ... ........
B.2 Readinginstructions. . . . . .. ... ... ... L.

B.3 Transcript
References

Name index

151

155
155
155
155

163
163
163
163

171

187

1ii






Acknowledgements

This book was written without any financial support; nonetheless, I would like
to express my gratitude to SmarTerp, especially Susana Rodriguez, for allowing
me to conduct my research on their software. I am indebted to all the friends,
colleagues, reviewers, and editors who contributed to this work. A special thanks
goes to my cousin Dr Mario De Florio, who took care of the KKIgX typesetting;
without you, I wouldn’t have made it (surely not in this timeframe). Publishing
a book does take a village, and I am grateful to you all for making this happen.






1 Introduction

While all professions are affected by technological innovation, the impact has
been particularly profound on the language professions of translation and in-
terpreting (T&I). New information and communication technologies (ICTs) have
shaped the “micro- and macro-systems” (O’Hagan 2013) of T&I, which is to say,
both the way the core tasks of these professions are performed and the social
and physical contexts in which translators and interpreters operate. While new
technologies threaten to replace human interpreters and translators, on the one
hand, they also afford new T&I services and support the work of translators and
interpreters, with the ambition to increase professionals’ productivity and ser-
vice quality, on the other hand.

The impact of ICTs on written translation became evident in the noughties,
leading scholars to speak of a “technological turn” (Chan 2007, Cronin 2010,
O’Hagan 2013), although the work on ICTs with revolutionary power (such as
machine translation) began in the 1950s. In interpreting, it is not until the last
decade that the “technological turn” (Fantinuoli 2018b) was announced by schol-
ars, even though previous technological breakthroughs had already shaped the
developments of the profession, for instance leading to the birth of simultaneous
interpreting (SI). Compared to previous phases of change following technologi-
cal developments, today, interpreting technologies are increasing in number and
penetrating the profession at a pace that became exponential a few years ago
(Fantinuoli 2018b) and was further sped up by the Covid-19 pandemic. It is likely
that ICTs will soon become so deeply entrenched in the interpreter’s workflow
that we will start viewing all of interpreting as a form of human-computer inter-
action (HCI), as scholars already argued of translation (O’Brien 2012).

Among the technologies that have the potential to shape the ways in which
interpreting is performed and alter the very nature of the underlying cognitive
sub-processes, computer-assisted interpreting (CAI) tools and their use during
Sl are of particular significance to the profession. Like computer-assisted transla-
tion (CAT) tools for translators, CAl tools are designed with the intent to ease and
enhance the work of interpreters, increasing interpreters’ efficiency (in the prepa-
ration phase) and delivery accuracy (in the interpretation or in-booth phase).



1 Introduction

In the in-booth phase, the latest generation of CAI tools is aimed at supporting
interpreters in the rendition of particularly demanding and error-prone linguistic
items. These are named entities, numbers, specialised terms, and acronyms. Pre-
vious research on these dreaded “problem triggers” (Gile 2009) has shown both
the staggering error rates in interpreters’ delivery when these items occur in the
speech to be translated (cf. Desmet et al. 2018 and Frittella 2017, 2019a on num-
bers, for instance) and reported interpreters’ feelings of mental effort and stress
associated with interpreting these items (e.g. Alessandrini 1990). The increased
difficulty forces interpreters to adopt coping tactics during SI in the presence
of problem triggers, such as manually searching for named entities, terms and
acronyms in the interpreter’s glossary or external sources such as electronic dic-
tionaries or databanks, writing down numerals, or asking the colleague working
in the booth with them to help them perform these tasks accurately. Because all
these processes entail considerable risk for human error and must be attended
to by the interpreter, while s/he is performing a task that is in itself complex
and cognitively demanding, they risk leading to errors and a disruption in the in-
terpreting activity. The recent integration of automatic speech recognition (ASR)
and artificial intelligence (AI) technology into CAI tools offers the opportunity to
help interpreters better cope with problem triggers. By automatically displaying
named entities, numbers, specialised terms and acronyms on the interpreter’s
laptop screen in real-time, ASR- and Al-powered in-booth CAI tools have the po-
tential to provide interpreters with a reliable “virtual boothmate”, relieving them
from the stress and mental effort in dealing with problem triggers and increasing
delivery accuracy.

However, the complexity of the mental task that CAI tools aim to support con-
strains the potential effectiveness of the artificial boothmate. The synchronized
execution of multiple mental operations, which partly compete for the same lim-
ited cognitive resources, makes SI a sensational stunt of mental acrobatics. Dur-
ing SI, human interpreters receive a “source speech” in one language, mentally
process it and turn it into a “target speech” in a different language. All this hap-
pens in real-time, under time pressure and at a pace that cannot be controlled
by the interpreter. It is possible that the introduction of yet another source of
information into the already cognitively taxing activity of SI may cause inter-
preters to reach a mental saturation point and disrupt the task. While details
matter in all user interfaces and even seemingly minor particulars may disrupt
the user, this may be even truer of CAI tool interfaces. Maximum usability seems
to be an imperative for CAI tools to support rather than disrupt the delicate bal-
ance of SI. This assumption is shared amongst leading scholars in this area, who
postulated that a CAI tool should “offer ergonomic ways to present extracted



information” (Fantinuoli 2017: 26), if the tool is not to exert the opposite effect
and “slow down delivery and place a burden on interpreters’ mental processing”
(Defrancq & Fantinuoli 2021: 2). However, so far, the set-up of technical require-
ments for CAI tools and their UI design has been mainly driven by developers’
(usually interpreters themselves) intuition, without any “experimental support
in design decisions” (Fantinuoli 2018a: 160). The overall process has lacked “test
and improvement phases, which are crucial to achieve software maturity and
find the golden standard in terms of functionalities desired by the professional
group” (Fantinuoli 2018b: 164).

The importance of research as an instrument to increase the usability of CAI
tools becomes apparent at a comparison with CAT tools and their development.
Also in the case of CAT tools, scholars extensively argued the importance of us-
ability: “The link should be quite obvious: While CAT tools exhibiting a high
usability should enhance the translator’s cognitive performance, tools exhibit-
ing a low usability will probably tend to decrease it” (Kriiger 2016a: 115) and “If
CAT tools are easy to use, then more time and cognitive capacity should be avail-
able for the decision-making and problem-solving processes integral to transla-
tion work. If such tools or certain features are complicated and/or non-intuitive,
then human-computer interaction can be compromised, which usually results in
less than optimal use and dissatisfaction with tools” (Kappus & Ehrensberger-
Dow 2020: 2). However, the development of the first CAT tools, which later be-
came and today still represent the market standard, was market-driven rather
than translator-driven, i.e., emerging from the initial disillusionment with “un-
manned” machine translation and motivated by the need for larger translation
volumes at reduced time and costs. Therefore, translators’ needs were not ade-
quately accounted for in the development of the first CAT tools (cf. Moorkens &
O’Brien 2017, O’Brien et al. 2017 inter alia). While virtuous examples of system-
atic, translator-centred CAT tool development do exist, already existing solutions
are difficult to change for economic reasons, even where their Ul features are
found to be “irritating” (O’Brien et al. 2017) and inefficient for translators, hence
decreasing their productivity. Several studies identified poor usability as a major
reason for translators’ resistance to using CAT tools (e.g. LeBlanc 2013, O’Brien
et al. 2017). Nonetheless, because it is often the agency or the client who decides
which CAT tool is to be used, translators may feel obliged to use a solution that
they find too expensive and unusable just to access jobs (Garcia 2015). Forced to
adopt solutions that do not fully consider their needs may contribute to transla-
tors’ feeling of “dehumanisation” and “devaluation” (O’Brien 2012) following the
introduction of CAT tools into their workflow.



1 Introduction

Given that the economic case for developing CAI tools was much less com-
pelling than CAT, the initial development of these solutions has emerged “from
the bottom”, i.e. from the initiative of interpreters themselves, rather than be-
ing imposed from above. However, this situation appears to be changing. Large
remote-simultaneous interpreting (RSI) providers' who own the largest share of
the RSI market are beginning to integrate CAI tools into their platforms. Large in-
stitutional clients such as international organisations? are increasingly integrat-
ing CAI tools into their work processes. The fact that CAI tool design today still
“reflects more the ideas and habits of the respective developer, generally an inter-
preter himself, than the needs of the interpreter community” (Fantinuoli 2018a:
164) and that a strand of usability-focused CAl research is still missing threaten to
lead to unsustainable technological developments. What has been missing from
the development of CAI tools is the involvement of the community, the valida-
tion of design assumptions and the incorporation of data into the development
process to improve the solutions. A recurring slogan under which CAI tools are
marketed is “developed for interpreters by interpreters”. What is missing from
the equation is “with interpreters” — the engagement of the community in con-
ceptualising and creating the tools intended to be used by professionals in their
everyday work. The distance of the interpreting community from the develop-
ment of CAI tools may be a factor contributing to the traditional disengagement
and mistrust towards these tools. Time and again, practitioners express concerns
about the possible negative impact that CAI tools may have on their interpreting
process and final output, the changes that these may cause on their professional
status and remuneration, and even that the tools may take over, confusing CAI
with the application of ASR- and Al in machine interpreting to replace, rather
than support, human service provides. Like translators perceived CAT tools as
a “black box” (O’Brien 2012) also interpreters seem to fear a possible dehuman-
isation and devaluation following the introduction of CAI tools into their work.
While some have interpreted professionals’ aversion to technological change as
“defense of old accrued power, dressed in the guise of quality” (Pym 2011: 4 cited
in Fantinuoli 2018b: 155), it may also be interpreted as a consequence of the lack
of community engagement in the development of CAI tools.

This book presents a case study of interpreter-centred development of an ASR-
and Al-powered CAI tool-SmarTerp, developed within the European Union fund-
ing line EIT Digital. It represents the first case in which a usability engineering
(or “user-centred design”) approach was used to develop a CAI tool, starting from

'See the introduction of Interpreter Assist (Fantinuoli et al. 2022a) into Kudo, currently the
world’s number one RSI provider.

’For instance, the CAI tool InterpretBank (Fantinuoli 2016) is currently being
used for interpreters’ terminology management at institutions such as the OECD
(https://www.interpretbank.com/site/).
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the analysis of users’ needs to develop requirements, define Ul features, and test
and refine the solution iteratively to integrate users’ feedback and data into the
design of the tool at an early stage of its development. The process exemplifies
the role of research as an instrument for the inclusion of the interpreting com-
munity into the development of technological solutions.

The focus of the book will be on the empirical evaluation of the CAI tool
through the usability testing method. Usability testing consists of the observa-
tion of representative users performing representative tasks with the product or
a high-fidelity functioning prototype. In HCI and usability engineering processes,
itis regarded as a fundamental method in the development of interactive systems
because it makes it possible to identify the challenges that users encounter dur-
ing usage and change the Ul features that cause those impasses in the interaction.
Usability testing, especially at this initial stage of in-booth CAI tool development,
may represent a crucial method in the empirical evaluation of these systems, to
identify those seemingly minor details that may make a major difference during
SI and gain a better understanding of interpreters’ needs.

By making the knowledge and materials developed through this research expe-
rience available to a wider audience, I hope that this book may pave the way for
the development of a strand of usability-focussed empirical CAI research, con-
tribute to innovation in the field and promote high standards of methodological
and scientific rigour. At a time when “interpreting is about to go through a trans-
formation phase driven by socio-technical change” (Fantinuoli 2018b: 8), it is a
priority to ensure that technology advances with interpreters.

The book is structured as follows. Chapter 2 on usability engineering provides
the conceptual and methodological framework of the inquiry. Chapters 3 and 4
respectively review the history of translation and interpreting technology (par-
ticularly, CAT and CAI) and the methods that were used to evaluate the usability
of these tools. Chapter 5 presents the background of the SmarTerp project. Chap-
ter 6 opens the empirical section of the work with a detailed presentation of
the study design and materials. Chapters 7 and 8 present the results of the two
usability tests — the pilot study (involving 5 conference interpreters as study par-
ticipants) and the main study (10 conference interpreters) — leading to design rec-
ommendations and the improvement of the CAI tool prototype. The following
discussion (Chapter 9) summarises the broader implications of the study find-
ings in terms of gains in the field’s scientific understanding of interpreter-CAI
interaction and usability principles. The discussion also addresses the limitations
of the present work, points to possible future research trajectories and provides
methodological recommendations for future researchers wishing to build on this
study. The most salient aspects of the work and the future outlooks are sum-
marised in the conclusion (Chapter 10).






2 Usability engineering

This chapter is an introduction to usability engineering — a set of practices used in
the development of interactive systems to ensure their adequacy to users’ needs
and their usability. It provides the rest of the work with conceptual and method-
ological instruments that will then be applied to the analysis of previous research
on translation technology (Chapter 3) and interpreting technology (Chapter 4),
as well as to design of the study on the CAI tool SmarTerp (Chapter 6) and the
analysis and interpretation of findings (Chapters 7 to 9). The present chapter first
defines the concept of “usability” and how this abstract concept may be specified
into measurable components. It then characterises usability engineering as the
different research activities that are conducted in the process of designing and
developing interactive systems by this approach. It then reviews different evalua-
tion methods that are used at different development stages to validate and refine
concepts and prototypes. Finally, the chapter presents the key methodological
tenets of usability testing, a crucial method in usability engineering,.

2.1 The concept of usability

Usability is a crucial concept in the study of human-computer interaction (HCI)
and the development of the concept of usability and that of the discipline have
gone hand-in-hand. HCI is fundamentally “the study of people, how they think
and learn, how they communicate, and how physical objects are designed to meet
their needs” (Lazar et al. 2017: 7). It is a discipline concerned with the theoretical
aspects of product design, with the procedural aspects of how to achieve a good
design and with the practical aspects of informing specific products. In this re-
spect, Lazar et al. (2017: 10) distinguish between technical HCI research (focused
on interface building) versus behavioural HCI research (focused on cognitive foun-
dations). Irrespective of the specific focus of different strands, HCI is concerned
with the practical relevance of research outputs: “HCI research must be practical
and relevant to people, organizations, or design. The research needs to be able to
influence interface design, development processes, user training, public policy,
or something else” (Lazar et al. 2017: 7).
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The birth of HCI as a discipline is believed to coincide with the first conference
on Human Factors in Computing Systems in Gaithersburg (Maryland, United
States) in 1982 (Lazar et al. 2017: 1). In the previous decade leading up to the
conference, computers had been slowly moving from research laboratories into
the home and the office. With this move, the use of computers was no longer the
exclusive realm of technicians and, consequently, interfaces had to be designed
to be used by laypeople: “The interaction between the human and the computer
was suddenly important. Nonengineers would be using computers and, if there
wasn’t a consideration of ease of use, even at a basic level, then these computers
were doomed to failure and nonuse” (Lazar et al. 2017: 2).

At that time, “computer vendors first started viewing users as more than an
inconvenience” (Nielsen 2010: 4). They realised that excessive complexity put
people off and represented a major barrier to the reception of a product. Nielsen
convincingly explains the problem in the context of web design: “If a website is
difficult to use, people leave. If the homepage fails to clearly state what a company
offers and what users can do on the site, people leave. If users get lost on a website,
they leave. If a website’s information is hard to read or doesn’t answer users’ key
questions, they leave” (Nielsen 2012, emphasis in the original). This realisation
led to the emergence of the concept of “user-friendliness”, later “usability” (Bevan
et al. 1991, Nielsen 2010), and to intensified efforts to make products “usable”. The
launch of the Apple Macintosh made a strong case for the importance of usability:

Introduced to the public during the 1984 Super Bowl, the Macintosh seemed
to make the case that ease of use sells. It was the symbol of a well-designed
product. While usability was only one of the factors that made the Mac-
intosh a household word, it was the most often mentioned factor in the
growing, but small, market share that the Macintosh captured. In my view,
the Mac changed the level of the argument for investing in usability. Before
this period, I had to argue with clients that usability itself was important.
Afterward, the high-tech world simply assumed that usability was essential.
(Dumas 2007: 56)

The term usability seems to have first emerged in the 1980s as a substitute for the
term “user friendly” which engineers realised had “a host of undesirably vague
and subjective connotations” (Bevan et al. 1991). It was deemed inadequate for
mainly two reasons:

First, it is unnecessarily anthropomorphic — users don’t need machines to
be friendly to them, they just need machines that will not stand in their way
when they try to get their work done. Second, it implies that users’ needs
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can be described along a single dimension by systems that are more or less
friendly. In reality, different users have different needs, and a system that is
“friendly” to one may feel very tedious to another. (Nielsen 2010: 4)

Bevan et al. (1991) distinguish different views of what usability is and how it
is measured. Based on the product-oriented view, usability can be measured in
terms of the ergonomic attributes of the product. This view implied that “usabil-
ity could be designed into the product, and evaluated by assessing consistency
with these design guidelines, or by heuristic evaluation” (Bevan et al. 2015: 143).
Consistent with this view, major research efforts in the 1980s and 1990s were in-
vested in identifying the attributes that made a product usable. According to the
user-oriented view (Bevan et al. 1991), usability can be measured in terms of the
mental effort and attitude of the user. In the user performance view (Bevan et al.
1991), usability can be measured by examining how the user interacts with the
product, with particular emphasis on either ease-of-use (how easy the product is
to use) or acceptability (whether the product will be used in the real world). The
user-oriented and user-performance views emphasise that usability is contingent
upon who used the product and with what goals (Bevan et al. 2015: 143). Repre-
sentatives of this approach advocated that usability should be operationalised
and evaluated in terms of actual outcomes of people interacting with the prod-
uct and their satisfaction (Whiteside et al. 1988). These views are complemented
by the contextually-oriented view (Bevan et al. 1991), that usability of a product
is a function of the particular user or class of users being studied, the task they
perform, and environment in which they work. Consistent with a contextually-
oriented view of usability, Lewis highlights that usability is “an emergent prop-
erty that depends on the interactions among users, products, tasks and environ-
ments” (Lewis 2012: 1267). Hence, usability should not be considered as a fixed
concept. It emerges from the interaction among different agents, called product
(i.e. the design element, also called interactive system) and user (i.e. the person
for whom the product is designed) and it is contingent upon the physical as well
as the extended context in which the interaction occurs (the environment) and
goal-directed behaviour (the task) that the user attempts to enact via the product.

Foregrounding the utilitarian aspect of using a product, usability may be con-
sidered as a component of a product’s acceptability, as proposed by Nielsen
(2010), a reference figure in the field both as a scholar and as a practitioner and
founder of the Nielsen Norman Group (NNG). Nielsen’s conceptualisation links
usability to other components of the product and highlights the considerations
that usability must trade off against in a development project (Nielsen 2010). In
Nielsen’s view, “usability is a narrow concern compared with the larger issue
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of system acceptability, which basically is the question of whether the system
is good enough to satisfy all the needs and requirements of the users and other
potential stakeholders, such as the users’ clients and managers” (Nielsen 2010:
4). Based on this conceptualisation, usability is linked to a product’s acceptabil-
ity, usefulness, and utility (Figure 2.1). The overall acceptability of a product is
a combination of its social acceptability and its practical acceptability (Nielsen
2010). Social acceptability concerns issues such as ethics and safety that need
to be fulfilled before we can even consider other aspects (Nielsen 2010). For in-
stance, there is not much point in worrying about the usability of an app for
firearm trafficking. Provided that a product is socially acceptable, we can further
analyse its practical acceptability within various categories, including cost, sup-
port, reliability, compatibility with existing systems, as well as the category of
usefulness (Nielsen 2010). Usefulness is the issue of whether the system can be
used to achieve some desired goal and it can be further broken down into the cat-
egories of utility and usability (Nielsen 2010). Utility is the question of whether
the functionality of the system in principle can do what is needed and usability
is the question of how well users can use that functionality (Nielsen 2010). We
could say that utility is a matter of concepts and functionality and usability of
how that concept is translated into design features.

— Easy to learn

— Efficient to use
Utility
_ — Usefulness ~|: Easy to
Social - Usability 4 remember
acceptability
System — Cost
acceptability . — Few errors
Practical —+— Compatibilit
acceptability P Y Subiectivel
ubjectively
— Reliability ~ pleasing
— etc.

Figure 2.1: A model of the attributes of system acceptability (from
Nielsen 2010: 6)

Usability itself is further defined by specific attributes, which represent the

starting point for operationalising the concept, identifying measures and indica-
tors, hence allowing to evaluate the system. Different sources propose different
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attributes to define the usability concept. For instance, Nielsen (2010) proposes
that a product’s usability is given by its learnability (“the system should be easy
to learn so that the user can rapidly start getting some work done with the sys-
tem”), efficiency (“the system should be efficient to use so that once the user has
learned the system, a high level of productivity is possible”), memorability (“the
system should be easy to remember so that the casual user is able to return to
the system after some period of not having used it without having to learn ev-
erything all over again”), errors (“the system should have a low error rate so that
users make few errors during the use of the system, and so that if they do make
errors they can easily recover from them. Further, catastrophic errors must not
occur”), and, finally, users’ satisfaction (“the system should be pleasant to use so
that users are subjectively satisfied when using it”).

The norm 9241-11 on the Ergonomics of Human Computer Interaction (ISO
2018), previously ISO (1998), attempts to combine the user-oriented view of us-
ability with the performance-oriented and the contextually-oriented views. In
the norm, usability is defined as “the extent to which a product can be used by
specified users to achieve specified goals with effectiveness, efficiency and satis-
faction in a specified context of use” (ISO 2018). Hence, to be defined as “usable” a
product must support specified users (i.e. not just any user but those for whom the
product was designed) in accomplishing specified goals (i.e. not just to perform
any task but those tasks that the product aims to support). The outcome of using
the product should be both objectively successful (i.e. effective and efficient) and
subjectively successful (i.e. satisfactory). Within the same standard, more specific
definitions of the effectiveness, efficiency and satisfaction with which a goal is
achieved are provided. Effectiveness is defined in terms of the accuracy and com-
pleteness of users’ performance and the protection from severe consequences in
case of negative outcomes (inaccurate and incomplete performance). Efficiency
is defined in terms of the resources (time, human effort, costs and material re-
sources) that are expended when users attempt to achieve the goal (e.g. the time
to complete a specific task). Satisfaction is defined as “the extent to which atti-
tudes related to the use of a system, product or service and the emotional and
physiological effects arising from use are positive or negative” (ISO 2018). Mea-
sures for the components of effectiveness, efficiency and satisfaction defined in
ISO 9241-11 are provided in ISO/IEC 25022 on the measurement of quality in use
(ISO 2016), as summarised below in Table 2.1.

As explained by Bevan et al. (2016), the inclusion of the satisfaction dimension
in the revised version of the ISO standard acknowledges the increasing call from
several authors to go beyond usability in purely utilitarian terms and consider
the complexity of goals that people aim to achieve through products, not just of
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Table 2.1: Measures of effectiveness, efficiency and satisfaction (from
Bevan et al. 2016)

Effectiveness Efficiency Satisfaction

Tasks completed Task time Overall satisfaction

Objectives achieved Time efficiency Satisfaction with features

Errors in a task Cost-effectiveness Discretionary usage

Tasks with errors Productive time ratio Feature utilisation

Task error intensity Unnecessary actions  Proportion of users
Fatigue complaining

Proportion of user complaint
about a particular feature

User trust

User pleasure

Physical comfort

practical but of emotional and social nature (e.g. Burmester et al. 2002). Propo-
nents of this view encouraged an increased attention for users’ motives for using
products and their emotional response to the product. This led to the introduc-
tion of the term user experience (UX) alongside usability which may be defined
as “a person’s perceptions and responses resulting from the use and/or antici-
pated use of a product, system or service” (ISO 2010). Some authors incorporate
usability within UX. For instance, in Hassenzahl’s (2003) UX model, usability is
a pragmatic attribute of the user experience alongside utility. By contrast, hedo-
nic attributes (stimulation, identification, and evocation) emphasise individuals’
pleasure in the use of the product.

2.2 Usability engineering

At the origins of HCI, the question of how to ensure that a product is usable
was first addressed with the methods of experimental psychology (Lewis 2012)
— suffice it to say that Shneiderman’s (1980) Software Psychology is considered
to be one of the first books on the topic of HCI. The first graduate programmes
in HCI emphasised the use of research methods from the behavioural sciences
(Dumas 2007: 55). HCI later grew to incorporate methods and characteristics of
other disciplines, such as ethnographical methods derived from the social sci-
ences (Lazar et al. 2017). This evolution characterises HCI as a multifaceted and
interdisciplinary field until today. However, at its onset, the discipline lacked an
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identity of its own: “HCI was viewed, I believe, as a new area in which to apply
traditional methods rather than a one requiring its own unique methods” (Du-
mas 2007: 55). In Dumas’ reconstruction, the “leap forward” in the discipline’s
development happened when a series of publications argued for a new approach
to product design and evaluation, which they called usability engineering (White-
side et al. 1988).

The main driving force that separated HCI, and usability engineering specif-
ically, from the standard protocols of other research traditions was the need to
inform the design of products rapidly, at an early stage and throughout the de-
velopment process (Lewis 2012: 5). As Buxton and Sniderman recount:

Faced with a problem whose solution can not be derived from the litera-
ture, the designer of the human interface is confronted with two alterna-
tive strategies. On the one hand, a scientific approach can be followed, in
which formal experiments are run, in an attempt to fill in existing gaps in
our knowledge. On the other hand, an engineering approach can be taken,
in which some ad hoc strategy is followed in order to deliver a system which
was typically needed “yesterday”. Due to pragmatics, the latter approach is
by far the most prevalent. (Buxton & Sniderman 1980: 2)

There were several arguments in favour of an engineering approach to product
design and development. One pragmatic argument was related to costs: “Under
typical resource constraints, modifications will be feasible only in the prototyp-
ing stage. It is much too expensive to change a completely implemented product,
especially if testing reveals the need for fundamental changes in the interface
structure” (Nielsen 2012: 13). Furthermore, once the product-oriented view of
usability (see above) revealed its limitations, HCI experts realised that usability
could not simply be designed into a product by following a set of pre-defined and
universally valid rules (Bevan et al. 2015: 143). Awareness developed that “design
is complex, and there simply is no cookbook approach to design that can rely on
general principles and guidelines alone” (Mayhew 2007: 918). While some funda-
mental principles and analogue precedents could inform the design, they could
not alone ensure that a product was usable. Each product had to be treated as
a unique piece and considered in its context to evaluate and improve its usabil-
ity. What makes each project unique is that the design fundamentally involves
human beings “who are, to put it mildly, complex” (Lazar et al. 2017: 1). Unlike
in other research areas, in usability engineering the complexity of individuals
cannot be discarded as a confounding variable. The designer is guided in his/her
design choices by that very complexity.
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The reasons why a usability engineering approach is needed are convincingly
explained in Nielsen (1993) “usability slogans” — of which I will report and dis-
cuss the most relevant for the present discussion. A basic reason for the existence
of usability engineering is that (1) Your Best Guess Is Not Good Enough: “it is im-
possible to design an optimal user interface just by giving it your best try. Users
have infinite potential for making unexpected misinterpretations of interface ele-
ments and for performing their job in a different way than you imagine” (Nielsen
1993:10). The designer should be aware that any initial attempt at a user interface
design will include some usability problems and acknowledge the need to modify
the original design to accommodate the user’s problems. In other words, (2) The
User Is Always Right: “The designer’s attitude should be that if users have prob-
lems with an aspect of the interface, then this is not because they are stupid or
just should have tried a little harder” (Nielsen 1993: 11). If the user is always right,
then why not ask them what they want to see in an interface, use the most recur-
ring requests as a bottom line and provide plenty of customisation flexibility to
accommodate the variability in users’ wishes? The reason is that, unfortunately,
(3) The User Is Not Always Right. Users “do not know what is good for them ...
Users have a very hard time predicting how they will interact with potential
future systems with which they have no experience ... Furthermore, users will
often have divergent opinions when asked about details of user interface design”
(Nielsen 1993: 11-12). Another reason why the interface design cannot be left up
to the user is that (4) Users Are Not Designers:

Studies have shown, however, that novice users do not customize their in-
terfaces even when such facilities are available [Jergensen and Sauer 1990].
One novice user exclaimed, “I didn’t dare touch them [the customization fea-
tures] in case something went wrong.” Therefore, a good initial interface is
needed to support novice users. Expert users (especially programmers) do
use customization features, but there are still compelling reasons not to rely
on user customization as the main element of user interface design. (Nielsen
1993: 12)

At the same time, designers cannot just trust their intuition because (5) Designers
Are Not Users and because they are not users, they will not understand users’
needs and struggles with the interface:

When you have a deep understanding of the structure of a system, it is nor-
mally easy to fit a small extra piece of information into the picture and in-
terpret it correctly. Consequently, a system designer may look at any given
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screen design or error message and believe that it makes perfect sense, even
though the same screen or message would be completely incomprehensible
to a user who did not have the same understanding of the system. Knowing
about a system is a one-way street. One cannot go back to knowing noth-
ing. It is almost impossible to disregard the information one already knows
when trying to assess whether another piece of information would be easy
to understand for a novice user. (Nielsen 1993: 13)

To understand why “knowing about a system is a one-way street”, think of the
picture puzzles where an animal picture is hidden. It may take a long time to fig-
ure out where the animal hides, but once you recognise it, you can’t help seeing
it. In the same way, designers know what is the best way to use the product they
designed. They know what actions lead to a desired result and how to solve prob-
lems when they occur. Hence, they will not encounter the problems that a real
user would. Unfortunately, when designing interactive systems, (6) Details Mat-
ter (Nielsen 1993: 15), which means that even seemingly minor interface details
can drastically alter the overall usability of the interface, a further reason why a
systematic usability engineering approach is needed to ensure that the product
meets users’ needs and is usable.

The fundamental traits of a usability engineering process were first articulated
by Gould & Lewis (1985). The first trait is the early focus on users and tasks: the
designer first seeks to understand who the users are, in terms of their cognitive,
behavioural, social and attitudinal characteristics, and the nature of the work to
be accomplished. The second is empirical measurement: intended users, i.e. repre-
sentative of the users for whom the product is designed, should use product sim-
ulations and prototypes early in the development process to carry out real work,
and their performance and reactions should be observed, recorded, and analysed.
The third trait is iterative design: when problems are found in user testing, they
must be fixed improving the solution. This means that the development process
takes the form of several cycles of design, testing and improvement. Through
each cycle, the solution is progressively refined.

We can hence see that usability engineering consists of a series of what we may
call “design-focussed research activities” spanning throughout the whole prod-
uct development process. The process for the “design of usable systems” was later
conceptualised by Gould (1988) as consisting of four phases, which he called the
“gearing-up phase”, the “initial design phase”, the “iterative development phase”,
and the “system installation phase”. Today, the traits of the engineering approach
may be found in popular design models such as the Usability Engineering Lifecy-
cle (e.g. Mayhew 2007, Nielsen 1992, 1993), User Centred Design (e.g. Still & Crane
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2017) and Design Thinking (e.g. Brown 2009). Although they operationalise the
design and development process differently, they all roughly present phases simi-
lar to Gould’s conceptualisation. For the sake of simplicity, I will call these phases
analysis, design, development, and implementation. In the analysis phase, research
activities focus on users and their tasks, as well as other aspects of the context
in which the product is developed, such as existing competitor products. In the
design phase, a concept, serving as the blueprint for the development, is created
and validated. In the development phase, prototypes of increasing complexity are
developed, tested, and refined iteratively. In the phase of implementation, the fin-
ished product is evaluated. Although these phases are presented as sequential,
a substantial difference exists between processes in which these phases are exe-
cuted in sequence (i.e. the Waterfall or Liner Sequential Life Cycle Model) or in
an iterative, cyclical fashion (i.e. Spiral or Agile models; cf. van Kuijk et al. 2017).

The research activities in each phase have a different focus ad require different
methods. The analysis phase draws on methods such as survey, interview, and
contextual inquiry to understand users, their tasks and needs that the product
should fulfil. Other activities such as review of relevant standards and product
requirements are conducted to establish initial design principles. The evaluation
of the product concept and its prototypes during the design and development
phases may be described as formative evaluation whereas evaluation of the fin-
ished product, in the implementation phase, may be described as summative eval-
uation (cf. Pyla et al. 2005) — concepts imported from educational science (Scriven
1967). In the context of usability engineering, formative evaluation is explicitly
aimed at informing design decisions and improving the solution during product
design and development. Summative evaluation is conducted to ascertain some
quality aspect of the product or its impact after it has been developed. Differ-
ent types of evaluation at different stages of the development process call for
different methods.

2.3 Empirical evaluation in usability engineering

Empirical evaluation during and after product development is the fundamental
tool to ensure the usability of a product. For all the reasons explained above, each
product is unique. Because designers do not know what will make that specific
product satisfactory for the target users, constant empirical evaluation is needed
to bridge the gap between designers and users.

Methods are usually broadly classified as either inspection or testing (e.g. Holz-
inger 2005). During usability inspection (Nielsen 1994), an evaluator inspects a
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functioning or non-functioning prototype of the product. Inspection is aimed
at generating results quickly and at low costs. Usability inspections are gen-
erally used early in the design and development phase and may involve non-
functioning prototypes, such as paper prototypes. Paper prototypes capture the
essential features of what the product will look like and allow for the evaluation
of the initial concept before resources are invested in the development. Inspec-
tion methods generally involve experts and do not require them to accomplish
real tasks with the functioning prototype. Typical methods include feature in-
spection, in which the evaluator reviews the list of product features intended to
accomplish tasks, the cognitive walkthrough, in which an evaluator progresses
through the steps in accomplishing the task through the product and simulates
the problem-solving that the user engages in, and heuristic evaluation, in which
evaluators compare the prototype against some pre-defined requirements (called
heuristics).

By contrast, testing requires that the system be used by real users. Users should
be representative of the target group not only in broad demographic terms (such
as age, educational experience, technical experience, etc.), but also in terms of
the task domain; for instance, that means that to study interfaces designed for
lawyers, you must actually have practising lawyers taking part in the research
(Lazar et al. 2017: 6). Testing offers higher reliability than inspection methods,
but it is more time consuming and costly. Testing is used to identify and correct
usability problems or to optimise the design.

Based on the stage of development and the specific aims, testing methods may
vary in characteristics such as the setting (whether it is artificial or naturalis-
tic), what is being evaluated (whether they are aimed at capturing users’ perfor-
mance or perception), how it is evaluated (whether predominantly qualitatively
or quantitatively). The test setting may be either artificial, such as the company’s
premises or a laboratory, or naturalistic, i.e. the real context of use. Studies in
fully naturalistic settings are only possible at the very final stage of development
or in the implementation phase. An example of a fully naturalistic test is a field
study, in which users are observed naturally interacting with the product after its
release. An artificial setting usually also calls for a higher degree of experimental
control in the test tasks. Examples include usability testing, which requires test
users to use the functioning prototype to accomplish a set of tasks, A/B testing
when two design alternatives are tested in controlled conditions (or A/B/C test-
ing if three alternatives are involved), think aloud, where users are required to
think aloud as they perform real tasks with the functioning prototype.

In line with the definition of usability being related both to how users perform
on tasks through the product (the dimensions of efficiency and effectiveness)
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and what they think of the product (the dimension of satisfaction), testing may
gather data both related to users’ performance with the product and perception
of the product. Both types of data have their own limitations and both represent
necessary evidence for the product’s usability (Bevan et al. 1991). Performance
data is more reliable as it shows what actually happens when users interact with
the product. For instance, while a user may claim to find the product “helpful”,
an analysis of his/her performance may reveal that s/he performs better without
the product. At the same time, performance data, especially of quantitative na-
ture, can only be used to describe what happens but it can hardly clarify why.
The internal state of users is important in providing further evidence for a prod-
ucts’ usability. For instance, in some circumstances, accurate performance may
be achieved by the user only at the cost of considerable mental and physical
effort. Furthermore, especially qualitative perception data may help develop an
explanation of why certain phenomena occur in the interaction with a product.
However, perception data alone can hardly be a reliable and accurate descriptor
of a product’s usability.

The analysis of performance may focus on two main aspects (Lewis 2012: 1):
one is measurements related to the accomplishment of task goals, i.e. of quanti-
tative nature, and the other is related to the identification of “impasses” (such as
signs of discomfort and confusion) in the interaction with the product, called us-
age problems, i.e. of rather qualitative nature. Examples of performance measures
that are commonly used to evaluate the usability of a product are those provided
in ISO/IEC 25022 on the measurement of quality in use (ISO 2016), as explained
earlier. The identification of usage problems requires the observation of users’
performance and an interpretive process on the researcher’s side, as will be ex-
plained in greater detail in the following section on usability testing. Quantitative
performance data may be used for (semi-)summative purposes to identify to what
extent the product or the prototype meets usability goals. Furthermore, this type
of analysis is only applicable to those tasks that can be separated out, quantified,
and measured (Lazar et al. 2017: 8). Qualitative performance data is used for forma-
tive purposes and it is deemed as essential to improve the product: “Dr White’s
team knows that they cannot determine if they’ve met the usability performance
goals by examining a list of problems, but they also know that they cannot pro-
vide appropriate guidance to product development if they only present a list of
global task measurements” (Lewis 2012: 3).

Data related to users’ perception, also called “attitude”, is most commonly
gathered through post-task questionnaires and interviews. Questionnaires may
include both open and closed questions. Most commonly, pre-designed question-
naires like the User Experience Questionnaire (UEQ, Laugwitz et al. 2008), the
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Systems Usability Scale (SUS, Brooke 1996), the NASA Task Load Index (NASA
TLX, Hart & Staveland 1988) are used to obtain a quantitative description of users’
perception. These instruments were developed and validated through research
and are commonly used both in scientific work and in the evaluation of industrial
products. Quantitative perception data may be used for formative purposes, to
observe how users’ evaluation of the products’ usability changes as some design
elements are modified through iteration cycles. It may be used for summative pur-
poses by comparing the results against users’ evaluation of analogous products
of the same class or by matching them against industry benchmarks. Qualitative
perception data gathered through interviews is used to gain a deeper understand-
ing of what drives users’ perception, thereby yielding a deeper understanding of
target users, which may feed back into the analysis phase.

2.4 Usability testing

Among all methods that may be used to improve a product’s usability, usability
testing is often described as the royal road to usability. For example, Nielsen
qualified it as “the most fundamental usability method” and claimed that it is “in
some sense irreplaceable, since it provides direct information about how people
use computers and what their exact problems are with the concrete interface
being tested” (Nielsen 1993: 165). The major goal of usability testing is “to be
practical and have a major impact” (Lazar et al. 2017: 266), or in other words to
identify problems and propose data-driven solutions capable of improving the
design of the product.

Since the term is used with some ambiguity, a terminological clarification is re-
quired before talking about its specific characteristics. Some authors have used
the term in a broad sense to indicate any process or activity that aims to im-
prove the ease of use of an interface, hence as a synonym of usability engineering
(Lazar et al. 2017: 267). Other authors have referred to usability testing as “user
testing” (e.g. Nielsen 1993), which may refer to any type of testing involving real
users (as opposed to inspection methods). Another alternative has been “user re-
search”, although user research, as explained in Goodman et al. (2012), actually
has a broader meaning and includes a family of inquiry methods and elements
of design and development, such as personas, user profiles, card sorting, and
competitive research which are not regarded as testing. Furthermore, in usabil-
ity testing, the primary research focus is the product, not the user, although as
Lazar and colleagues point out it “can be used to learn more about how people
interact with interfaces, even when the goal is not fixing the interface, but in-
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stead learning more about users and interactions. So, in usability testing, maybe
we are researching the user?” (Lazar et al. 2017: 263)

Having clarified what it is not, usability testing may be defined as a test method
conducted on representative users attempting representative tasks, on early pro-
totypes or working versions of products (Lewis 2012). This definition entails the
key tenants of usability testing. First, usability testing involves representative
users. Given that usability is established in relation to the relevance of a product
for a particular user and aim, study participants should be representative of the
target users for which the product was designed. During the test, users work with
a working prototype or the product in action to accomplish representative tasks.
This means that the test tasks should be real and meaningful to them, and they
should represent as closely as possible the tasks that users typically accomplish
with the product in real life. Furthermore, the test task should lead participants
to interact with all product functions for which testing is required.

Seewald & Hassenzahl (2004) define usability testing as the systematic obser-
vation of users in a controlled environment to ascertain how well they can use the
product. Hence, usability testing possesses methodological characteristics both
of experimental research (cf. also Rubin & Chisnell 2008: 23), because test tasks
should be adequately designed to be representative, and of ethnography, in the
use of observation. Furthermore, the analysis of performance is often corrobo-
rated with perception data to tap into participants’ perception and interpreta-
tion of their experience with the product, which may be gathered both through
post-task questionnaires and interviews (Lazar et al. 2017: 267, Rubin & Chisnell
2008: 65). Verbal protocols, such as think-aloud, may also be used to uncover the
mental processes inherent to task execution. However, thinking aloud impacts
some aspects of performance (such as time on task) and therefore it excludes
the possibility to use such metrics in the analysis. Usability testing may hence
be defined as a type of convergent mixed-method research (Creswell & Creswell
2017).

Users’ performance on test tasks may be analysed quantitatively — on usability
metrics discussed earlier such as time on task, success rate, etc. — to ascertain the
extent to which a certain product feature leads to desired performance. However,
usability testing usually has a strong qualitative, observational component (See-
wald & Hassenzahl 2004). The observation of users’ interaction with the prod-
uct is aimed at identifying “flaw areas of the interface that need improvement”
(Lazar et al. 2017: 264). An interface flaw is some aspect of the interface which
is confusing, misleading, or generally suboptimal (Lazar et al. 2017: 264). Inter-
face flaws should cause a problem for most people. It is not about font style or
colour preferences, but rather about an element that most people stumble upon
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with consequences on performance. The manifestation of problems during the
interaction is called a critical incident (Seewald & Hassenzahl 2004). A critical
incident is constituted of a task-related goal, an “activity” of the user (an action
as well as a verbal or non-verbal expression) which is discordant with the goal,
and a consequence (Seewald & Hassenzahl 2004). An error in the execution of
the task, users’ facial expressions (e.g. frowning, squinting at the screen, etc.) and
verbal reactions (e.g. “what?!” or “where is the button?”) all point to them experi-
encing some form of problem or discomfort with the product and conflicts with
the goal of effective and efficient interaction. The interpretation of a common
class of critical incidents as being caused by a specific design element leads to
the identification of usage problems (Seewald & Hassenzahl 2004).

The identification of usage problems lies at the centre of usability testing. Ac-
cording to Seewald & Hassenzahl’s (2004) model, the usability testing process is
constituted of the following five steps:

1. Experience (data collection): critical incidents are identified through obser-
vation and questioning of study participants.

2. Construction (data analysis): the critical incidents are coded or classified.

3. Interpretation: a possible cause for a common class of incidents, represent-
ing a usage problem, is identified.

4. Prioritisation: usage problems are ranked based on the researcher’s judg-
ment of the “severity” or “impact” of the problem or more subjective mea-
sures such as the “frequency” of the problem. An indicator of the stability
of the occurrence (“Auftretensstabilitiat”, Seewald & Hassenzahl 2004: 145)
can be the number of participants who made a certain mistake, as well as
quantitative performance indicators such as task completion rate, success
rate, error ratio, etc.

5. Recommendations: based on the interpretation of usage problems, the re-
searcher develops recommendations on how to improve the product, often
collaboratively with the design team.

Given that usability tests are often conducted with observational techniques and
data are collected combining multiple sources, the studies may be very time in-
tensive and therefore allow for only a limited number of participants. The ideal
number of study participants for a usability test is still a matter of debate in
the scientific community. Nielsen & Landauer (1993) developed a mathematical
model suggesting that a test on five users can uncover 85% of usage problems.
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More recent studies have suggested that the ideal sample size is 10 &+ 2 users
(Hwang & Salvendy 2010) or even more than ten users (Schmettow et al. 2013) for
high-risk systems. It is generally accepted that qualitative usability testing can
be based on around five users if the primary aim is to improve a product and/or
to deepen understanding of the user through in-depth interviews. Quantitative
usability testing, by contrast, aims to find metrics that predict the behaviour of
a larger population and requires a larger sample size.
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This chapter analyses translation technology, computer-assisted translation
(CAT) tools in particular, and related research from a usability engineering per-
spective (discussed in Chapter 2). The analysis will serve as a means of compar-
ison for the review of interpreting technology, computer-assisted interpreting
tools in particular, and related research in the following chapter (Chapter 4). Af-
ter a brief definition of translation, the chapter unravels the history of translation
technology and the development of computer-assisted translation tools. It then
provides a succinct review of CAT tool research, with a focus on studies dedicated
to informing the design of CAT tools through the analysis of users’ needs and
requirements as well as through empirical testing. The chapter concludes with
a discussion of the extent to which a usability engineering approach is reflected
in the development of CAT tools.

3.1 Developments and current landscape

Translation may be defined as “the result of a linguistic-textual operation in
which a text in one language is re-produced in another language” (House 2014:
1). Theories of what translation is and how to translate began to emerge as early
as in the writings of Cicero and Quintillian, whose debate on translation prac-
tice pertained mostly to how a text should be translated — either word-for-word
or sense-for-sense. Despite these ancient origins, the actual birth of Translation
Studies (TS), as the discipline that studies the theoretical and practical aspects of
translation, goes back to Holmes’s (1975) seminal work “the name and nature of
translation studies”. Through time, theorising on translation has been informed
by other disciplines and different worldviews, often referred to as turns in TS (e.g.
Snell-Hornby 2006). Different perspectives have led to a substantial redefinition
of the concept of translation (Cheung 2011) and through time TS has differenti-
ated into a plethora of approaches and lines of research (Baker & Saldanha 2019).
For society at large, translation is a technology — a means to communicate across
language differences:
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The infinite extension of the written symbol through time requires the good
offices of the translator. Similarly, when the written symbol is considered
in terms of spatial range, the default multilingualism of the planet means
that there can be no extension in space without the work of the translator.
The text needs translation to travel. So the afterlife of the text, dependent
on elements of the third system, the artefacts of “ink” and “paper”, relies
also on the tool of language, and, by extension, translation, for its ability to
reach “readers” in a different time and space. (Cronin 2012: 22)

At the same time, translation is, by its own nature, dependent on writing tech-
nology, be it stone inscriptions, ink quills on parchment, typewriters, or the per-
sonal computer. Because of this dependency on writing technology, the activity
of written translation came after that of oral interpreting (see Chapter 5).

When translation scholars discuss the relationship between translation and
technology, they commonly refer to the introduction of digital technology
into the profession (cf. Chan 2015). Digital technologies changed “how transla-
tions are commissioned, produced, distributed and consumed or used” (Jiménez-
Crespo 2020: 2). The impact of digital technologies has been profound and af-
fected the translational micro- and macro-systems (O’Hagan 2013). ICTs created
new forms of translating, such as crowdsourced translation and localization. Dig-
ital tools came to play a central role in all phases of the translator’s work, so
much so that by the beginning of the 21st century no translator could expect
to work without digital tools any longer (Bowker 2002). ICTs have become so
deeply entrenched into translation that all of translation may be seen as a form
of human-computer interaction (O’Brien 2012). The deep influence that technolo-
gies had on translation made scholars refer to it as a technological turn (e.g. Chan
2007, Cronin 2010, O'Hagan 2013). This turn not only led to significant shifts in
the way in which translation is carried out in the contemporary world, but also
led to a systematic re-examination of the “conventional understandings of what
constitutes translation and the position of the translator” (Cronin 2010: 1). Hence,
the technological turn, like previous turns, has led to a re-definition of the very
concept of translation. From a disciplinary perspective, technology permeates
translation studies across its different subdisciplines, both in their theoretical
apparatus and/or in their research methodologies (cf. Jiménez-Crespo 2020).

The digital technologies that have so shaped the translator’s work are var-
ied and may be summarised as five broad categories: the translator’s computer
equipment, communication and documentation tools, text edition and desktop
publishing, language tools and resources, and translation tools (Alcina 2008).
Translation tools, which are the main focus of scholarly debates on technology
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and translation, may be further divided into two categories: technologies aimed
at replacing human translators and those aimed at supporting human translators
(Alcina 2008).

Technologies aimed at replacing human translators have the ambition to gen-
erate fully automatic translation. Efforts to develop such technologies began
to emerge in the 1950s and they are referred to as machine translation (MT)
(Hutchins 2015). The initial enthusiasm for machine translation, which started
from the second half of the 1940s, led to the realisation around the first half of
the 1960s that machine translation needed to be revised by humans, leading to
twice the costs of human translation and a raw output that was unable to meet
expectations; therefore, fully automatic machine translation was not going to be
realized for a long time (Chan 2015: 3-4). Today, MT produces large volumes of
translation and is commonly used for people to get access to content: “Google
translation services are used by more than 500 million people every month, pro-
ducing more than 1 billion translations a day. Every day, Google translates more
text than all human translators translate together in a whole year” (Carl & Braun
2017: 377). Despite the uncertainty about whether MT will ever attain sufficient
quality to make it a stand-alone solution, the spread of MT has had a psycholog-
ical impact on translators:

Over the last decade, speaking to audiences in different parts of the world,
the same questions keeps returning: Is there a future for translators? In
the age of Google Translate, is the human translator condemned to large-
scale extinction, or to the quaint peripherality of the Sunday hobbyist? The
demand for translation keeps growing apace in the contemporary world,
but will humans continue to be asked to service this need, or will it be our
machines that will do the bidding? (Cronin 2012: 1)

This initial disappointment with MT in the 1960s led to interest in developing
technology to support human translators, increasing its efficiency and produc-
tivity and reducing its costs (Chan 2015: 4). The use of technology to support the
translator’s work is known as computer-assisted, or -aided, translation (CAT),
Chan (2015: 4) reports the United States’ Automatic Language Processing Ad-
visory Committee’s (ALPAC) 1966 report as a turning point in the evolution of
translation technology. After establishing the failure of MT, the report suggested
that MT should shift to machine-aided translation, which would be “aimed at im-
proved human translation, with an appropriate use of machine aids” (ALPAC
1966: iii), and that “machine-aided translation may be an important avenue to-
ward better, quicker, and cheaper translation” (ALPAC 1966: 32). Specialised CAT
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tools began to be developed for this purpose in the second half of the 1960s (Chan
2015).

Hutchins’ (1998) seminal paper attributes the origin of CAT tools (specifically,
of the translation memory concept, discussed later) to Arthern (1978), Head of
English Translation Division at the European Commission (at the time, Council
of the European Communities). In his paper, Arthern observed that translators
working at the European Commission were wasting valuable time by retrans-
lating (parts of) texts that had already been translated. Hence, he proposed to
develop a digital storage of source and target texts for translators to re-use in
current translations, speeding up the process. This solution may be referred to
this as “translation by text-retrieval” (Arthern 1978: 94).

Already the year before, in 1978, Melby of the Translation Research Group of
Brigham Young University conducted research on machine translation and de-
veloped an interactive translation system, ALPS (Automated Language Process-
ing Systems) based on “Repetitions Processing”, which aimed at finding matched
strings (Melby 1978 cited in Chan 2015: 4).

Another milestone was laid by Kay in his paper titled “The proper place of
men and machines in language translation” (Kay 1980). He argued that MT and
translators should work together and proposed the development of a software
split in two windows: the upper window for the source text to be translated and
the bottom window as a workspace where the translator could edit the transla-
tion with aids for word selection and dictionary consultation. Chan points out
that “In view of the level of word-processing capacities at that time, his [Kay’s]
proposal was inspiring to the development of computer-aided translation and
exerted a huge impact on its research later on” (Chan 2015: 5).

3.2 Computer-assisted translation (CAT) tools

Computer-assisted translation tools may be defined as “a specialized set of tools
that are designed specifically with translation in mind” (O’Hagan 2013: 504).
Since MT is now commonly used as a support to human translation, although
it was not necessarily designed with the human translator in mind, another pos-
sible definition of CAT tools is: “tools that are (relatively) specific to the trans-
lation process” (Kriiger 2016a: 121). There are several “specialised instruments”
aimed for specific aspects of the translator’s work. The label “CAT tool” may be
used to denote both the specialised instruments in isolation and their integration
into a comprehensive solution — which may also be referred to as a “translation
environment” (Coppers et al. 2018: 1).
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CAT tools can support different phases of translators’ and organisations’ work,
for instance as described in the Cologne model (Kriiger 2016a,b). Paraphrasing and
summarising the main phases of the model (cf. Kriiger 2016a,b for a detailed dis-
cussion), CAT tools can facilitate the phases of client acquisition, work prepara-
tion and coordination among translators through project management functions
— i.e. the project initiation and (general and translator) preparation phases. CAT
tools assist translators in the actual translation phase, where the text is trans-
lated from the source to the target language. After the translation is completed,
CAT tools support the quality control phase, in which the translation is revised,
the final administrative work and the follow-up work. In the present discussion,
I will focus on the CAT tool components that are aimed to support the actual
translation phase. The use of CAT tools during the translation process has been
of particular interest for scholars, who maintain that it may have a profound
impact on the translator’s cognition. In the words of Pym, CAT tools (or their
components) used in the translation phase “far from being merely added tools,
are altering the very nature of the translator’s cognitive activity” (Pym 2011: 1).
Furthermore, these may be seen as the equivalent of in-booth CAI tool use, which
is the focus of this work.

CAT tools (components) for the translation process were initially developed
based on the assumption that translators’ work would become more efficient if it
could be provided with automated translation aids. This idea originated transla-
tion memory (TM) systems: “a translation memory stores sentences and their hu-
man translation from a specific domain. Given a source segment, the translation
memory provides the user sentences that have the same or a similar vocabulary
and/or grammar (Coppers et al. 2018: 1). Another more basic type of translation
aid is provided by CAT tools through the term base, which stores terms and their
metadata. Finally, MT itself is integrated into CAT tools as a form of translation
aid. The MT engine pre-translates the source-text which is then edited by the
translator — an activity commonly referred to as “post-editing” (e.g. Flanagan
& Christensen 2014). In some cases, the machine translation engine can adapt
its output during translation based on the translator’s corrections (Coppers et al.
2018: 1). In professional settings, MT engines are typically trained using in-house
TM databases and term bases — a system also referred to as “MT-assisted TM”
(Christensen et al. 2017). Since the translator edits the MT output which feeds
back into the TM databases and term bases, Mt-assisted TM blurs the traditional
distinction between MT, post-editing and TM-assisted translation (Christensen
et al. 2017: 9).
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3.3 CAT tool design, development and reception

While the quest for adequate solutions that could make the machine-translator
symbiosis possible started in the 1980s at the ideational level, commercially viable
CAT tools first became widely available in the early 1990s. The need to increase
the efficiency of human translation was stimulated by the “globalisation turn”
(Snell-Hornby 2006) and improved ICTs:

CAT systems were developed from the early 1990s to respond to the increas-
ing need of corporations and institutions to target products and services
toward other languages and markets (localization). Sheer volume and tight
deadlines (simultaneous shipment) required teams of translators to work
concurrently on the same source material. In this context, the ability to
reuse vetted translations and to consistently apply the same terminology
became vital. (Garcia 2015: 63)

The first commercial CAT tools were developed by the German-based Trados
and the Swiss-based STAR AG. Since then, the growth in number has been expo-
nential:

Before 1993, there were only three systems available on the market, includ-
ing Translator’s Workbench II of Trados, IBM Translation Manager / 2, and
STAR Transit 1.0. During this ten-year period between 1993 and 2003, about
twenty systems were developed for sale, including the following better-
known systems such as Déja Vu, Eurolang Optimizer (Brace 1994), Word-
fisher, SDLX, ForeignDesk, Trans Suite 2000, Yaxin CAT, Wordfast, Across,
OmegaT, MultiTrans, Huajian, Heartsome, and Transwhiz. This means that
there was a sixfold increase in commercial computer-aided translation sys-
tems during this period. (Chan 2015: 8)

CAT tools were first equipped with basic components, such as translation mem-
ory, terminology management, and translation editor. With the growing sophis-
tication if ICTs, more functions were developed into CAT tools and more compo-
nents were gradually integrated into these systems (Chan 2015: 12).

TRADOS! (Translation & Documentation Software) was developed by the Ger-
man engineers Jochen Hummel and Iko Knyphausen. It soon became the industry
standard, partly thanks to successful tender bids to the European Commission in
1996 and 1997 (Garcia 2015: 70). From the late 1990s, TRADOS’ technology was
integrated into other CAT tools too and its products became the most popular in

https://www.trados.com
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the industry (Chan 2015: 13). The acquisition by SDL further supported its com-
mercial success. SDL Trados, the new name of Trados, was the first company
to integrate a translation memory into a CAT tool. In 2009, the release of SDL
Trados Studios 2009 marked the shift towards an integrated CAT tool with all
translation aid components integrated in a single interface. A survey conducted
by Proz.com, the largest networking website for professional translators, in 20132
suggests that Trados remains the market leader among CAT tools. It is estimated
that TRADOS today holds over 70% of shares in the global language translation
software market (Cheng 2021).

The Uls of CAT tools present a series of features aimed at enabling transla-
tors to incorporate translation aids into their translation. The system front-end
that translators use to create the translation is called editor. In the editor, trans-
lators open the source file for translation, query the TM systems and databases
for relevant data and/or post-edit the MT output (Garcia 2015: 71). A CAT system
editor segments the source file into translation units to enable the translator to
work on individual segments separately and the program to search for matches
in the memory (Garcia 2015: 72). Inside the editor window, the translator sees the
active source segment displayed together with a workspace for the target text,
where matches are shown for the translator to review, edit or translate from
scratch (Garcia 2015: 72). The workspace can appear below (vertical presentation,
as in Trados and Wordfast) or beside (horizontal or tabular presentation, as in one
visualisation option in Déja Vu) the currently active source-text segment. Seg-
mentation and orientation (vertical or horizontal) are two of the most commonly
debated UI parameters of CAT tools. The similarity between text segments that
must be translated and previously translated segments in the TM is expressed as
a matching score which can be of three main types (Bowker & Fisher 2010: 61): ex-
act match (100% correspondence), fuzzy match (about 60-70% correspondence),
sub-segment match (if a portion of the segment is recognised by the TM), term
match (if a term in the source segment is present in the term base), no match (if
the TM fails to detect previously translated material).

Today, CAT tools are commonly used in professional translation. However,
scholars and professionals have expressed mixed views concerning their im-
pact on human translation. Positive views contend that CAT tools increase
the efficiency of time-consuming and error-prone tasks, such as translating re-
peated text portions in a consistent fashion (O’Brien 2012). Because of this, CAT
“has contributed to increasing speed, improving consistency, reducing costs”
(Ehrensberger-Dow & Massey 2014b). At the cognitive level, CAT tools “have

*https://go.proz.com/blog/cat-tool-use-by-translators-what-are-they-using
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extended translators’ memory by externalizing it, thus decreasing the load on
working and long-term memory” (Pym 2011).

Negative views claim that CAT tools may change the process and the very na-
ture of translating. Pym (2011) contends that CAT tools impose the paradigmatic
constraints on the syntagmatic nature of the practice as they cause translation
to lose its linearity and drift further away from the perception of translating as
an act of translator-mediated communication between people. The constant use
of translation aids transforms the translator into a “de-facto post-editor” (Chris-
tensen et al. 2017). Some hypothesised disadvantages are of psychological na-
ture: they emerge from translators’ perception of and relationship with tech-
nology, with several factors potentially contributing to a (perceived or actual)
downgrading of the professional status of the translator and subsequent feelings
of “dehumanisation” and “devaluation” (O’Brien 2012). These challenges are as-
cribed to the view of the translator as a fixer of MT errors, as well as translators’
lack of knowledge of MT which is seen as a black box, “something they do not
quite understand and which removes them further from the task of translation”
(O’Brien 2012: 109). This feeling of disconnection and distrust manifests on so-
cial media, where professional translators express doubts about the usefulness of
technologies like MT (Laubli & Orrego-Carmona 2017). Research carried out at
the European Commission’s Directorate-General for Translation suggests trans-
lators felt uncomfortable with MT technology despite having used it for many
years (Cadwell et al. 2016). From a cognitive perspective, the complexity of many
of the newer CAT interfaces may increase the cognitive demands on their users
(Hansen-Schirra 2012).

A major point of controversy, denounced by scholars and professionals alike
is that translators were not sufficiently involved in the development of CAT tools.
Moorkens and O’Brien, for instance, concluded that users’ needs where insuffi-
ciently accounted for in the design of CAT tools: “prior to the current research
there has not been a focus on what functionality users would like to see in a tool
for post-editing as the MT research community has had a tendency to “focus on
system development and evaluation” rather than considering end users (Doherty
2019: 4)” (Moorkens & O’Brien 2017). Observing the lack of a user-centred design,
scholars plea for iterative design processes in which users’ feedback and data is
constantly used to validate and refine the solution (Laubli & Green 2019) - i.e.
they call for a usability engineering approach (see Chapter 2) to the design and
development of CAT.

Laubli & Green 2019: 381 report of the development of Intellingo (Coppers et
al. 2018) as an out-of-the-ordinary example of a user-centred development ap-
proach to the development of a CAT tool. Intellingo is an intelligible CAT tool
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showing contextual information to the translator, such as metadata about where
the translation aids originated from (term base, translation memory, the machine
translation engine, or a combination of these resources). The rationale for the
development of such a system is that increasing the intelligibility of translation
groups could increase users’ trust in the tool: “CAT tools offer some form of intel-
ligibility, by showing matching scores, for example. However, the inner logic of
the algorithms is rarely shown, and there is plenty of potential to enhance their
intelligibility” (Coppers et al. 2018: 3). The authors report in the paper that the
whole software was developed in successive iterations and started from surveys
and contextual enquiries to develop the tool based on translators’ requirements.
They then tested two Uls of the tool to check whether the intelligibility func-
tion served the translator and to what extent it was used. The development team
started by surveying 180 translators, and then iterated over mock-ups and func-
tional prototypes, involving translators from the outset. Also the project by Teix-
eira et al. (2019) present an iterative development process of a web-based trans-
lation editing interface that permits multimodal input via touch-enabled screens
and speech recognition in addition to keyboard and mouse. Two usability studies
were conducted between iterations and reported in the paper. These latter vir-
tuous examples, however, arose within research projects with a limited impact
on the CAT tool market. An example of a translator-centred CAT system with
a commercial application is Predictive Translation Memory (PTM) developed by
Green et al. (2014). PTM is a type of interactive translation memory (ITM) sys-
tem. It aims to facilitate the interaction between translators and CAT tools as
well as the integration of TM suggestions into the translator’s work through a
Ul reducing gaze shift. In their paper, Green and colleagues explain that trans-
lators’ discontent with existing systems led to the development of the PTM and
detail the lare-scale evaluation study. PTM was later integrated into Lilt’s CAT
tool editor. Lilt? is a translation and technology business founded by John DeN-
ero and Spence Green. It provides translation and localisation services to clients
worldwide, supporting their pool of freelance translators with a dedicated CAT
tool, based on ongoing research* such as the aforementioned paper and others.

3.4 CAT tool research

CAT tool research may be positioned within the TS subdiscipline of transla-
tion technology research. Given the pervasiveness of technology in the trans-

*https://lilt.com/
*https://lilt.com/research
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lation profession, “the study of translation in one-way or another requires ac-
knowledgement of [the] interrelationship [between translators and technolo-
gies]” (Jiménez-Crespo 2020: 2) and technology may be seen as a “connecting
thread across sub-disciplines of TS and diverse research areas” (Jiménez-Crespo
2020: 3). I will define translation technology research as research that is specif-
ically focused on translation technology, technology-dependent phenomena as
well as the impact of technology on the translator and translating — as opposed to
TS research using technology as a necessary medium of translation (e.g. a word
processor) without focusing on the impact of the medium on the translation pro-
cess/product. CAT tool research, in turn, may be defined as a line of research
concerned with “the design and adaptation of strategies, tools and technological
resources that make the translator’s job easier as well as facilitating the research
and teaching of such activities” (Alcina 2008: 90).

In TS, translation technologies in general, and CAT tools, in particular, have
been studied from a variety of perspectives, drawing explanatory concepts and
frameworks from other disciplines (cf. Olohan 2019). Although they may not
have an explicit design focus, studies of predominantly cognitive or descriptive
nature may yield implications for CAT tool development (e.g. Mellinger & Shreve
2016). Research with an explicit focus on the extent to which CAT tools are ade-
quate to translators’ needs and what UI features can support or inhibit the work
of translators are most commonly aligned to either an ergonomics approach (cf.
Ehrensberger-Dow 2019) or a human-computer interaction (HCI) approach (cf.
Laubli & Green 2019).

The ergonomics approach to the study of translation technology encompasses
cognitive, physical, and organizational ergonomics to investigate the impact of
various factors on the situated activity of translation, including the use of CAT
tools (Ehrensberger-Dow & Massey 2014a: 63). This approach was informed, on
the one hand, by the cognitive paradigm in TS (cf. Walker 2021: Chapter 2),
which called for explorations of issues such as cognitive load and mental pro-
cesses inherent to translators’ use of CAT tools as well as for methods of the
translation-process research (TPR) tradition such as key-logging, screen record-
ing, and eye-tracking (cf. Jakobsen 2017). On the other hand, research on the
ergonomics of CAT tool was informed by the theory of situated translation (cf.
Risku 2002, 2004), grounded in situated cognition theory (e.g. Brown et al. 1989),
which called for naturalistic workplace studies aimed at exploring the role of
technology in the translator’s cognitive ecosystem (cf. Ehrensberger-Dow 2019,
Ehrensberger-Dow & O’Brien 2015).

Scholars aligned with the ergonomics approach typically draw on the Interna-
tional Ergonomics’ Association’s (IEA) definition of ergonomics as “the scientific
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discipline concerned with the understanding of interactions among humans and
other elements of a system, and the profession that applies theory, principles,
data and methods to design in order to optimize human well-being and overall
system performance” (IEA, cited in Ehrensberger-Dow 2019). They also distin-
guish, with the IEA, between physical, organisational, and cognitive ergonomics.
Physical ergonomics is defined by the IEA as “human anatomical, anthropometric,
physiological and biomechanical characteristics as they relate to physical activ-
ity”. In the context of translation, this essentially means exploring the impact of
the characteristics of the translators’ workplace, such as the tables, chairs, com-
puters, noise level etc. (Ehrensberger-Dow 2019: 38). Organisational ergonomics
“is concerned with the optimization of sociotechnical systems, including their
organizational structures, policies and processes.” In the context of translation
technology research, this has meant a concern with the extent to which the in-
creasing technologization of the profession has impacted the translator’s pro-
fessional status and agency (Ehrensberger-Dow 2019: 39). Cognitive ergonomics
refers to the “mental processes, such as perception, memory, reasoning, and mo-
tor response, as they affect interactions among humans and other elements of a
system”. O’Brien and colleagues explain the primary concern of CAT tools’ cog-
nitive ergonomics research as “understanding of cognitive friction arising from
translators’ interactions with non-optimal CAT tool features” (O’Brien et al. 2017:
147). Cooper’s concept of cognitive friction (Cooper 2004) has been used as a pri-
mary explanatory concept in the study of CAT tools’ cognitive ergonomics. It
is defined as “the resistance encountered by a human intellect when it engages
with a complex system of rules that change as the problem changes” (Cooper
2004: 19). The concept was first introduced to the study of CAT tools by O’Brien
2012: 110, who paraphrased it as “the tension between translators and comput-
ers” It was then further explored by (Ehrensberger-Dow & O’Brien 2015: 102)
who defined it as a disturbance to the translation flow. Flow is understood as a
psychological state of being fully immersed in a task such that this immersion
is energising (Nakamura & Csikszentmihalyi 2002, cited in Ehrensberger-Dow
& O’Brien 2015). The interruption of the state of flow by sub-optimal CAT tool
features is thought to manifest as the translator’s irritation with those tools and
to increase the cognitive load in the translation task (O'Brien et al. 2017: 146). The
assumption is hence that “since being irritated can affect negatively performance,
improvements in the cognitive ergonomics of translator tools could contribute to
better decision-making, creativity, and efficiency” (Ehrensberger-Dow 2019: 43).
Therefore, CAT tools “should be designed in such a way that they aid cognition
and do not become a potential source of cognitive friction” (Teixeira & O’Brien
2017: 81).
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The ergonomics approach to translation technology research, particularly the
cognitive ergonomics approach, has contributed to increasing the field’s aware-
ness of the importance of CAT tool usability, shedding light on translators’ needs
and the features of CAT tools that might decrease their usability. However, as
noted by Kruger, “the issue of CAT tool usability is not addressed specifically in
cognitive ergonomics research, and the investigation of translation technology
remains at a rather coarse-grained level, being mostly concerned with shortcom-
ings of user interfaces and the possibility to customise tool settings according to
individual preferences” (Kriiger 2016a: 128).

More fine-grained usability research has been conducted within what Laubli
& Green (2019) refer to as the human-computer interaction (HCI) approach to the
study of translation technology. While the ergonomics approach has been mostly
influenced by translation theory and led by TS scholars, the HCI approach draws
explicitly on concepts and research methods from the field of HCI and usability.
The major contribution of studies within the HCI approach is the development
of requirements for CAT tool interface and design recommendations through
rigorously designed empirical studies (e.g. Laubli 2020, Laubli et al. 2021). Such
data may provide compelling arguments for the adaptation of CAT tools to inter-
preters’ needs:

However, the impact of poor usability on translator performance has rarely
been tested empirically, and since the motivation for using CAT tools is
primarily economic — saving time by leveraging translation suggestions
rather than translating from scratch — the design of these tools is unlikely to
change until measurements show that alternative designs speed translators
up or cause them to make fewer mistakes. (Ldubli 2020: 1)

Within this approach, we also find examples of translator-centred, iterative de-
velopment of CAT solutions (Coppers et al. 2018, Green et al. 2014, Teixeira et al.
2019), although these were developed within research projects without a direct
influence on market realities.

The review below addresses previous research on CAT tools that has explicit
implications for their design. The focus will be on the most common methods
used to develop recommendations for the design and their further improvement. I
will first consider research providing input on users’ needs and general CAT tool
requirements. Then, I will examine research focused on the empirical evaluation
of CAT tools via tool performance, users’ performance, and users’ perception.
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3.4.1 Need analysis and tool requirements

The analysis of translators’ needs in the use of CAT tools has been the focus
of a wealth of studies, the majority of which were conducted by TS scholars.
Through the years, several explorations elicited information about the extent to
which CAT tools are employed, which tools are most used and users’ percep-
tions of their usability. Several methods were used, with surveys and interviews
followed by contextual enquiry being the most common methods. Other studies
used user research methods, mixed-method designs and literature review/theo-
retical modelling to develop requirements for CAT tool design.

Survey was one of the first methods to be used to explore translators’ needs
and the usability of CAT tools and today remains a popular method to develop
requirements for CAT tool design (e.g. Schneider et al. 2018). Surveys concerned
specifically with the usability of CAT tools began to emerge in the noughties,
about a decade after CAT tools began to appear on the market. Today, surveys
remain The survey by Lagoudaki (2006) is considered one of the first surveys
dedicated to the usability of TMs. One of the conclusions of the survey, which
collected the responses of 874 professionals, was that respondents felt that their
needs and usability issues had not adequately been accounted for in the design
and development of TMs. The author hence recommended that “user engage-
ment be pursued in all stages of software development” (Lagoudaki 2008: 205,
cited in Vargas-Sierra 2019). Among the most renowned studies that employed
survey methods, Moorkens & O’Brien (2013) asked posteditors to describe the
features of their ideal TM UL The usability of CAT tool UI was further studied in
an international survey within the ErgoTrans project (O’Brien et al. 2017), which
aimed to identify the specific features of CAT tools that translators found “irritat-
ing” or that they felt were missing. Among the most common irritating features,
the complexity of the Ul and text segmentation were mentioned as disturbing
elements. Users reported that they felt overloaded by the crowded Ul The au-
thors also reported that much of such irritation could potentially be reduced by
customising the interface through basic tool settings but less than half (44%) of
CAT users in the study used customisation options.

Interviews are another method that has been largely employed to investigate
translators’ needs and define CAT tool requirements. For instance, following up
on survey results, Moorkens & O’Brien (2017) conducted an in-depth exploration
aimed at identifying user requirements for post-editing tools and possible UI fea-
tures capable of fulfilling those requirements. To accomplish this aim, they inter-
viewed experienced post-editors. They found that a major source of frustration
was the non-responsiveness of MT output, which forced users to make the same
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changes, again and again. Another key point that emerged was posteditors’ need
to know the provenance of TM and MT data, which justified the development of
intelligible systems (e.g. Intellingo in Coppers et al. 2018).

Other scholars proposed creative alternatives to the use of surveys and in-
terviews drawing on user research methods. Koskinen & Ruokonen (2017) asked
their study participants (N = 102 professional translators) to write either a break-
up or a love letter addressed to a tool of their choice to gain insight into tool us-
ability but also the broader perception and needs of users. 70% of the collected let-
ters addressed translation technology, mostly search tools and databases rather
than TM or MT. The authors mapped translators’ comments onto the usability di-
mensions of learnability, efficiency, memorability, errors and satisfaction. Laubli
& Orrego-Carmona (2017) analysed translators’ comments related to translation
technology and, in particular, MT on Twitter to gain insight into their attitude
and the relationship between practitioners’ perception and scientific knowledge.

Ethnographic research has been another approach of choice for the develop-
ment of CAT tool requirements. For example, Asare’s (2011) PhD thesis examined
the workflow translators working at an agency as a case study for how CAT tools
were perceived by users, which features were being used and which ones were
not being used. The study concluded that “a number of features in the transla-
tion tools were not being used because their purposes were not understood by
the tool users” (Asare 2011: 138), pointing out a discrepancy between the CAT tool
designer’s intention and actual use. Another renowned ethnographic case study
was conducted in Canada by LeBlanc (2013) in three medium-sized translation
agencies. The methods used were (1) semi-directed interviews with translators
(as well as informal conversations, accounts and testimonials) and management,
(2) participant observation of translators at work at their workstations (shadow-
ing), and (3) contextual information on the texts, the clients, the service or the
firm (LeBlanc 2013: 3). The aim was to explore the perceived advantages and dis-
advantages of using TMs at the workplace. One of the conclusions was that part
of translators’ dissatisfaction with TMs “revolves around the tool’s conception
or design” (LeBlanc 2013: 10).

More elaborate mixed-method designs were also used to gain a deeper under-
standing of translators’ needs, particularly within the framework of PhD theses
work. For example, Bundgaard et al. (2016) collected data concerning the revi-
sion of MT-assisted TM translation with a group of in-house translators at Text-
Minded Danmark. Micro-level translation processes were investigated through an
experiment with eight in-house translators using SDL Trados Studio 2011 inte-
grated with a client-specific MT engine. (using screen capture, keystroke log-
ging, observation, retrospective interviews, and a post-experimental question-
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naire) and macro-level translation processes were studied primarily through ethno-
graphic methods, namely participant observation, semi-structured interviews
and document collection (Bundgaard et al. 2016: 111). Another example is the doc-
toral dissertation of Zaretskaya (2017), which investigated translators’ needs by
means of a user survey, the evaluation of existing CAT systems, and the analysis
of the process of post-editing of machine translation.

Differently from these studies, Kriiger (2016a, 2019) developed a model of CAT
tool usability starting from usability concepts rather than from data. Kriiger de-
fined CAT tool usability based on ISO’s (2016) usability definition and added ele-
ments from ISO (2011) and the Quality in Use Model developed by this standard,
to define CAT tool usability criteria. He considers CAT tool usability to be de-
pendent on the context of use (and the context coverage of the tool) and defined
by the effectiveness and efficiency of use as well as translators’ satisfaction when
using the tool to complete translation tasks. He also defines CAT usability by
users’ perceived learnability. Finally, also the tool’s data security is included as
a usability dimension because of the pressing issue of data security in the trans-
lation industry, which, in Kriiger’s view, restricts the context coverage (Kriiger
2019: 113). To my knowledge, however, this model has not yet been used as an
analysis instrument in empirical explorations.

3.4.2 Evaluation research

CAT tools have been evaluated empirically from different perspectives. In his re-
view, Doherty (2019) distinguishes between product-oriented, or linguistic, evalu-
ation and process-oriented, or performance-based, evaluation. Studies in the first
category are concerned with the evaluation of the output of translation technol-
ogy, for instance, the output of MT or TM. Studies in the second category focus
on the translation product and process using a variety of methods and metrics.
Laubli & Green’s (2019) review focuses on evaluation methods testing tools on
human translators and distinguishes between the evaluation of translation speed,
translation quality, and user experience. In the review below, I will divide stud-
ies into the categories (1) evaluation of tool performance, (2) evaluation of users’
performance, and (3) evaluation of users’ perception.

3.4.2.1 Tool performance

The evaluation of CAT tool performance has been mostly concerned with some
quality aspects of the translation aids using several methods and metrics. Other
possible evaluation focuses include cost-effectiveness, ease of implementation
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and maintenance, and considerations of training (Whyman & Somers 1999). The
evaluation of translation aids has typically been based on the measures of accu-
racy, precision and recall (Whyman & Somers 1999).

The evaluation of TMs attempted to evaluate the “usability” of translation aids
without the involvement of human translators. Whyman & Somers (1999), for
instance, report searching for a parameter capable of being used as an optimisa-
tion criterion. In their study, they evaluated the accuracy, precision and recall
of TM matching and proposed a weighting factor in terms of keystrokes needed
to change the proposed target segment into the desired text. Another example
is provided by Colominas (2008), who evaluated the accuracy and recall of TM
segmentation at the sub-sentential level.

The evaluation of the accuracy of MT output has been a major concern in the
industry. Through time, it has shifted from human annotation to automatic eval-
uation, which was intended to be more objective, consistent, faster and cheaper
than human evaluation (Doherty 2019). Human evaluation was typically con-
ducted by asking human raters to express a judgment on Likert-scale items (Do-
herty 2019: 340). Machine-based evaluation measures are called automatic evalu-
ation metrics (AEMs). Their purpose was to “measure the similarity or difference
between the output of an MT system and a reference translation or gold standard,
typically a human translation, on a set of predefined linguistic criteria” (Doherty
2019: 344). Doherty (2019: 344-345) explains that AEMs originated from speech
recognition research and the metric of word error rate (WER) which was adapted
into translation error rate (TER) and human-targeted TER. Other AEMs, such as
BLUE (Papineni et al. 2002), gained substantial popularity. More complex AEMs
later emerged to outperform BLUE in their correlations with human evaluation
as well as the complexity of linguistic features they can cover (Doherty 2019:
345).

3.4.2.2 User’s performance

Data concerning users’ performance has also been used to evaluate several usabil-
ity aspects of CAT tools. The evaluation has been directed both to the translation
product and the translation process. One aspect of translators’ performance that
has been evaluated to gain insight into the effectiveness/efficiency of CAT tools
is the translation speed, typically measured as words per hour, seconds per word,
seconds per segment (Laubli & Green 2019). This is considered a critical measure
due to its direct economic impact (Laubli & Green 2019: 375). Time spent on a
translation unit may also be interpreted as a sign of mental effort and measured,
for instance, as the number of keystrokes and mouse clicks used to produce a
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target text or segment and keystroke ratio, i.e. ratio of keystrokes to the number
of characters in the final text or segment (cf. Koponen et al. 2012). Laubli and
Green explain how these measures may be used to evaluate the clarity or effi-
ciency of the UI or interactive TM (ITM): “In the context of IMT, typing effort
is an interesting metric to gauge how often translators make use of suggested
translations, e.g., by accepting the completion of a word instead of typing it out”
(Laubli & Green 2019: 375). A higher-than-expected keystroke ratio may hence be
interpreted as a sign for a lack of visibility of the translation aids, which hinders
their identification and incorporation into the translation by the user, leading
the translator to type the target text rather than simply accept the aid.

Another important aspect in the evaluation of users’ performance is the qual-
ity of translators’ output. This aspect is essential to consider because “it can offset
gains in speed and usability. Even when a sentence completion feature allows for
a 30% increase in translation speed, if the feature leads users to produce worse
translations, then the finding is less (or not at all) meaningful” (Laubli & Green
2019: 375). (Laubli & Green 2019: 341-342) explains that the evaluation has typ-
ically revolved around the measures of accuracy and fluency to then expand to
the dimensions of readability, comprehensibility, and acceptability. Paraphras-
ing Laubli & Green (2019: 341-342), accuracy (also called adequacy or fidelity)
pertains to the extent to which the translation unit carries the meaning of the
source into the target. Fluency (also called intelligibility) focuses on the extent
to which the translation complies with the rules and norms of the target lan-
guage. Readability relates to the extent to which a defined segment of text can
be read by a specified reader. Comprehensibility (Closely related to the theoreti-
cal construct and measurement of readability) measures to what extent a reader
has understood and retained the information contained in a text. Acceptability
refers to the extent to which a system and its output meet users’ expectations,
essentially as expressed in usability research (e.g. Nielsen 2010). Hence through
time, the evaluation of translators’ performance has extended from the linguistic
level to a broader perspective of the user of translators as a means to evaluate the
usability of CAT tools. I call this perspective communicative because it considers
translation as an activity of communication with the recipient of translation.

While the evaluation methods above pertain to the translation products, other
methods have been used to tap into the translation process and identify problems
in translators’ interaction with CAT tools (cf. O’Brien 2005). Examples include
the use of TPR instruments such as TransLog, eye trackers, think-aloud protocols
(TAP) and cued retrospective interviews.

The evaluation of translators’ performance when using CAT tools essentially
depends on two key variables: the CAT tool and the text to be translated. These
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may be considered as the two core test materials that may require manipulation
to varying extents based on the study aims. Generally, exploratory studies aimed
at a holistic evaluation of CAT tool use in real practice call for naturalistic study
materials. On the contrary, studies aimed at a more fine-grained evaluation of
the Ul to develop design recommendations require some degree of manipulation
of the study materials to control for influencing variables and ensure that the
conditions for meaningful observations are in place. One control measure is the
design of the text to be translated during the test. For example, for their study
on SDL TRADOS’ AutoSuggest function, O’Brien et al. (2010) designed a semi-
technical German text of 424 words in 25 segments from the domain of business
to be translated into English by subjects. In their study of the optimal format of
text presentation for translation and revision, Laubli (2020) inserted errors into
human translations that are unambiguously wrong to measure whether and how
quickly study participants could correct these errors within the different Uls. The
UI design is another study material that may need to be manipulated to control
for influencing variables and zoom in on precise Ul design features. For instance,
Laubli (2020) aimed to gain insight into the impact of text segmentation and
alignment on users’ performance in translation and revision tasks. To achieve
this aim, they presented test participants with different Uls and measured their
performance in terms of speed and accuracy.

3.4.2.3 User’s perception

Users’ perception of CAT tools is a further source of data commonly used to eval-
uate the usability of CAT tools. Most commonly, this has been gathered through
post-task questionnaires. Authors have used both self-designed questionnaires
and previously-existing usability questionnaires, such as the Systems Usability
Scale (Coppers et al. 2018) and the Software Usability Measurement Inventory
(Vargas-Sierra 2019). In the development and evaluation of Lilt, Green et al. (2014)
asked translators to rank the usefulness of translation aids from the most to the
least helpful with the aim to identify the preferred features.

3.5 Discussion: Usability engineering in CAT

This chapter contextualised the development of CAT tools within translation
technology and discussed the research informing the development of such tools.
As emerges from this review, the development of CAT tools was driven by mar-
ket needs for greater translation volumes at reduced turnaround times and costs
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rather than translators’ needs. The basic features of CAT tools were mostly de-
fined by ICT experts and implemented in the first commercially available CAT
tools without preliminary research on translators’ needs to define requirements
and UI design principles. Since then, these first tools have become the industry
standard, and the core Ul features have remained relatively stable. Although new
tools keep emerging on the market, most often is the agency or the client to de-
cide which CAT tool is to be used, which implies that translators are often forced
to choose a tool that they find too expensive and less attractive than another one
out of the sheer practical need of accessing jobs (cf. Garcia 2015). Despite the
concern that “if tool settings and features do not align with translators’ ways of
working, then their flow can be interrupted, their cognitive load increased, and
their efficacy compromised” (Kappus & Ehrensberger-Dow 2020: 2), the design
of CAT tools has been rather “non-user centric” (Moorkens & O’Brien 2017). In-
deed, translators’ needs began to be systematically examined only about a decade
after the commercial release of CAT tools and focussed empirical investigations
of the impact of fundamental UI features on the translator’s work are still scarce
(cf. Laubli 2020).

Although established market realities are difficult to change, virtuous exam-
ples of translator-centred CAT tool development do exist and usability-oriented
CAT research can draw on a plethora of methods and a wealth of interdisci-
plinary experience. Given the commercial interest in leveraging technology to
increase the efficiency and quality of translation, CAT tools have been the ob-
ject of a multitude of studies conducted not just by TS scholars but also by HCI
experts.

As discussed in the review, the usability of CAT tools has been explored by
means of tool performance, users’ performance, and users’ perception. The stud-
ies explicitly aimed at informing CAT tool design are usually characterised by
some degree of experimental control, especially in the manipulation of test ma-
terials — primarily, the text to be translated, the task (e.g. translating, revising
etc.) and the UI that users have to work with during the test. Studies within
this line have produced the most fine-grained analyses of the impact of specific
Ul features on translators’ performance (e.g. Laubli 2020). This line of research
has the potential not just to advance scientific understanding of translator-CAI
tool interaction and the variables inherent to the UI that influence such interac-
tion. While studies approaching CAT tools with this level of detail remain scarce,
they are contributing to developing generalisable principles for CAT tools” UI
design that can ensure that CAT tools are more adequate to translators’ needs.
In doing so, they have the potential to pay great service to the profession. As
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pointed out by Laubli (2020: 1) “since the motivation for using CAT tools is pri-
marily economic - saving time by leveraging translation suggestions rather than
translating from scratch — the design of these tools is unlikely to change until
measurements show that alternative designs speed translators up or cause them
to make fewer mistakes”. This reveals the instrumental function of usability re-
search in the development of translation technology - to increase the inclusion
of translators’ views in the development of technology.

Since already mature systems are difficult to change for economic reasons, ex-
perts recommend involving translators early on in the design of CAT solutions,
advancing the development through iterations of prototyping, testing and revi-
sion and incorporating data into the whole development process (cf. Laubli &
Green 2019), as prescribed by the usability engineering approach (see Chapter
2). Even in the case of already mature systems, research can provide compelling
arguments for change. As pointed out by Laubli (2020: 1) “since the motivation
for using CAT tools is primarily economic — saving time by leveraging transla-
tion suggestions rather than translating from scratch - the design of these tools
is unlikely to change until measurements show that alternative designs speed
translators up or cause them to make fewer mistakes”. This reflection exempli-
fies the role of research not just to advance scientific understanding but also to
drive change. By establishing the heuristic principles of CAT tool design that
make Ul interfaces maximally efficient and effective, usability-oriented CAT re-
search can contribute to the development of instruments that are adequate to
translators’ needs.
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This chapter analyses interpreting technology with a focus on computer-assisted
interpreting (CAI) tools and related research from a usability engineering per-
spective (discussed in Chapter 2). The analysis offered in this chapter positions
the present work within previously conducted research, identifies the knowledge
gap, and sheds light on the relevance of usability-focused CAI research. After
a definition of “interpreting”, this chapter examines the history of interpreting
technology and the development of computer-assisted interpreting tools. It then
provides a succinct review of CAl tool research, with a focus on studies dedicated
to informing the design of CAI tools through the analysis of users’ needs and re-
quirements as well as through empirical testing. The chapter concludes with a
discussion of the extent to which a usability engineering approach is reflected
in the development of CAI tools and the relevance of usability research for the
future developments of the profession.

4.1 Developments and current landscape

While translation was defined as a written, textual operation (see Chapter 3),
interpreting may be defined as a translational activity characterised by its imme-
diacy: “in principle, interpreting is performed “here and now” for the benefit of
people who want to engage in communication across barriers of language and
culture” (Pochhacker 2004: 10). It is a form of oral translation enabling direct
communication between two groups, especially where a lingua franca does not
exist. Interpreting in all its forms is studied in the academic discipline of Interpret-
ing Studies (IS) which emerged as a subdiscipline of translation studies around
the 1990s and since then has gained an increasingly distinct identity (P6chhacker
2015a).

There are several modes of interpreting. Liaison interpreting (also dialogue in-
terpreting) is performed in a variety of business, community and diplomatic en-
counters in which the interpreter is physically and/or metaphorically “the person
in the middle” of the communication and performs a connecting function (Mer-
lini 2015). Consecutive interpreting is mainly performed in conference settings
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and involves the rendition of a whole speech from the source language (SL) into
the target language (TL) after it has been fully uttered by the speaker (Andres
2015). Simultaneous interpreting (SI) is the rendition of the message from SL to
TL in real-time, while it is being uttered by the speaker and typically takes place
in conference and court settings (P6chhacker 2015b). It can be further differenti-
ated based on the supporting equipment being used (P6chhacker 2015b) which
distinguishes simultaneous interpreting (performed through special equipment)
from its precursor form of whispered interpreting (or chuchotage, in which the
interpreter whispered the interpretation into the ears of the audience) and from
the more recent remote simultaneous interpreting modality (also called distance
interpreting and defined as “interpreting of a speaker in a different location from
that of the interpreter, enabled by information and communications technology
(ict)”).

It is often said that interpreting is the second oldest profession in human his-
tory (Baigorri-Jalon 2014: 10). Interpreting has existed as long as there have been
different spoken languages in contact, long before written language and hence
written translation. Written accounts of the activity of the interpreter through
history are scarce but they may be found as early as 3000 BC in ancient Egypt,
where the activity of interpreting was first institutionalised and designated by its
own hieroglyphic (cf. Falbo 2016, Kurz 1985). Interpreters are mentioned several
times in the Bible, for instance in Corinthians (14:28): “If any man speak in an
unknown tongue, let it be by two, or at the most by three, and that by course;
and let one interpret. But if there be no interpreter, let him keep silence”.

Despite such a longstanding tradition, conference interpreting began to
emerge as a profession in Europe in the 20th century (Baigorri-Jalon 2014). The
first conference interpreters came to work in government departments after
World War I as well as in early international organisations. At the time, the plu-
ralism of languages began to characterise the world of diplomacy, which had
previously been monolingual, with Latin in medieval and renaissance western
Europe and French in the early 20th century being used by diplomats of different
origins as lingua franca. During high-level international meetings, the early con-
ference interpreters enabled participants speaking different languages to com-
municate with each other by turning their messages (from short statements to
whole speeches) from one language into another in the consecutive mode.

Since then, the rapid evolution of the conference interpreting profession has
been stimulated by historical events, the emergence of new political structures
(especially international organisations), new societal needs and it has been pro-
pelled by technological advancement. Scholars define the impact of technology
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on the interpreting profession as a series of “breakthroughs” (Fantinuoli 2018b,
Tripepi Winteringham 2010).

The first breakthrough in the development of conference interpreting was
marked by the birth of simultaneous interpreting. In the 1920s IBM patented
a wired system for real-time speech transmission which was adopted by the
Sixth Congress of the Comintern in the former Soviet Union, then at the Interna-
tional Labour Conference and irreversibly made popular by the Nuremberg trials
(Fantinuoli 2018b). The advantage of this new system was that it curbed confer-
ence times and made it possible to host a conference in multiple languages at
the same time. SI grew at a rapid speed despite the resistance of early confer-
ence interpreters, who feared that being relegated at the back of the room might
diminish their prestige (Fantinuoli 2018b). Since then, SI became the standard in-
terpreting mode employed at international meetings and organisations such as
the United Nations and the European Union (EU) - the biggest employer of con-
ference interpreters in the world (European Commission, Directorate-General
for Interpretation 2018).

The second breakthrough was introduced by the World Wide Web, which
changed interpreters’ access to knowledge. To comprehend how the internet
changed the profession, one must consider the crucial importance of preparation
for interpreters:

Interpreters are knowledge workers constantly moving back and forth be-
tween different contexts, languages and conceptual systems. To do this, they
rely on their own knowledge base being complemented by external infor-
mation sources explored in what can be called “secondary knowledge work”
in order to properly perform the actual, “primary” knowledge work, i.e. the
activity of interpreting work as such ... In-depth preparation is therefore all
the more important. It involves specific terms, semantic background knowl-
edge and context knowledge about the assignment. (Riitten 2016)

While prior to the internet interpreters had to acquire terminology and spe-
cialised knowledge for each assignment through paper-based sources, the in-
ternet made it possible to access a wealth of information at any time. Accord-
ing to some interpreters and scholars, the internet increased the efficiency of
interpreters’ preparation: “The greatest advantage of new information technol-
ogy lies in the speedier collection of information from different sources and eas-
ier management so that preparation is more efficient and results in improved
quality” (Kalina 2010: 81). Others, point to both pros and cons in the “surfeit of
data” (Donovan 2006) with which interpreters were suddenly confronted in their
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preparation. The risk for interpreters is to be carried away by the information
overload in their preparation.

According to Fantinuoli (2018b), recent technological developments brought
about a third breakthrough in conference interpreting with even greater trans-
formative potential than the previous two: “Bigger by one order of magnitude if
compared to the first two breakthroughs, its pervasiveness and the changes that it
may bring about could reach a level that has the potential to radically change the
profession” (Fantinuoli 2018b: 3). Given the breadth and depth of these changes,
he suggests calling the recent third breakthrough in conference interpreting the
technological turn.

Today, the interpreting technology landscape presents a plethora of techno-
logical solutions that are involved in the technological turn in the profession.
Braun (2019) distinguishes four categories of interpreting technologies. The first
comprises all technologies used to deliver interpreting services and enhance their
reach, such as RSI equipment, giving rise to technology-mediated interpreting. The
second category includes all technologies (both generic and bespoke for inter-
preters) that can be applied to support or enhance the interpreter’s preparation,
performance, and workflow, leading to technology-supported interpreting. The
third category comprises all technologies that are designed to replace human in-
terpreters, leading to technology-generated or machine interpreting (MI). Machine
interpreting (also known as automatic speech translation, automatic interpreting
or speech-to-speech translation) may be defined as “the technology that allows
the translation of spoken texts from one language to another by means of a com-
puter program” (Fantinuoli 2018b: 5). An audible version of the SL speech into a
TL speech is generated combining automatic speech recognition (ASR), to tran-
scribe the oral speech into written text, machine translation (MT), and speech-
to-text synthesis (STT, Fantinuoli 2018b: 5). A fourth category of interpreting
technologies in Braun’s classification comprises all forms of technology-enabled
hybrid modalities, such as respeaking.

Technologies for technology-mediated and technology-supported interpret-
ing, in Braun’s classification, correspond to setting-oriented and process-ori-
ented technologies in Fantinuoli’s (2018a) classification, which further elaborates
on the impact that these technologies exert on interpreting. Setting-oriented
technologies “primarily influence the external conditions in which interpreting
is performed” (Fantinuoli 2018a: 155). In Fantinuoli’s view, these have an impact
on the interpreter profession, its status, and working conditions, but do not rad-
ically change the nature of the mental task performed by interpreters. By con-
trast, process-oriented technologies “support the interpreter during the different
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sub-processes of interpreting and, consequently, in the various phases of an as-
signment, i.e. prior to, during and possibly after the interpreting activity proper”
(Fantinuoli 2018a: 155). In Fantinuoli’s view, by becoming an integral part of the
interpreting process, these technologies are directly linked to and might influ-
ence the cognitive processes underlying the task of interpreting. The central
process-oriented technologies giving rise to technology-supported interpreting
are called computer-assisted interpreting (CAI) tools.

4.2 Computer-assisted interpreting (CAI) tools

CAl tools may be defined as “all sorts of computer programs specifically designed
and developed to assist interpreters in at least one of the different sub-processes
of interpreting” (Fantinuoli 2018a: 155). Better specified, the aim of CAI tools is to
“improve the interpreters’ work experience, by relieving them of the burden of
some of the most time-consuming tasks ... both during preparation and during
the very act of interpreting” (Fantinuoli 2018b: 4). By doing so CAI tools ulti-
mately aim to increase the interpreters’ productivity as well as the quality of
his/her performance.

This definition differentiates CAI tools from general software solutions that
were not developed for interpreters, but that can be used by interpreters in their
works, for instance, word or Excel files used to create glossaries. It also specifies
that CAI tools aim to support interpreters, not to replace them contrary to MI
technology in one or more sub-processes of interpreting or phases of the inter-
preter’s workflow.

For the sake of simplification, these phases can be defined as preparation (pre-
booth), interpretation (in-booth) and follow-up (post-booth, EABM 2021a). This
definition is based on the breakdown of the interpreting workflow as pre-, peri-,
in- and post-process (Kalina 2000). While the follow-up phase is essentially about
revising and expanding the interpreter’s knowledge based on the information
gathered during the assignment, the two most important phases which have
been central to the development of CAI tools are the pre-booth and the in-booth
phases.

In the preparation or pre-booth phase, CAI tools aim to increase the efficiency
of interpreters’ preparation for their assignments. Interpreters’ preparation gen-
erally consists of reading materials provided by the speaker and the conference
organisers to gain language knowledge (i.e. terminology), content knowledge (i.e.
information about the topic that will be interpreted), and context knowledge (i.e.
information about the communicative setting in which interpreting takes place;
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(Riitten 2007). If preparation material is not provided or insufficient, interpreters
have to find relevant material themselves. In this phase of the interpreter’s work-
flow, CAI tools can help interpreters create glossaries, manage them, and share
them with colleagues. The extent to which the glossary creation process is sup-
ported essentially depends on the degree of sophistication of the CAI tool, as
explained below.

In the interpretation or in-booth phase, CAI tools aim to help interpreters ac-
cess information while interpreting, easing the burden related to the interpreting
task and ultimately increasing delivery accuracy. While interpreters perform SI,
they retrieve specialised terminology found in the preparation phase from their
memory, which may imply a certain mental effort if the terminology is not so
consolidated for the retrieval to be automatic. When in doubt, they search for
the TL equivalent term in their glossary. If the term is not present in their glos-
sary, they search for it in online databanks, dictionaries etc. In general, these pro-
cesses are considered to be “time-consuming and distracting in an activity that
requires concentration and fast-paced decoding and delivery. The interpreter at
work may not have the time or the cognitive ability to look up a word online or
in his/her electronic dictionary, or detect and choose the correct translation of a
specific term among the myriad of possible solutions that are generally offered
by dictionaries” (Tripepi Winteringham 2010: 90). During SI, interpreters have to
deal with not just specialised terminology but also other factors of complexity,
known as “problem triggers” (Gile 2009). These elements of speech, such as acro-
nyms, named entities, numbers and specialised terms, are generally considered
to be highly problematic and are associated with higher-than-normal error rates.
Support for problem triggers is sometimes provided by the booth colleague, who
may look up an unknown term or jot a numeral down. However, this support is
not always reliable and efficient:

Even the help of the fellow colleague in the booth may sometimes prove
useless in real time oral translation, and may even slow down the interpret-
ing process. The interpreter, when hearing something unknown, is often
alone and has nothing to resort to but his/her own memory and mind (ibid:
77). A simultaneous interpreter at work cannot wait for more than half a
second for a missing word otherwise his/her narrative would sound bro-
ken and the short memory be overburdened ... The activity of searching for
the right term may result in distraction and loss of concentration for the
interpreter. (Tripepi Winteringham 2010: 91)

Depending on their architecture and functionalities, CAI tools have been tra-
ditionally divided into generations (EABM 2021a, Fantinuoli 2018a, Prandi 2022,
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2023). First-generation CAI tools are defined as “programs designed to manage ter-
minology in an interpreter-friendly manner” (Fantinuoli 2018a: 164). They were
designed to support interpreters in the pre-booth phase of preparation. They
developed from the concept of terminology management systems for terminol-
ogists and translators but present a simpler entry structure which is more ade-
quate to the interpreter’s terminology work. They offer basic functionalities to
look up glossaries in the booth which are similar to the look up system in a word
or Excel file. To query the glossary, the interpreter types the term or part of the
term in the search field and presses the enter key.

Second-generation tools offered “a holistic approach to terminology and knowl-
edge for interpreting tasks and ... advanced functionalities that go beyond basic
terminology management, such as features to organise textual material, retrieve
information from corpora or other resources (both online and offline), learn con-
ceptualised domains, etc” (Fantinuoli 2018a: 165). Other than such advanced func-
tionalities for knowledge acquisition and management, the second generation of
tools started bespoke functionalities for the in-booth phase. Advanced search
algorithms were introduced to ease glossary query during SI, i.e. taking into
account the time constraints and the complexity of the interpreting task. For
example, fuzzy search acts as an error correction mechanism for misspelling in
the word typed by the interpreter or present in the glossary, stopwords exclu-
sion reduces the number of matches displayed as a query result, dynamic search
finds terms without interpreters having to press the enter button, and progressive
search searches for the term in other glossaries of the interpreter if it is not found
in the glossary that is currently being queried (Fantinuoli 2018a: 166).

The introduction of artificial intelligence (AI) into CAI tools paved the way for
a third generation (EABM 2021a, Prandi 2022). First, this technology has made
it possible to automate parts of the preparation task, such as by automatically
compiling glossaries starting from interpreters’ preparation material. Second,
the combined use of Al and automatic speech recognition (ASR) technology has
made it possible to automate the query of interpreters’ glossaries and provide
support for all major classes of problem triggers (c.f. Fantinuoli 2017). Not only
are the TL-equivalent of specialised terms automatically extracted from inter-
preters’ glossaries, but also acronyms, named entities and numbers may be dis-
played in real-time on interpreters’ laptop screens. Given the novelty of these
tools, they currently present technological limitations. The major problems are
the system’s latency, which is the delay between the uttered word and its appear-
ance on the interpreter’s screen, and its accuracy, i.e. the possibility that the tool
might produce errors in the displayed items or omit some information. Current
tools are based on a cascaded system of independent ASR and Al modules, which
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first recognise and transcribe the source speech, then extract problem triggers
and finally convert them into a graphic representation that is displayed to the
interpreter. This increases both system latency and the risk of inaccuracies due
to the propagation of errors from one module to the next. To overcome these
limitations, developers are currently working on an end-to-end system which,
they suggest, may dramatically increase the potential of CAI tools and introduce
a fourth generation of tools (Gaido et al. 2021).

4.3 CAI tool design, development and reception

The development of CAI tools has been initiated by conference interpreters with
programming skills. in some cases, or by conference interpreters in tandem with
developers, in other cases. A comprehensive review of past and present CAI tools
is offered by Stoll (2009), Costa et al. (2014), Will (2015), and Fantinuoli (2016)
among others.

At the time of writing, the commercially available and actively maintained
first-generation CAI tools are Interplex', Interpreters’ Help?, and InterpretBank’
(which was later developed into a second-generation and then a third-generation
CAI tool). Two CAI tools, InterpretBank and LookUp*, were developed within
doctoral research projects, but only InterpretBank has made it to the commercial
stage. Interplex is a glossary builder and management tool for both translators
and interpreters first released in 2003. It was designed by conference interpreter
Peter Sand and developed by software developer Eric Hartner. After the first re-
lease, the software has been “tweaked and re-tweaked” by its creators, “taking
on board the many suggestions received from interpreters using it in the booth”
(Sand 2015). Interpreters’ Help is a cloud-based glossary builder and manage-
ment tool for conference interpreters first released in 2013. It was designed and
developed by software developers Yann Plancqueel and Benoit Werner with the
consultancy of two conference interpreters who are part of the team. Interpret-
Bank was first developed as a first-generation CAI tool and then became the first
second-generation CAI tool. Its functions were glossary building, management,
and look up during simultaneous interpreting. It was designed and developed
between 2008 and 2012 by conference interpreter and scholar Claudio Fantinuoli
as part of his doctoral research project at the University of Mainz/Germersheim

"https://interplex.com/
*https://interpretershelp.com/
*https://www.interpretbank.com/site/
*http://www.lookup-web.de/index.php
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(Fantinuoli 2016). In its subsequent development, it was the first tool to intro-
duced advanced search functions for in-booth use, which makes it particularly
popular among interpreters. The starting point for the design was a review of the
literature modelling interpreters’ workflow and analysing interpreters’ needs, as
presented in the previous section.

Currently, the ASR- and Al-powered “third-generation” CAI tools on the mar-
ket are InterpretBank ASR and Kudo’s InterpreterAssist® — as well as SmarTerp
(presented in Chapter 5). InterpretBank ASR (Fantinuoli 2017) is the first-ever
third-generation CAl tool. It is the eighth release of InterpretBank, in which ASR
and Al technology was introduced to retrieve terms from interpreters’ glossaries
and automatically display numerals as a cloud-based experimental feature. At
present, users can choose between two Uls of InterpretBank ASR. In the first,
numbers only are provided in the form of a scrolling list with new numerals
placed on top of the list and highlighted (see Figure 4.1).

1.349
70
5 _million

Figure 4.1: Representation of InterpretBankASR (numbers only view)

In the second Ul, specialised terms and numerals are provided in two distinct
columns. New items appear at the top of the scrolling list and are highlighted (see
Figure 4.2). In both visualisations, numerals are displayed in the source language.

>https://kudoway.com/kudo-interpreter-assist-artificial-intelligence/
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A research paper (Defrancq & Fantinuoli 2021: 5) describes a third possible in-
terface option for InterpretBank ASR, which displays the whole source-language
transcript and highlighted units of interest — numbers and terms (see Figure 4.3).

)
video
)
dh

CAl tool

1
Terminology Digits and Time

Source-language term < Target-language term 2053
134

Figure 4.2: Representation of InterpretBank ASR (numbers and terms

Participant's
screen

view)

Lorem ipsum dolor sit amet, consectetur adipiscing elit, 2. 349 sed do
eiusmod tempor incididunt ut labore et dolore magna aliqua. £ 9.000 ut

enim ad minim veniam, 9 quis nostrud exercitation ullamco laberis nisi ut

aliquip ex ea commode consequat. Duis aute irure dolor in reprehenderit in

voluptate velit esse cillum dolore eu fugiat nulla pariatur

Figure 4.3: InterpretBank ASR transcript interface, from Defrancq &
Fantinuoli (2021: 7)

Kudo InterpreterAssist (Fantinuoli et al. 2022a) is a recent CAI tool developed
in collaboration with Claudio Fantinuoli to be integrated into Kudo’s RSI plat-
form. Currently, no information is available on the UI of this CAI tool.

Compared to CAT tools, CAI tools have been used to a much smaller extent
(Tripepi Winteringham 2010: 89). One factor that has certainly contributed to
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this more modest spread is the fact that CAI tools, so far, have been meant to
be used by individual interpreters based on personal interest. CAT tools, on the
contrary, have been adopted by agencies and institutions, which forced the adop-
tion by translators. However, the voluntary nature of CAl tool use may change in
the next year, with their growing integration into RSI platforms. Organisations
have also shown increasing interest in adopting CAI tools to streamline the man-
agement of terminology and preparation materials for interpreters’ assignments.
CAI tools have been received by practitioners with mixed feelings:

These opposite views are nothing new: whenever change comes, there are
those who feel delighted with it and those whose emotions range from fear
or panic to anger and aggression. In the case of ICTs we could say that
the delight would come because they can be seen as tools that can make
the work of the conference interpreter much easier, in any of the phases
of the interpreting, while the fear or anger may come from hurt pride, as
many interpreters feel it a part of their self-image as professionals to be able
to manage without anything except their extraordinary memories. (Berber-
Irabien 2010: 27)

A further reason for the limited reception of CAI tools by the interpreting profes-
sion has to do with concerns of different nature. The first concern is linked to the
complexity of the simultaneous interpreting task. The use of ICTs in the interpret-
ing process has been defined as “unnatural” (e.g. Donovan 2006). Professionals
have maintained that the use of a new technological instrument in the booth
may exacerbate the cognitive load in SI (cf. Prandi 2017), disrupt the task and
lead to a deterioration of performance rather than quality improvement. Jones
(2014), cited in Fantinuoli (2018b), for example, spoke of “alienation due to the use
of new technology” and contended that “[using ICTs in the booth] can lead the
interpreter to lose sight of the first aim of interpreting as we learn it, namely con-
veying meaning and facilitating communication”. Another concern that emerges
in the dialogue with practitioners is of economic nature. Interpreters often raise
the question of whether the use of new technologies increasing the efficiency
of interpreters’ preparation may lead clients to demand a reduction in the price
of interpreting services, similar to what happened with the introduction of CAT
tools. Finally, a concern that is frequently expressed by professionals may be
caused by the lack of knowledge of CAI tools. The frequent question posed by
interpreters during public discussions “aren’t these tools aimed at replacing us?”
shows that they are not fully aware of the difference between technologies aimed
at replacing human interpreters and supporting them.
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The way in which CAI tools have originally been developed may also be a
factor contributing to their limited acceptance by professionals. While the ini-
tial development of some CAI tools (in particular, InterpretBank, which is the
most used CAI tool, and LookUp) has drawn on scholarly work on interpreters’
workflow and preparation needs, the Ul design has been “more or less based
on the personal ideas of their developers, mostly interpreters themselves, and
lack[s] any experimental support in [the] design decisions” (Fantinuoli 2018a:
160). Hence, CAI tool UI design has been predicated upon developers’ personal
intuition and rather vague heuristics. For example, Fantinuoli (2017: 62) defines a
“simple” and “distraction-free” Ul as a requirement for an effective CAI tool. De-
francq and Fantinuoli postulate that, in order to effectively support interpreters,
the in-booth CAI tools should present the visual input “in an ergonomically suit-
able format” (Defrancq & Fantinuoli 2021: 4). However, the exact features and
characteristics that make a CAl-tool interface “simple” and “ergonomic” are not
specified. Furthermore, Fantinuoli (2018a: 164) points out that the development of
CAI tools has been based on partial and unsystematic knowledge and has lacked
“test and improvement phases, which are crucial to achieve software maturity
and find the golden standard in terms of functionalities desired by the profes-
sional group.”

4.4 CAI tool research

CAI tool research may be positioned within the IS sub-field of interpreting tech-
nology research, alongside research on remote interpreting and the use of tech-
nology in interpreter training. The academic interest in interpreting technology
remained scarce until the first decade of the 21st century (Berber-Irabien 2010).
Until recent years, research on CAI tools remained underrepresented in the in-
terpreting technology research landscape (Fantinuoli 2018a). It is noticeable that,
with the exception of the study by Desmet et al. (2018) and Defrancq & Fantin-
uoli (2021), most empirical studies on the use of CAI tools in the booth were
conducted within the framework of Master’s degree theses and PhD theses, in
the case of Prandi. Prandi (2022: 87) interprets this as a sign of the increasing in-
terest in CAI tools among younger generations, but it could also be interpreted
as a sign of the marginalised role that (in-booth) CAI tools have played in aca-
demic research until recent times. Over the past couple of years, the spread of
RSI propelled by the Covid-19 pandemic and the introduction of ASR technology
into CAI tools has renewed the interest in different ICTs in interpreting and in
the in-booth CAI tool use, in particular.
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CAI tool research is a nascent research strand and therefore no specific defi-
nition has yet been provided. Prandi (2022: 85) points out that “the publications
devoted to CAI tools address a number of topics and issues inherent to the tools,
ranging from a simple presentation and comparison of the available solutions to
the first empirical tests conducted on one or more tools”. Since CAI tool research
is a relatively new field of inquiry that has been much less prolific than CAT tool
research, the research landscape is still largely lacking clear research strands and
agendas. We could broadly define CAI tool research as a research strand that is
concerned with the design and development of CAI tools and their impact on the
interpreting product and process.

The review below addresses previous research on CAI tools that has implica-
tions for their design. As in the review of CAT research (cf. Chapter 3), the focus
will be on the most common methods used to develop recommendations for the
design and their further improvement. I will first consider research providing
input on users’ needs and general CAI tool requirements. Then, I will examine
research focused on the empirical evaluation of CAI tools via tool performance,
users’ performance, and users’ perception.

4.4.1 Need analysis and tool requirements

As discussed earlier in this chapter, the initial “first-generation” CAI tools aimed
to support interpreters in the preparation of their assignments. Some scholarly
work preceded the development of the first CAI tools in the analysis of inter-
preters’ needs in preparation and identification of the pain points that could be
addressed by a technological solution. The final aim, which is more or less explicit
in the different studies, is to develop a set of requirements for the development
of CAI tools.

The first studies preceded and accompanied the development of first-genera-
tion CAI tools and focused on interpreters’ needs inherent to preparation and
terminology management. Because at the time of the first studies the term “CAI
tools” was not yet in use, they refer to their object of inquiry with terms such as
“interpreting-specific technologies”, “electronic tools for interpreters” etc. An im-
portant theoretical input to the development of CAI tools in this early stage came
from authors such as Gile (1987), Kalina (2000, 2007), and Will (2009), who de-
fined the workflow of interpreters and modelled the processes inherent to prepa-
ration (cf. also Kalina 2015). Fantinuoli (2006) proposed a model of Corpus Driven
Interpreters Preparation and discussed how a CAI tool can facilitate this prepa-
ration process.
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Parallel to the theoretical studies, some empirical studies explored interpreters’
preparation and terminology management. For example, Moser-Mercer (1992)
conducted a survey about how conference interpreters handle terminology doc-
umentation and document control to identify some guidelines for the develop-
ment of CAI tools for terminology and documentation management. Another
study that used survey methods to analyse interpreters’ needs in the use of tech-
nology for terminology management was conducted by Bilgen (2009). The re-
sults further shed light on the difference between interpreters’ and translators’/
terminologists’ terminological needs and the requirements that a terminology
tool for interpreters should have (e.g. simple entry structure, flexibility in the
search process etc.). The studies by Berber-Irabien (2010) and Corpas Pastor &
Fern (2016) surveyed the use of ICTs by interpreters to portray the landscape of
available solutions and identify possible gaps. A different design was chosen by
Riitten (2007), who moved from a field study in which she observed interpreters
in their terminology acquisition and management process to derive requirements
for CAI tool development.

When it comes to need analysis related to the use of CAI tools in the booth,
studies describing interpreters’ in-booth behaviour (Chmiel 2008, Duflou 2016,
Jensen 2006) may be considered to be precursor work to the design and devel-
opment of CAI tools. Also research on the impact of “problem triggers” (cf. Gile
2009), such as research on the impact of numbers on SI (e.g. Braun & Clarici
1996, Frittella 2019a, Mazza 2001), is often reported as a justification for the need
for a CAl tool in the booth to access terminology and the integration of ASR to
support the rendition of numbers (for instance, see the description of research
gap and purpose statement in Defrancq & Fantinuoli 2021, Desmet et al. 2018,
Fantinuoli 2017).

An in-depth ethnographic study conducted by Riitten (2018) collected and anal-
ysed the booth notes of 25 conference interpreters at the European Commission
and Council. The study provided insights into which items are usually written
down by interpreters during SI, how these are written, how the sheet of paper on
which items are noted functions as a “communication platform” to exchange in-
formation between colleagues (Riitten 2018: 143). As the author herself suggests,
information on how interpreters use non-digital supports during SI could pro-
vide valuable input to the design of CAI tools. However, detailed investigations
aimed at informing tool development for in-booth support have been scarcer
than analyses of preparation needs.

A recent EU-funded project led by the University of Ghent in collaboration
with the University of Mainz/Germersheim attempted to develop recommenda-
tions for the Ul design of third-generation CAI tools based on a survey in which
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they asked practising conference interpreters to express their preferences on a
series of design options (EABM 2021b). Participants were asked to express a pref-
erence based on graphic representations of the interface options and written de-
scriptions but did not use the options. Although the results of the survey should
be treated as hypotheses rather than valid design specifications, this study testi-
fies the growing interest in usability and UI design-focused CAI research.

Other authors attempted to define heuristic principles for the development of
CAI tools. Costa et al. (2014) evaluated CAI tools for preparation by self-chosen
features related to how glossaries can be compiled and presented. Will (2015) pro-
posed some features that characterise a CAI tool as “simultaneous-interpreting
compliant” (simultanfahig) based on theory and logical reasoning. Fantinuoli
(2017) proposed technical requirements for an ASR system to be successfully in-
tegrated into CAI tools and for a CAI tool to effectively support ASR integration.
These requirements were partly derived from commonly used metrics measuring
the speed and accuracy of ASR systems and partly based on logical reasoning as
well as his practical experience as a developer.

4.4.2 Evaluation research

Empirical research aimed at the evaluation of in-booth CAI tools has been con-
ducted by interpreting studies scholars via the analysis of (1) tool performance,
(2) users’ performance, or (3) users’ perception.

4.4.2.1 Tool performance

Thus far, only two published studies, both written by Fantinuoli as sole or first
author, reported on the evaluation of CAI tool performance. Such evaluation has
focused on the accuracy of the visual aids displayed by interpreters.

Fantinuoli (2017) first proposed metrics for the evaluation of in-booth CAI tool
performance and applied them to the evaluation of the first version of Interpret-
Bank with ASR integration. He used the terminology-dense speeches designed
by Prandi (2017), run the prototype and recorded the outcomes of term and num-
ber extraction. He used word-error rate, i.e. the percentage of wrongly displayed
items out of all items that should have been displayed, as a measure of the tool’s
accuracy. He also uses the metrics of precision p (i.e. the number of correct posi-
tive results divided by the number of all positive results) and the recall r (i.e. the
number of correct positive results divided by the number of positive results that
should have been returned) to calculate the F1 score (i.e. the harmonic mean of
precision and recall expressed as a value comprised between 0 and 1).

57



4 Interpreting technology

After the recent release of Kudo InterpreterAssist, Fantinuoli et al. (2022b) per-
formed a technical evaluation of the tool’s performance in the automatic gen-
eration of glossaries and the ASR-powered CAI tool. To evaluate the glossary-
generation feature, they automatically generated three 100-term glossaries in En-
glish > French and English > Italian in three specialised domains. They first asked
three conference interpreters to evaluate the relevance and accuracy of extracted
terms categorising them as either “specialised term”, “general term”, or “error”
for incomplete or lexically invalid elements. Then, they asked three conference
interpreters to evaluate the English > French glossary and three conference inter-
preters to evaluate the English > Italian glossary by marking the target-language
translation of extracted terms as either “acceptable” or “unacceptable”. For the
evaluation of the CAI tool output, they selected some speeches representative of
the speeches interpreted on Kudo. They evaluated both the final output and the
intermediate stage of automatic speech transcription in terms of precision, recall
and F1.

The evaluation of CAI tool performance is still scarce and rather limited in
scope. Other aspects, such as the stability of CAI tool latency (e.g. based on
the speaker’s accent and speaking pace, sound quality, word length etc.), have
not been considered. A further limitation in previous evaluations of CAI tool
performance is that the tool was tested in highly controlled conditions only
(i.e. speeches characterised by high sound quality and standard native accents)
whereas no evaluations have so far been conducted of tools in naturalistic con-
ditions.

4.4.2.2 Users’ performance

The evaluation of the tool via users’ performance is by far the most frequent
method of CAI tool evaluation. Prandi’s (2022: 89) research on “the impact of
CAI tools usage on the quality of SI” is currently the most prolific type. Empirical
research on the impact of CAI tools on users’ performance began to emerge in the
second decade of the 21st century and gained momentum with the integration
of ASR into CAI tools about five years ago. As Prandi (2022: 87) notices, the
evaluation of users’ performance has mostly focused on the interpreting product.

The assessment of the impact of the tool on users’ performance was mostly
focused on the rendition of individual items (i.e. interpreted specialised terms
or numerals) rather than larger units of analysis (e.g. the meaning of the inter-
preted sentence or speech passage) and more broadly conceived delivery quality,
or even the perspective of the recipient of the interpreting service. For instance,
in their study of the CAI tool-supported SI of numbers, Desmet et al. (2018) and
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Pisani & Fantinuoli (2021) used the error classification proposed by Braun & Clar-
ici (1996) which is concerned with the interpreted numeral only. Defrancq &
Fantinuoli (2021) chose the numeral as their unit of analysis too. This means
that all other components of the numerical information unit, such as the entity
the numeral refers to (referent), its measure (unit of measurement), were left
out from the evaluation, which makes the validity of the interpreted numeral
a measure of CAI tool effectiveness questionable. In fact, contextualisation er-
rors, i.e. where the numeral was correctly reported but wrongly contextualised
in the speech, were incidentally reported in some studies (Canali 2019, Pisani &
Fantinuoli 2021). Similarly, studies on the impact of in-booth CAI tool use on ter-
minological accuracy considered the interpreted term as their unit of analysis. In
sum, the rendition of isolated problem triggers has been the privileged measure
of tool effectiveness. This is a major difference from CAT tool research, where a
“communicative approach” was used to evaluate users’ performance holistically,
considering aspects such as text coherence and consistency, fluency, as well as
its clarity and acceptability for recipients (cf. Chapter 3).

As of today, Prandi’s (2022) doctoral dissertation may be regarded as the only
study on the CAI tool-supported interpreting process. She compared the use of
a “traditional” glossary with InterpretBank with manual-look up and an ASR
simulation in the interpretation of three comparable speeches. Other than per-
formance data (i.e. participants’ deliveries), she gathered eye-tracking data to
ascertain whether a variation in cognitive load could be identified in the three
conditions. This may be considered as a measure of tool efficiency, i.e. a usability
property of different technological solutions and CAI tool generations.

While previous empirical CAI tool research has not focused on UI design or
tool development at a fine-grained level, a notable exception is represented by
Montecchio’s Master’s degree thesis (Fantinuoli & Montecchio 2022, Montecchio
2021). This study evaluated participants’ rendition of a number-dense speech
with CAI tool support at a latency of 1, 2, 3, 4, and 5 seconds with the aim to
ascertain what is the ideal and maximum acceptable latency. This study differs
from the previous ones reviewed in that it was specifically designed to derive
implications for CAI tool development. However, several methodological issues
limit the reliability of the findings. First, the latency at which stimuli were pre-
sented was not randomised; the gradual increase may have caused a learning
effect. Second, the numerals in the source speech were replaced by an acoustic
signal (“beep” sound) to ensure that participants would rely on the visual stim-
ulus; while this is an interesting approach, we cannot assume that the outcome
would be equal when users are presented with multimodal input. Third, the nu-
merals at each latency level were not comparable, as discussed below. While this
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study remains interesting as an example of the growing interest in usability- and
design-focused studies on CAl tools, the methodological limitations constrain the
translation of findings into design principles.

Considering the design of test materials used in previous studies, like in em-
pirical CAT research, the UI design of the CAI tool and the source speech are
the test materials that require manipulation in order to gather data capable of
responding to the research question. A further aspect to be added is CAI tool
performance: since ASR-powered solutions are still in the prototype stage, their
performance is not yet fully stable and may vary even when it is presented with
the same speech. Common measures that have been taken to control for the vari-
able of CAI tool performance is using mock-ups simulating peak performance
of the CAI tool (Canali 2019, Desmet et al. 2018). Researchers have controlled
the performance of second-generation CAI tools (i.e. InterpretBank with manual
look-up as in Biagini 2015, Gacek 2015, Prandi 2015, 2022 by developing a glos-
sary for the study and feeding them to the CAI tool, so that all participants could
have equal conditions. Live third-generation CAI tools (Defrancq & Fantinuoli
2021, Pisani & Fantinuoli 2021, Van Cauwenberghe 2020) have been used, too, in
exploratory studies aimed at evaluating the overall feasibility of the tool.

Coming to the design of test speeches, the strategies used by researchers have
been mostly aimed at preventing the impact of confounding variables on the de-
livery, hence making it impossible to ascertain whether a certain phenomenon
(e.g. an error) was caused by CAI tool use or a factor inherent to the source
speech (e.g. speed, syntactic complexity etc.) The speech design in Prandi’s study
on terminology is the most elaborate (Prandi 2017, 2022). She carefully selected
the number of syllables and type of terms (e.g. avoiding cognates) to include in
her test speeches so that the terms would be perfectly comparable. Following
the method proposed by Seeber & Kerzel (2012), she kept sentence length and
syntactic complexity constant and alternated “target sentences” (i.e. those con-
taining a problem trigger) and “control sentences” (i.e. providing a “spillover re-
gion”). Apart from Prandi’s research, the test speech designs of previous studies
were not fully controlled and aligned with the research questions. Van Cauwen-
berghe’s (2020) MA thesis at the University of Ghent used a speech with spe-
cialised terms without attention to their typology or distribution. Desmet et al.
(2018) and Canali (2019) numbers at random intervals equally distributed among
simple whole numbers (e.g. 87 or 60 000), complex whole numbers (e.g. 387 or
65 400), decimals (e.g. 28.3) and years (e.g. 2012). Defrancq & Fantinuoli (2021)
delegated the preparation of their test speeches to a colleague, which resulted in
one of their four speeches presenting nearly twice as many numbers as each of
the other three speeches. In Pisani & Fantinuoli (2021), an English speech was
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selected from the European Commission website and more sentences containing
figures were added. None of these studies took into consideration the distribution
of figures in the speech in the design, as well as other factors such as what type
of referents are associated to the number. In Fantinuoli & Montecchio’s (2022)
and Montecchio’s (2021) study the numeral type and size is randomly distributed
across latency levels.

4.4.2.3 Users’ perception

Several studies have evaluated the CAI tool based on users’ perception. Typically,
users’ perception has been gathered through post-task questionnaires designed
by the authors (De Merulis 2013, Defrancq & Fantinuoli 2021, Desmet et al. 2018,
Gacek 2015, Pisani & Fantinuoli 2021, Prandi 2015, 2022) whereas no study no far
used a usability questionnaire commonly used in HCI.

4.5 Discussion: Usability engineering in CAI

Differently from CAT tools (see Chapter 3), CAI tools did not emerge as a re-
sponse to market demands for higher productivity and efficiency. Rather, their
development was first prompted by conference interpreters themselves in tan-
dem with developers, or the tools were even developed from scratch by inter-
preters who were programmers themselves. With the recent integration of CAI
tools into RSI platforms, the development of new tools is now being prompted
by interpreting businesses with the aim to increase the efficiency of interpreters’
workflow and provide interpreters with a better user experience. However, the
design and development processes continue to involve conference interpreters.
For instance, Kudo’s Interpreter Assist was developed by Claudio Fantinuoli, the
conference interpreter who developed InterpretBank. While the motivations be-
hind the development of these tools were to serve interpreters, the community
has not been much involved in their design and development. While some tools
that have been developed within the framework of doctoral research work (i.e.
InterpretBank and LookUp) have moved from previous interpreting research and
theory, no study reports of dedicated data collection in order to better specify the
needs of the community as a starting point for the design. As a consequence, “tool
design nowadays reflects more the ideas and habits of the respective developer,
generally an interpreter himself, than the needs of the interpreter community”
(Fantinuoli 2018a: 164). Furthermore, no previous project reports an iterative pro-
cess of prototyping, testing and revision, which is essential to develop a mature
and optimal solution.
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Empirical as well as theoretical work on the workflow of interpreters and the
challenges that interpreters face in their work represents the first systematic anal-
yses of interpreters’ needs. These studies may be considered as the initial input
to the development of CAI tools and provided initial requirements for their de-
velopment. Initial inquiries emerged in response to the absence of technolog-
ical tools suitable for interpreters’ preparation: before the naughties, tools for
terminologists and translators already existed but interpreters found them too
complex and ill-suited to their preparation process. These concerns, alongside
pedagogical needs, stimulated a series of theoretical and empirical inquiries into
interpreters’ workflow, preparation strategies, and in-booth behaviour, which
we may consider as a “forerunner” of CAI tool research and development.

Once tools began to be developed, the first empirical studies echoed the con-
cerns that using a digital tool in the booth to access information during SI may
be unfeasible and undesirable. The first empirical studies on the topic, most of
which were Master’s degree theses (e.g. Biagini 2015, De Merulis 2013, Gacek
2015, Prandi 2015) aimed to answer exploratory or experimental research ques-
tions concerning the hypothesised beneficial or detrimental impact of using a
CAI tool during preparation or interpretation on the interpreters’ delivery. The
same aim may be found in studies testing the feasibility of ASR integration in the
booth, which, so far, have mostly focused on numbers (Canali 2019, Defrancq &
Fantinuoli 2021, Desmet et al. 2018, Pisani & Fantinuoli 2021). Alongside these
studies on feasibility, Prandi (2018), Prandi’s (2022) doctoral dissertation paved
the way for a cognitive line of research on in-booth CAI tool use. This develop-
ment seems only natural considering that the use of CAI tools in the booth “is
not only challenging the way interpreting is performed, but it may have an im-
pact on the cognitive processes underlying the interpreting task, even on some
basic assumptions and theories of interpreting, for example, the cognitive load
distribution between different tasks during simultaneous interpreting” (Fantin-
uoli 2018a: 153). Hence, it may be more appropriate to say that empirical CAI
research so far has mostly provided evidence for the tool’s utility rather than
usability.

Only recently, researchers began to express an interest in research that is ex-
plicitly aimed at developing recommendations for CAI tool UI design (e.g EABM
2021b) or technical specifications, such as latency (Montecchio 2021). However,
previous studies present several limitations. Tool performance was evaluated un-
der controlled and optimal conditions only. Users’ performance was evaluated
mostly by delivery accuracy. However, accuracy was measured by the rendition
of isolated items only (i.e. specialised terms or numerals) without taking into
account broader aspects of the interpreted message. Furthermore the impact of
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potentially crucial speech variables, such us the density of problem triggers in
a given speech unit, has not been explored. When it comes to the evaluation of
CAItools via users’ perception, post-task questionnaires have been the preferred
method. Since the questionnaires vary across studies, we do not have standard-
ised data collection methods nor benchmark values. We could hence say that, dif-
ferently from CAT research, which has been enriched by cross-fertilisation with
the field of HCI, empirical CAI research is still to develop a usability-focused
strand of inquiry.
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5 SmarTerp

This chapter presents the case study on which this work is based: the CAI tool
SmarTerp. The chapter clarifies the background of the project, outlines its design
and development process, and details the analysis activities conducted to identify
users’ requirements and define Ul design features. Finally, it clarifies the role of
testing within the design and development project, which will be presented in
detail in the following empirical part of the work (Chapters 6-8).

5.1 Background

The SmarTerp! project is an Innovation Activity funded by the European Union
in the framework of the EIT Digital BP2021. Its goal is to develop a remote simul-
taneous interpreting (RSI) platform with an integrated ASR- and Al-powered CAI
tool. The project was started by the Spanish conference interpreter Susana Ro-
driguez. Under her coordination, an interdisciplinary team started working on
SmarTerp in the autumn of 2020. The EIT Digital funding period ended in De-
cember 2021. The timeline of the research and development activities is depicted
in Figure 5.1.

Dec 20 — Mar — May 03 — 14 Jul
Feb 21 21 '21
Preparation Pilot study Main study

Figure 5.1: Timeline of research activities

The early development of SmarTerp under the EIT Digital grant began in the
Autumn of 2020. The Activity Leader Susana Rodriguez organised a series of

'www.smarter-interpreting.eu
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think tanks with several stakeholders to begin preparing a document on inter-
preters’ requirements for the development of the CAI tool and the RSI platform.

The design, development and research activities began in January 2021 and
continued until the end of the year. They were conducted by a consortium of uni-
versities, institutes and external consultants working from Spain, Italy, Germany
and New Zealand. As for the Spanish side, the teams involved are Next Generation
Internet Group (GING) and Ontology Engineering Group (OEG) from the Technical
University of Madrid (UPM). The former was responsible for telecommunication
and the development of the RSI platform, and the latter was responsible for lan-
guage technologies and natural language processing. The Italian teams involved
are the Trento-based Fondazione Bruno Kessler (FBK) and the University of Bolog-
na/Forli. FBK, in particular the SpeechTek Research Unit, was responsible for the
Speech Recognition engine and its integration into the Al module. The University
of Bologna was responsible for piloting the solution with their students. Within
the Spain-based HCI team, Giona Fossati led the user research activities and cre-
ated a design concept and Iciar Villamayor was responsible for the development.

I began collaborating on the project first as a volunteer in the focus group
organised by Susana Rodriguez in the Autumn of 2020, which opened the anal-
ysis activities prior to CAI tool design (see below). From January 2021, I began
to collaborate as an external researcher. My role within the team was of User
Researcher. I was presented with the need to test the CAI tool empirically to
improve its usability at an early stage of its development. I was responsible for
designing a study that would match this practical need. At the same time, as an
academic researcher, it was my interest to ensure a level of scientific rigour re-
quired to yield insights capable of informing current scientific understanding of
interpreter-CAI interaction and, possibly, making progress towards the develop-
ment of general principles for the design of CAI tools in line with interpreters’
needs. After designing the study, I developed the study materials, procedures
and analysis criteria, recruited participants, collected and analysed data and, fi-
nally, developed design recommendations which I discussed with the rest of the
SmarTerp team in workshops after each round of testing and presented in a final
report. I shared my study materials and methods with the other members of the
Consortium so that they could be used in subsequent rounds of testing.

At the time of writing, the RSI platform reached the Technology Readiness
Level? (TRL)9, with the actual system proven in an operational environment and
ready to be marketed. The CAI tool reached TRL7 and TRL8 and is expected to

*https://www.esa.int/Enabling_Support/Space_Engineering_Technology/Shaping_the_
Future/Technology_Readiness_Levels_TRL
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5.2 Design and development process

reach TRL9 by the end of 2022. In the meantime, the system is being further
improved with new research conducted on the development of an end-to-end
system replacing the cascaded system behind the CAI tool. At the time of writing,
the CAI tool works only integrated into the RSI platform. However, in the future,
the development of the CAI tool as a stand-alone solution decoupled from the
RSI platform is foreseen. More research is also being conducted to improve the
accessibility of the tool for visually impaired interpreters.

5.2 Design and development process

The design and development process of the CAI tool SmarTerp was inspired by
the usability engineering approach to product development (cf. Chapter 2). The
process was envisaged to incorporate users’ requirements, developed through
various data sources, early into the design of the tool. It was also planned to
incorporate data into the whole process to refine the design through cycles of
testing and improvement. The detailed design process and all the research activ-
ities conducted by the HCI team are described in detail in the Master’s degree
thesis by Fossati (2021). The core phases of the design and development process
and the activities that were conducted in each phase are detailed in Fossati (2021).
In the remainder of this chapter, I will summarise the key requirements identi-
fied through the research activities I was actively involved in, namely the focus
group and the literature review concerning the CAI tool.

5.3 Need analysis

5.3.1 Focus group and contextual inquiry

The first phase, from September 2020 to March 2021, consisted in the analysis
of users’ needs and requirements through the expert focus group, contextual in-
quiry, users’ personas and literature review methods. The expert focus group
was directed by the project coordinator Susana Rodriguez and took place from
September to November 2020. The participants were 15 practising conference
interpreters and interpreting studies scholars with expertise in interpreting tech-
nology and related fields. In four distinct sessions of approximately 1.5 hours
each, they provided input on the needs of interpreters and the requirements for
an in-booth CAI tool. As a result of the focus group discussions, the product
owner drafted a report, in which she detailed the needs expressed by participants
and their requirements on the CAI tool. The document was then sent to the fo-
cus group participants for them to check its accuracy and completeness. After

67



5 SmarTerp

this stage, from January to March 2021, SmarTerp’s user experience researcher,
Giona Fossati, expanded the analysis of users needs through contextual inquiry
and cognitive walkthrough methods with expert interpreters (cf. Fossati 2021).
The user needs identified from this stage of analysis are reported below.

Numbers: users need to...

- See the numeral in its final version (and not propose partial renditions
of it, i.e. the provisional ASR results, which are seen as a distractor)

- See the numeral with punctuation based on the target language, e.g.
2020 (years) vs. 2,020 (quantity)

- See the numeral and the element it refers to

- See numerals converted in the target-language system, e.g. 1 billion
(EN) — mil millones (ES)

- Have units of measurement converted and rounded, e.g. 54 gallons —
204,41 litres

Terms: users need to...

- See both the source language and target language, so that they can
detect potential machine errors (acronyms, homonyms, minimal pairs
or a pair of words that differ in only one element of their pronunciation
such as pin-bin)

- See the origin of the suggested term (whether it comes from the inter-
preter’s glossary, a specialised dictionary, a database, etc.)

- Review and validate/modify displayed terms record online/at the end
of the session and store/download for future occasions

Named entities: users need to...

- See further information about the place, person, thing, etc. being re-
ferred to, in an expandable link

Further needs expressed by focus group participants were for items to be clearly
identifiable and always visible on the screen. As predictable, considering that
“users are not designers” (cf. Chapter 2), when it came to the exact design fea-
tures opinions diverged substantially. Some interpreters hypothesised that they
may find the whole running transcript most helpful, others that they would
find individual elements most helpful. Some speculated that all problem trig-
gers should be displayed in a single interface field, others would want to see
them divided into three separate fields. While all interpreters agreed that some
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visual signalling would make the items clearer to identify, some suggested doing
so through colours, others through size, brightness, etc. All focus group partic-
ipants confirmed the utility of the CAI tool in its core function that consists in
displaying named entities, numbers, as well as specialised terms and acronyms

5.3.2 Design-focussed literature review

While the contextual inquiry proceeded in parallel, from January to February
2021, I conducted a literature review of empirical CAI research. The focus of my
literature review was on previously highlighted requirements for in-booth CAI
tool use as well as possible design hypotheses emerging from the findings of pre-
vious studies. The key issues emerging from the literature review were discussed
in a workshop with the UI design team to integrate relevant information into the
developing design concept.

A first section of the literature review focused on previous studies on CAI tools
and the general requirements for CAI tool development. I reported the general
principles defined by Fantinuoli (2017) for ASR-based CAI tools:

To be used with a CAI tool, an ASR system needs to satisfy the following
criteria at minimum:

- be speaker-independent

- be able to manage continuous speech

- support large-vocabulary recognition

- support vocabulary customisation for the recognition of specialised
terms

- have high performance accuracy, i.e. a low word error rate (WER)
- be high speed, i.e have a low real-time factor (RTF)

[...] As for CAI tools, in order to successfully support the integration of a
ASR system, the tool needs to satisfy the following requirements:

- high precision, precision being the fraction of relevant instances
among the retrieved instances

- high recall, recall being the fraction of relevant instances that have
been retrieved over the total amount of relevant instances present in
the speech

- if a priority has to be set, precision has priority over recall, in order
to avoid producing results that are not useful and may distract the
interpreter
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- deal with morphological variations between transcription and data-
base entries without increasing the number of results

- have a simple and distraction-free graphical user interface to present
the results.

(Fantinuoli 2017)

I also reported the findings of the EABM survey (EABM 2021b). I reported that
most respondents to the survey expressed the following preferences:

« A vertical layout where new items are added under previous items (59.24%
of respondents).

« Items remain on screen as long as possible and only disappear when there
is no longer any room left on screen (82.29%).

« Terms are on the left, numbers on the right (39.62%) or both items are in
the same interface section (39.43%).

« New items appear in a bold font (38.11%), a larger font size (23.32%) and/or
in a different colour (27.87%).

As predictable, survey respondents’ opinions diverge substantially on concrete
UI features. Furthermore, because “users are not designers” and “users do not
know what’s best for them” (cf. Chapter 2), the design team agreed that the
EABM survey findings should be used as a starting point to develop hypothe-
ses about users’ requirements but not directly applied as design principles.

I then reviewed relevant findings concerning the interpretation of numbers
and the inherent sources of error — a topic which I had researched extensively
in the past (Frittella 2017, 2019a) and training conference interpreters on Frittella
(2019b). The HCI team felt that a dedicated literature review was needed on this
specific topic because the design of CAI tool Ul for numbers required choosing
between a variety of options (e.g. should numerals be displayed as a word or an
Arabic numeral? In the source and the target language? What else should we
display? etc.)

My literature review provided a brief summary of the causes why errors oc-
cur in the SI of numbers (cf. Frittella 2017, 2019a) to shed light on possible design
principles. First, the cognitive processing of numerals during SI may be simplis-
tically modelled as the sub-processes of decoding (comprehension of the source-
language numeral), transcoding (turning the mental representation into a graphic
numeral, e.g., in the Arabic code), recoding (turning the graphic numeral into the
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target-language numeral). All these sub-processes are likely to require some de-
gree of cognitive control, i.e., not to be automatic — which, among other evidence,
is revealed by the fact that errors may occur in each of these phases. Another ex-
ample where it is possible to see the non-automaticity of these sub-processes
is the fact that interpreters often write down large source-language numerals
not as a full Arabic numeral but rather as a mixed code of Arabic numerals, for
the digits, and phonological code, for the order of magnitude — most commonly
when above “thousand” (e.g., three million — 3Mio). The mixture of codes is
likely to be utilised to simplify the transcoding and recoding processes. In their
recent study on the CAI-tool supported SI of numbers, Pisani & Fantinuoli (2021)
displayed the numeral as a combination of graphic Arabic code for digits and
source-language phonological code for orders of magnitude above thousand. The
results show errors in participants’ recoding of the order of magnitude (e.g., they
saw “million” appear on the screen and interpreted it as “billion”). This error pat-
tern is predictable in light of the discussion above. I hence postulated that, to be
maximally efficient, a CAI tool should support the interpreter in all phases of
item processing. In the case of numbers, this means supporting the whole pro-
cess until the recoding phase. Therefore, we decided to display numerals as a
mixture of graphic Arabic code for digits and target-language phonological code
for orders of magnitude above thousand.

Second, interpreting numbers does not only mean transcoding digits. Numer-
als are only one part of a numerical information unit (NIU). To express the mean-
ing of the NIU, the interpreter must render the other components of the informa-
tion unit as well as the numeral. These are the referent (i.e., the entity that the
numeral refers to), the unit of measurement (the standard measure of the given
value), the relative value (e.g., increase, decrease, etc.), as well as its temporal and
spatial location. Ideally, a CAI tool should help the interpreter reconstruct the
whole NIU since numerals alone out of context do not convey meaning. How-
ever, this is not possible at the current stage of technological development. Cur-
rently, item extraction is based on word recognition or may take place through
a syntactic analysis of the speech. Identifying the components of the NIU would
require a real-time semantic analysis, which current algorithms cannot perform.
Therefore, I recommended that the CAI tool display at least the numeral together
with the following element in the sentence, which is usually either the referent
(as in 3 people) or the unit of measurement (as in 3m?).
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5.4 Design requirements and features

The user requirements derived from the focus group discussions, along with rele-
vant previous research and the knowledge of the HCI experts within the project,
led to the formulation of principles for the design and development of SmarTerp.
Below, I will summarise key user requirements extrapolated from the various
sources used in the need analysis phase and map the chosen design principles
onto those requirements. The principles are divided into the categories (1) gen-
eral Ul features, (2) problem triggers, and (3) technical specifications.

5.4.1 General Ul features

The principles concerning the general Ul features of SmarTerp refer to the ways
in which elements are organised on the interface. Before detailing the principles,
a brief terminological clarification is necessary at this point. The design team
referred to the individual elements (terms, numbers, etc.) as items and to the
graphic unit containing an item as item box. A module is a user interface section
containing items of the same category. Figure 5.2 identifies these key interface
units on the first version of the SmarTerp interface.

The first requirement concerning general Ul features for SmarTerp that
emerged from the focus group discussions was that as many items as possible
should be simultaneously visible. For this reason, the design team decided to
structure the interface into three modules. In left-to-right order, the modules
were named entities, terms and acronyms, and numbers. A further requirement
was that items should be clearly and immediately identifiable. To fulfil this re-
quirement, the design team decided to place items into an item box and highlight
new items in a different colour.

Finally, a requirement of users was that the interface should be as unobtrusive
as possible. The design team hypothesised that displaying items as a scrolling list,
with new items appearing on top and causing already displayed items to scroll
down, may attract the attention of users causing unnecessary distraction. They
therefore opted for a mode of display where a new item replaces the last one to
appear on the screen. For example, if items A, B, and C are already displayed,
item D will replace A, E will replace B, etc.

5.4.2 Item classes

The design principles concerning item classes led the design team to defining
how the problem trigger classes should be presented. The design team decided
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Figure 5.2: SmarTerp’s interface — first prototype

that named entities should be transcribed using the official transcription in the
target language because this emerged as the preferred option from the focus
group discussions. Coming to terms and acronyms, users expressed the need to
be able to check the accuracy of the tool’s suggestions. For this reason, the de-
sign team decided to display terms and acronyms both in the source- and the
target language, with the TL version being highlighted to make it more easily
identifiable. Users also wished to be presented both with the short and the long
version of acronyms, so that they could select which version to use based on the
audience’s prior knowledge and time constraints in interpreting. When decid-
ing how to display numbers, the requirements were derived both from the focus
group and from the literature review (presented above). Because of the complex-
ity of all phases of numerical transcoding, where errors can emerge also in the
transcoding from Arabic graphic numeral to the TL numeral, I formulated the de-
sign requirement that numerals should be displayed as a mix of graphic Arabic
code (for digits) and TL verbal code (for orders of magnitude above “thousand”).
Where the SL and TL code do not correspond, the numeral should be recoded
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into the TL (e.g., 1 billion should be displayed as “mil millones” in Spanish). Fur-
thermore, because errors in the interpretation of numbers may be caused not
just by the numeral itself but, rather, by the whole numerical information unit, I
recommended that the numeral be accompanied by the unit of measurement and
the referent in the same item box. Because this was technically unfeasible, the
developers proposed to display the following element in the sentence in the item
box, which could be either the unit of measurement or the referent depending
on the sentence structure.

5.4.3 Technical specifications

A final set of principles concerned the technical specifications of the tool. Based
on the literature review, in particular the requirements formulated by Fantin-
uoli (2017), we posited that the latency should not exceed two seconds and that
precision should be favoured over recall, i.e., items should only be displayed if
accurate and complete.

5.5 Testing

Based on the requirements and features presented above, the HCI team designed
an interface concept, which was reviewed internally. Then, they developed a high
fidelity prototype, which was then tested empirically in two usability tests (see
timeline in Figure 5.1). Because the tests took place at an early stage of the CAI
tool’s development, we referred to the testing cycles as Early Testing, of which
I was responsible. The testing consisted in two cycles. The first cycle, which we
called pilot study, aimed at gathering initial evidence by testing the prototype on
5 conference interpreters. We expected that this first round of testing would allow
us to detect and correct a number of bugs and basic usage problems that we could
correct as early in the development as possible. The pilot study also aimed at
validating the testing methodology, which was a necessity because the materials,
procedures and methods are novel in the field of interpreting technology and CAI
tool research. The second cycle, which we called main study, aimed to gather
evidence on a larger sample (10 conference interpreters) using the CAI tool Ul
polished from the issues identified in the pilot study. We expected that, working
with a more mature prototype and validated methods and materials, we would
identify deeper usage problems and focus on more fine-grained design principles.

Before defining the most suitable testing method and designing the study, I
discussed the aims of testing with the whole team to make sure that expecta-
tions and key objectives would be met. Through the discussions, I realised that
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the team had objectives of different types that they hoped to achieve through
the early testing. The central objective was of validating or discarding the de-
sign principles that guided the UI design to improve it. Another objective of the
HCI team was to ascertain the extent to which the tool fulfilled its purpose -
that of supporting users in achieving an accurate performance, and whether it
was perceived as satisfactory. A further objective was gaining a deeper under-
standing of users and their needs, revising and expanding our analysis. This aim
emerged from the fact that interpreters’ needs related to the use of ASR-powered
CAI tools in the booth have not yet been the object of dedicated empirical explo-
rations. Therefore, questions related to issues such as users’ acceptance (why
do interpreters introduce a CAI tool into their workflow? why not?), perceived
utility (when is a CAI tool most helpful to interpreters? under which circum-
stances is it less helpful?), training needs (do interpreters need to be trained on
using CAI tools? what type of training?) etc., are still largely unexplored. Finally,
my personal objective was to inform scientific understanding of interpreter-CAI
interaction and contribute to defining principles for the design of CAI tools’ in-
terface adequate to interpreters’ needs. In the following chapter, I will discuss
the methods of the study in detail.
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6 Usability test of SmarTerp: Methods

This chapter opens the empirical section of the work by presenting the methods
used in the two cycles of prototyping, testing and improvement of the SmarTerp
prototype (cf. Chapter 5). The chapter first clarifies the study aims, choice of
research approach and study design. It then details the rationales for the devel-
opment of study materials and their characteristics. After discussing the partic-
ipant selection criteria and procedures, the chapter presents the data collection
procedures and, finally, the analysis criteria.

6.1 Aims

As explained in the previous chapter (cf. Chapter 5), the testing of SmarTerp
aimed to achieve goals of different nature: improving the Ul, assessing the ex-
tent to which the tool was useful and satisfactory to users and contributing to
scientific understanding of interpreter-CAlI interaction. To better define and op-
erationalise the goals of the study, I specified them as follows. Starting from the
goal of improving the interface, I defined the research question as follows:

Do problems systematically occur when interpreters use SmarTerp’s CAI
tool? Can these problems be attributed to design features or technical spec-
ifications of the CAI tool?

I specified the aim of evaluating the impact of the CAI tool on users and their
satisfaction as follows, drawing on ISO’s (2018) definition of usability

Evaluating the extent to which the CAI tool SmarTerp may support repre-
sentative users in completing representative tasks in a way that is effective,
efficient and with a high degree of satisfaction.

Because the study aimed to fulfil not just the practical aim of developing recom-
mendations for the improvement of SmarTerp but also a scientific aim, the anal-
ysis aimed to identify the usability factors that have an impact on interpreters’
performance and, possibly, explain why. In other words, the aim above could be
reformulated as the following questions:

To what extent was SmarTerp effective/eflicient/satisfactory to test partici-
pants? Why was it (not)?
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6.2 Choice of research approach

The aims of the study explained above required the collection of both perfor-
mance and perception data and their analysis with both quantitative and quali-
tative methods. Performance data was required to evaluate the tool’s actual ef-
fectiveness and efliciency, since participants’ perception may not be regarded as
a reliable indicator of these aspects. Perception data was required to ascertain
participants’ satisfaction with SmarTerp. Effectiveness, efficiency, and satisfac-
tion had to be evaluated quantitatively to answer the research questions con-
cerning their extent, developing an overall description of what happened in the
test and obtaining benchmark values against which to compare future testing
results. These usability aspects also had to be evaluated qualitatively to identify
deeper patterns that could not be grasped at a mere quantitative description and
unveil reasons behind users’ observable behaviour and reported perceptions.

These requirements are consistent with the double practical and scientific aim
of the study. On the practical side, the need was to extrapolate design recom-
mendations from the collected evidence, which required an interpretive process
whose robustness increases if multiple data sources are used. This is particularly
necessary for the exploration of complex systems, such as the interpreter-CAI
tool interaction, in which we assume both human factors and tool functions to
exert an influence on the outcome making it necessary to isolate the phenomena
caused by tool-related issues from those arising from contingent and idiosyn-
cratic factors. On the scientific aim, contributing to the field’s understanding of
interpreter-CAI tool interaction required a level of rigour and detail that is usu-
ally not achieved in usability tests conducted for purely commercial purposes (cf.
Barnum 2020).

In the light of these requirements, I opted for a mixed-method approach.
Mixed-methods is a research approach that emerged around the late 1980s and
early 1990s informed by the pragmatic worldview that research design should
be driven by the study objectives rather than rigid canons, which justifies the
combination of data from multiple sources and methods from across the quantita-
tive-qualitative spectrum (Creswell & Creswell 2017: 294—-324). This is considered
as a particularly adequate methodology to explore complex systems that must be
studied from different perspectives to gain a holistic and reliable understanding.

This design does not only offer benefits but also poses challenges for the in-
quirer, including the need for extensive data collection, the time-intensive nature
of analysing both qualitative and quantitative data, the requirement for the re-
searcher to be familiar with both quantitative and qualitative forms of research
and the complex flow of research activities (Creswell & Creswell 2017: 298). To
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cope with these challenges, I opted for a small sample, in line with the aim to
obtain a complete, robust interpretation over statistically generalisable results. I
also dedicated great attention to the design of materials and procedures to have
a clear and efficient organisation.

6.3 Study design

In order to address the aims, the study design had to fulfil some requirements.
The first was involving representative users reflective of the target group for
whom SmarTerp was designed, i.e. practising conference interpreters fulfilling
a series of selection criteria. The second was using the working prototype of
SmarTerp in action during the simultaneous interpretation of a speech. The third
was ensuring that during the test the users would perform tasks representative
of those that they would normally perform with the support of the tool, which
required a special speech design strategy. Because of all these characteristics, I
chose usability testing as a method.

The individual test sessions consisted of (1) an interpreting test in which partic-
ipants were asked to interpret simultaneously an ad-hoc designed speech with
the support of a mock-up of the SmarTerp prototype, (2) a usability questionnaire,
and (3) a semi-structured interview. The interpreted test was aimed at gathering
performance data to evaluate the tool’s (actual) effectiveness and efficiency. The
questionnaire aimed to gather a quantitative measure of participants’ perception
of the tool and its usability. The interview was aimed at deepening the analysis of
both performance and perception and providing a starting point for the patterns
that emerged in the delivery.

To abstract usage problems from the bulk of data collected in the study and
develop design recommendations, I followed the steps proposed by Seewald &
Hassenzahl (2004). In the experience (or data collection) phase, I collected data
concerning participants’ performance in using SmarTerp as well as their percep-
tion. In the construction (or data analysis) phase, I analysed the data using the
methods detailed in §6.7. The data sources, materials used to collect them, and
the outcome of the analysis are summarised in the table below (Table 6.1).

In the interpretation phase, I identified recurring issues in participants’ per-
formance (e.g. a frequent pattern of error) or that were reported by participants
(e.g. a frequent complaint). To identify recurring issues, I used the following pro-
cesses. Starting from the task success rates, I looked for patterns in tasks with a
particularly low score. Looking at the distribution of error categories, I searched
for patterns where a given error category occurred with high frequency in a
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Table 6.1: Overview of the study design: Data sources, aims and mate-

rials
Study design
CAl-tool assisted Post-task Post-task
SI test questionnaire interview
Type of data Quantitative and Quantitative Qualitative
gathered qualitative perception data perception data

Data description

Data collection
materials

Outcome of
analysis

performance data

Participants’
video-recorded
interpretation with
SmarTerp support:
delivery,
observations, and
interview quotes

Source speech
video with
integrated
SmarTerp interface
(mock-up)

a) Quantitative:
success rates on
tasks

b) Qualitative:

error patterns

Questionnaire data

Digital
questionnaire
(7-point Likert
scale items)

Participants’
agreement with
statements related
to general
satisfaction and
pragmatic usability
criteria

Interview data

Semi-structured
interview protocol

Users’ explanation
of usage problems
and reflections
about their
experience using
SmarTerp
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given task. I complemented this search with the observations I made during the
test, participants’ questionnaire responses, and recurring themes in the interview
data. I considered whether data from the performance and perception sets con-
verged into an explanation for the given issue (e.g. several participants reported
to have struggled with a specific tool feature in a specific task where I could
identify a recurring error pattern). This way, I developed an interpretation of
recurring usage problems.

In the prioritisation phase, I ranked the usage problems by their frequency and
impact. Impact ranks the issue by the severity of its consequences on successful
task completion (i.e. complete and accurate interpretation). The levels of impact
are:

1. High: prevents the user from completing the task and gave rise to critical
errors in the test.

2. Moderate: causes user difficulty and gave rise to non-critical errors in the
test.

3. Low: a minor problem that does not significantly affect task completion.
Frequency is given by the percentage of participants who experienced the issue:

1. High: 30% or more of the participants experienced the issue.

2. Moderate: 11-29% of participants experienced the issue.

3. Low: 10% or fewer of the participants experienced the issue.

In the recommendation phase, I proposed some design recommendations that
could help solve the issues identified in the study. I finally discussed the proposed
recommendations in a workshop with the SmarTerp HCI and development team
to verify and finalise them.

6.4 Materials

6.4.1 Test speech design

Usability testing requires the observation of users’ interaction with the product
in tasks that are relevant to them and representative of the tasks they would
normally perform with the product. In the context of a CAI tool, the tasks are
defined by the problem triggers in the source speech that will prompt interpreters
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to use the CAI tool. This implies that the usability test of a CAI tool requires the
careful drafting of the test speech to create the necessary conditions for complete
and meaningful observations.

I posited that the source speech design should satisfy five criteria. First, it
should include all problem trigger classes for which CAI tool support is offered.
Second, the problem triggers should be sufficiently challenging for all participants
to increase the likelihood that they will consult the tool during SI. Third, the
problem triggers in the source speech and their distribution should vary, creating
tasks of varying complexity that make it possible to ascertain in which conditions
and to what extent CAI tool support may be effective. I posited this criterion be-
cause my past research experience on the SI of numbers (Frittella 2017, 2019a)
showed that the density of numerals in a speech unit and the complexity of the
elements that accompany it contribute to determining the difficulty in interpret-
ing the information. Because no previous study on the CAI tool-supported SI
systematically analysed the impact of task complexity on the delivery, I iden-
tified this as a potentially significant variable to examine. Fourth, the content
should not be so complex and unfamiliar to interfere with CAI tool consultation.
Fifth, the speech structure should be clear in logic and alternate test tasks with
discursive speech passages to prevent the difficulty in one task from impacting
the following one and confounding the analysis. A similar criterion for the de-
sign of controlled test speeches had been articulated by Seeber & Kerzel (2012)
as well as Prandi (2017). Sixth, further speech characteristics (e.g., audio quality,
syntactic complexity, speed, etc.) should prevent factors other than the problem
triggers to confound the analysis.

Starting from these principles, I designed the test speech to include all problem
trigger classes for which SmarTerp provided support, i.e. acronyms (henceforth
abbreviated as AC), named entities (NE), numbers (NU) and specialised terms
(ST). Each item (e.g. the acronym, numeral, etc.) should be challenging enough
to prompt the interpreter to look at the tool — hence, common acronyms (e.g.
EU), well-known named entities (e.g. Barack Obama), one-digit numerals (e.g. 3),
and specialised terms that are likely to be known to interpreters (e.g. artificial
intelligence) were excluded. For each problem trigger class, more than one con-
dition was chosen to create tasks of varying complexity. For instance, based on
previous research on numbers (e.g. Frittella 2017, 2019a,b), I identified a 20-word
sentence containing one numeral and no other factor of complexity to be a less
problematic condition than a 60-word speech passage containing eight numer-
als accompanied by specialised terms. This way, I conceptually defined the tasks
that should constitute my test speech.
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In the tasks isolated named entity (NE), isolated acronym (abbreviated as AC),
isolated term (TE) and isolated numeral (NU), the given problem trigger occurs
in a “simple sentence, which is defined as a sentence of approximately 20-30
words, with simple syntax and logic and no further problem trigger. In the task
numeral and complex referent (NR), one numeral is accompanied by a complex
referent (i.e., another problem trigger such as an acronym/ a named entity/ spe-
cialised term/ numerical value) in a simple sentence (defined as above). The task
numerical information unit (NIU) is a sentence of approximately 30 words consti-
tuted of a complex referent, a complex unit of measurement (i.e., an acronym/ a
named entity/ specialised term/ numerical value) and five consecutive numerals,
as in the structure (referent) increased/decreased by (X%) from Y in (timel) to Z
in (time2). The task redundant number cluster (NCR) is a number-dense speech
passage with the following characteristics: (1) constituted of three subsequent
NIUs of approximately 10-15 words each; (2) the time and place references re-
main unvaried and are repeated in each NIU; (3) the unit of measurement and
the referent remain unvaried; (4) the numeral changes in each NIU. The task
non-redundant number cluster (NCN) is a number-dense speech passage with
the following characteristics: (1) constituted of three subsequent NIUs of approx-
imately 10-15 words each; (2) time, place, referent, unit of measurement and nu-
meral change in each NIU; (3) either the referent or the unit of measurement is
complex. I included two number-dense speech passages with different degrees of
redundancy into the test speech to see whether the use of the tool would encour-
age participants to use a strategy, such as omitting repeated elements to reduce
the requirements involved in processing the speech. The task term list (TL) in-
cludes three specialised terms occurring in the form of a list. The task terms in a
semantically complex sentence (TS) is constituted of three specialised terms con-
nected by complex logical links, e.g., implicit logical passages where comprehen-
sion requires relevant background knowledge and inference. The task complex
speech opening (SO) is the address to participants and comprises three unknown
named entities of people, their charges and two acronyms. Finally, in the task
conference programme (CP), the programme for the rest of the conference day
is presented and it includes several named entities and other problem triggers.
The test speech may be consulted in the appendix. Table 6.2 summarises the task
names and the corresponding abbreviations.

The test speech tasks may be grouped by their level of complexity as follows:

1. Tasks of low complexity: AC, NE, NU, and TE are the tasks of lowest com-
plexity, consisting of a 20-30-word sentence characterised by simple syn-
tax and logic and presenting only one problem trigger.
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Table 6.2: Test speech tasks

Code Name

AC Isolated acronym

NE Isolated named entity

NU  Isolated numeral

NR  Numeral and complex referent

NIU  Numerical information unit

NCR Redundant number cluster

NCN Non-redundant number cluster

TE Isolated term

TL Term list

TS Terms in a semantically complex sentence

SO Complex speech opening

CP Conference programme

Table 6.3: Test speech task example
Code Name Definition Source speech segment
AC Isolated acronym One acronym in a The signing of the

simple sentence (20-30  AfCFTA [the African
words, with simple Continental Free Trade
syntax and logic and Area] by the African
no further problem Member States
trigger). significantly

strengthens the
movement towards

this goal.
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2. Tasks of medium complexity: TL, TS and NR are slightly more complex
given that several problem triggers co-occur within a sentence.

3. Tasks of high complexity: the remaining tasks may be regarded as highly
complex given the co-occurrence of several problem triggers in the speech
passage constituting the task.

After conceptually defining the tasks, I chose a topic and a communicative
context that I predicted would be unknown to most interpreters to increase the
likelihood that the items would be unknown to most of my study participants (i.e.,
a speech taking place at the African Union). After selecting the topic, I started
creating speech passages matching my previously defined task criteria, as repre-
sented in Table 6.3.

Once I crafted all my tasks, I assembled them into a speech alternating tasks
and discursive speech passages following a random order. The speech opened
with a 45-word introduction free of problem triggers as a “warm-up time” for
interpreters. It then presented the sections: greetings to participants, conference
programme, body, and conclusion. In the body of the speech, tasks were followed
by a “control sentence”, providing a spill over region, and 0.3-second pause, when
the speech was video-recorded. Each control sentence was approximately 30-50
words long and contained no problem trigger nor factor of difficulty. The whole
speech is provided in the appendix of this volume.

Task: The continent currently has a gross domestic product of USD 3.42 tril-
lion.

Control Sentence: This represents a remarkable achievement if we consider
the fast pace of our economic growth over the past decades. [0.3 pause]

Once it was ready, the test speech was video recorded in high resolution. I video
recorded the speech for the first test (the pilot study) reading it out in a native-
like pronunciation. The speech was video recorded again by a native speaker of
English and interpreter trainer for the second test (the main study). I repeated the
same procedure to design the speech used for the practice section of the training
module, which may be seen as comparable in structure and tasks.

6.4.2 Test video

The test speech was video recorded to generate a video. The speech video was
then entered into a prototype of the SmarTerp CAI tool to generate the auto-
matic aids. The output was video recorded to generate the final video showing
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the speaker’s video with the synchronised visual aids at constant latency of 0.2
seconds. I chose to use a recorded video rather than the live tool in the test to pro-
vide all participants with the same input. Controlling this variable was necessary
for me to focus my analysis on Ul design principles.

6.4.3 Post-task questionnaire

The usability of the tool is determined not just by users’ performance but also
by their mental state while using the product. In the usability test of SmarTerp, a
post-test questionnaire aimed to gather quantifiable data capturing interpreters’
satisfaction with the tool after having tried it in the interpreting test.

In developing the questionnaire, I considered utilising pre-existing validated
tools, such as the User Experience Questionnaire. The advantage of using re-
search-validated tools is that they offer a high degree of construct validity. How-
ever, at a preliminary assessment within the research team and the project con-
sultant (three conference interpreters and researchers and one HCI expert), we
found existing tools to be inadequate for our evaluation scenario. For instance,
the UEQ requires users to express a judgment on properties of the tool through
bipolar adjectives, such as “not understandable/understandable”, “inferior/valu-
able”, “not secure/secure”, etc. We found some adjectives to be ambiguous in the
context of a CAI tool, which made it necessary to either change the items or opt
for a self-designed tool. However, the questionnaire could not be adjusted with-
out compromising its validity. For this reason, I decided to design a questionnaire
ad hoc for the test.

My questionnaire required users to express their agreement with statements
related to some usability quality of the tool on a 7-point Likert scale. The ques-
tionnaire was hence scaled —3 to +3, where —3 represents the most negative
response, 0 a neutral response and +3 the most positive. I chose a 7-point Likert
scale considering the well-documented users’ tendency to avoid extreme judg-
ments — which is also the rationale behind the construction of the UEQ (Laug-
witz et al. 2008). The first question asked participants to express their overall
satisfaction with SmarTerp to capture their overall perception of the product.
The following questions asked participants to express their judgment concern-
ing pragmatic attributes of the product: its effectiveness (how effective SmarTerp
was in supporting the SI task in participants’ view), ease of use (how easy it was
for interpreters to use SmarTerp during the test task), ease of learning (how easy
it was for interpreters to learn to use SmarTerp), timeliness (Whether interpreters
found the support provided by SmarTerp well-timed), and dependability (whether
interpreters felt that they could rely on SmarTerp during the test task). Finally, I
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asked participants to express a judgement of the likelihood that they would in-
clude an ASR- and Al-based CAI tool into their SI workflow in the near future.
I intentionally repeated this question, which I included in the enrolment ques-
tionnaire too, with the aim to explore whether the self-reported likelihood to
use ASR-powered CAI tools changed after testing SmarTerp. The questionnaire
is structured as follows. As shown below, I divided the questions into sections
and gave them a heading for clarity, but these were not displayed in the original

questionnaire.

Part I: General Satisfaction

On the whole, how satisfied are you with the CAI tool’s support during the
test? — Options: from 1 (very dissatisfied) to 7 (very satisfied)

Part II: Satisfaction by Pragmatic Usability Criteria

Do you agree with the following statements? — from 1 (strongly disagree)
to 7 (strongly agree)

The CAI tool was easy to use (perceived ease of use)

The CAI tool helped me improve the accuracy of my delivery (per-
ceived effectiveness)

No training is required to use the CAI tool effectively (perceived ease
of learning)

The input provided by the CAI was timely (perceived timeliness)

I felt that I could rely on the CAI tool’s support (perceived dependabil-
ity)

Part III: Likelihood to Use the Tool

How likely are you to use ASR-integrated CAI tools as a support during
simultaneous interpreting in the near future? — from 1 (very unlikely) to 7
(very likely)
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6.4.4 Semi-structured interview protocol

In the SmarTerp usability test, a semi-structured interview complemented the
analysis of users’ perceptions through the questionnaire. I decided to include an
interview for three main reasons. The first was to expand the analysis of users’
needs and requirements and update the CAI tool features based on such deeper
understanding. The second was to shed light on the reasons for students’ per-
ception of the tool’s usability expressed through the questionnaire. The third
was to integrate participants’ self-reported data into my interpretation of criti-
cal incidents and identification of usage problems, hence adding strength to the
analysis. While in usability tests this is often accomplished by asking users to
“think aloud” while performing test tasks, this is obviously not possible in the
context of a simultaneous interpreting task.

I conducted the semi-structured interviews based on the protocol below. In-
terview questions in parts I and II of the protocol were aimed at shedding light
on the reasons for participants’ responses to the post-test questionnaire. Part
III was aimed at gleaning insight into participants’ perception of the tool’s sup-
port in the rendition of individual problem triggers. Part IV asked participants
to express their judgment on the functions and design features of the tool. It is
important to note that although, as discussed earlier, users’ opinions alone can-
not be used to reliably derive design principles, within a mixed-method study,
users’ recommendations may be compared with researchers’ observations to see
whether they converge or not. Part V explored participants’ perception of the
tool in a real context of use. During the interview, I adapted the questions (by
reformulating them, asking for specifications, asking to report a critical incident,
making open-ended statements that invited participants to fill the gap, etc.) to
probe into issues of interest without influencing participants’ responses.

Part I: General Satisfaction

Your self-reported satisfaction with the tool was ... [user’s evaluation in the
post-task questionnaire] Could you please explain this choice?

In the enrolment questionnaire, your self-reported likelihood of using a CAI
tool of this kind was ... In the post-test questionnaire, it was ... Why is that?

Part II: Satisfaction by Pragmatic Usability Criterion
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Based on the enrolment questionnaire, your perceived ease of use / effec-
tiveness / ease of learning / timeliness / dependability is (...). Could you
motivate your choice? Can you recall an example?

Part III: Satisfaction by Problem Trigger Class

Based on the enrolment questionnaire, your self-reported difficulty with ac-
ronyms / named entities / numerals / specialised terms is (...). How do you
normally deal with this problem trigger? Do you believe that the tool helped
you in the test? How? Can you recall an example?

Part IV: Design-related Recommendations

What did you like the most about the tool and its interface? Why?
What did you like the least about the tool and its interface? Why?
Part V: Perception of the Tool in Context

In your view, how could a CAI tool of this kind make a difference to you as
an interpreter?

How does the tool differ from a human boothmate?
Which one is more reliable?

If you were to choose whether to use it in an online or on-site assignment
or both, which option would you choose?

- If on-site or both: would you still use the help of a human boothmate?
What would his/her role be in that constellation?
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6.5 Participants

6.5.1 Recruitment

The participants in the study were recruited through an open call for participants
made circulate through the research team’s professional network and SmarTerp’s
communication channels. Prospective participants who expressed their interest
in participating in the study received an informed consent to sign. The document
included key information about the study objective and scope, the deadlines and
the data collection and treatment procedures. They were also asked to fill out a
digital enrolment questionnaire. The questionnaire was aimed to profile and select
participants based on our selection criteria: (a) 30-50 years of age, (b) more than
10 years of professional experience as an English-Italian conference interpreter
in the simultaneous mode; (c) no less than 10 workdays as an English-Italian
simultaneous interpreter each year, (d) no identifiable connection with the topic
of the source speech (to create equal conditions for all participants). The first
ten prospective participants who responded to our call and were found to fulfil
our selection criteria were notified of their inclusion and provided access to the
online training module.

Part I: Participant’s Personal Information
What are your name and surname?

What is your chosen pseudonym? (You can choose any name different from
your given name as the pseudonym which will identify your data to protect
your privacy. If you do not choose any pseudonym, the research team will
assign one to you.)

What is your country/ region?

What'’s your age group? Options: below 30 — excluded; 30-40; 40-50; above
50 — excluded.

Part II: Qualifications and Professional Activity
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Do you hold a Master’s degree in Conference Interpreting or equivalent aca-
demic qualification? Options: yes / no.

Are you a member of a professional association? If yes, which one(s)? How
many years of professional experience as an English-Italian conference in-
terpreter in the simultaneous mode do you have? Options: less than 10 —
excluded; 10-19; 20-30; above 30.

On average, how many days do you normally work as an English-Italian
simultaneous interpreter each year? Options: less than 10 — excluded; be-
tween 10 and 20; between 20 and 30; above 30.

Do you have any fields of specialisation? If yes, which one(s)? What is the
country/region of your main clients? If Africa — excluded.

Part III: Current Use of Technology

How many days have you worked in the remote simultaneous interpreting
mode over the past 12 months? Options: less than 10 — excluded; between
10 and 20; more than 20.

In how many of your last three on-site simultaneous interpreting assign-
ments did you bring a laptop with you in the booth and use it to browse
your glossary or search for unknown terms / information while you were
interpreting? Options: none; 1 assignment out of three; 2 assignments out
of three; 3 assignments out of three.

Have you ever used a computer-assisted interpreting (CAI) tool? If yes,
which one and for what purpose?

Part IV: Perception of Problem Triggers

Do you find it difficult to interpret the following items? Please, rate their
difficulty on a scale from 1 (very easy) to 7 (very difficult): acronyms, named
entities, numbers, specialised terms.
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Part V: Prospective Use of Technology

How likely are you to start using a technological tool with integrated au-
tomatic speech recognition during simultaneous interpreting in the near
future? Choose the most suitable option on a scale from 1 (very unlikely) to
7 (very likely).

6.5.2 Training

After enrolment, participants completed an asynchronous (self-paced, approx. 1.5
hours) e-course which I had previously developed and made available via the
LMS Moodle. The e-course comprised the following units: (1) Theoretical intro-
duction to in-booth CAI tool support, explaining what CAI tools are and how
in-booth support works; (2) Introduction to the CAI tool SmarTerp, presenting
key functions of the tool (e.g., type of support provided and latency) and key in-
terface features (e.g., location of elements in the interface, order of appearance,
mode of display, etc.); (3) Practice session, consisting in a CAl-tool assisted SI
exercise of a speech equivalent to the test speech in structure and complexity
but different in topic and terminology. Participants were given over seven days
to complete the e-course and their activity was monitored through the user data
collected by the LMS. Quizzes were embedded in each theoretical section to test
participants’ knowledge. The practice session required them to upload their de-
livery to ensure that they did indeed complete the required training. Note that the
word “training” in the context of this study refers to a combination of fundamen-
tal technical information with a practice session. No guidance was provided on
how to effectively integrate the tool into the SI process (e.g., making participants
aware of possible threats, suggesting the use of interpreting strategies, etc.).

6.5.3 First iteration: Pilot study

The participants in the first iteration of prototyping, testing and revision (i.e. the
pilot study) were five Italian conference interpreters with English as their work-
ing language (either B or C). Because the main aim of conducting a pilot study
was validating the research methodology and providing an initial orientation to
the design work, the inclusion criteria were not strictly held in the recruitment
phase. The only criteria for inclusion were holding an MA degree in conference
interpreting and being a practising conference interpreter (ITA-A, ENG-B/C). All
participants signed the informed consent and completed the training phase.
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6.5.4 Second iteration: Main study

The participants in the main study were selected following the criteria for inclu-
sion detailed earlier in this section. Accordingly, all main-study participants are
conference interpreters with at least 10 years of professional experience, 20 RSI
working days over the past twelve months, and 30 interpreting assignments as
an English-Italian simultaneous interpreter each year.

6.6 Procedure

At the time of the test, the Covid-19 pandemic made it impossible to conduct
presential sessions. I also judged that conducting the test remotely would not
change the nature of the interpreting task, as the SmarTerp CAI tool was intended
to be used on the interpreter’s laptop and primarily in an RSI setting. I conducted
the test remotely via the web conferencing platform Zoom and tested the CAI
tool on each participant individually.

When the participant logged in at the agreed time, I welcomed him/her and
reminded him/her of the purpose of the study. I then asked permission to video-
record the session. Once recording started, the participants shared their screen
and accessed the test video via a link I shared with them in the Zoom chat. The
video started with a slide containing information about the communicative con-
text of the speech (i.e. event name, speaker’s name, title of the speech, time and
place) which remained visible for one minute. During this time, the participant
could reflect on the communicative context but could not search for more in-
formation. After one minute, an acoustic signal announced that the speech was
starting. At that point, the participant started to interpret the speech simulta-
neously and could use the CAI tool SmarTerp. Through screen sharing, I could
record the integrated view of participant’s face and the CAI tool operating.

While the participant was interpreting, I noted significant patterns in an ob-
servation sheet that I had previously prepared. The observation sheet consisted
of a table that listed the source speech tasks in their order of appearance in the
test speech. The tasks were identified through a code. The empty column to the
immediate left was dedicated to notes of errors or phenomena of interest that I
observed while the participant was talking. Further to the left, an “interview” col-
umn provided a space to note comments on the critical incidents that participants
spontaneously discussed during the interview. The structure of the observation
sheet is depicted below (Table 6.4).

After the speech finished, I asked the participant to stop sharing his/her screen
and to complete the post-test questionnaire that I sent via a link in the chat. Af-
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Table 6.4: Structure of the interview sheet

Task code Item code Source speech  Observations Interview
segment
task subtask notes made notes made
during the during the
interpreting interview
test

ter that, the participant took a 10-minute break. In the meantime, I read their
answers and integrated them into the interview protocol to ask more person-
alised questions (for example, instead of asking “what do you think of the tool’s
efficiency?” I asked, “you rated the tool’s efficiency as 5, why is that?”). After the
break, I conducted the interview. I made notes on the protocol while interviewing
participants but checked and completed the notes after each session, replaying
the recorded interview. When, during the interview, participants spontaneously
made comments on specific aspects of their delivery, or if I had a specific ques-
tion for them on critical incidents, I noted the conversation in the “interview”
column of the observation sheet.

6.7 Data analysis

6.7.1 Performance data
6.7.1.1 Evaluation approach

In Chapter 4, I discussed the limitations of performance measures that have tradi-
tionally been used in empirical CAI research to evaluate tool effectiveness. Ter-
minological accuracy and number accuracy may not be taken as a measure of
overall interpreting “accuracy” or “quality” and hence tool effectiveness because
a term or number that is correctly interpreted but wrongly contextualised still
corresponds to an incorrect interpretation. Therefore, I decided to adopt a more
comprehensive approach to the evaluation of interpreters’ performance in the
test, which I call, for lack of a better term, the communicative approach.

I developed this approach in my previous research on the SI of numbers (Frit-
tella 2017, 2019a). In such work, I identified a limitation in previous studies on the
SI of numbers that had analysed the interpreted numeral only. By doing so, they
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failed to capture severe errors such as implausible numbers, sentences left unfin-
ished, etc. In search of a more comprehensive analysis framework, I developed
the Processing Ladder Model for the SI of Numbers (Frittella 2017, 2019a) inspired
by Chernov (2004) Probability Prediction Model. The Processing Ladder Model
analyses several levels of meaning of interpreted numerals to identify a broader
range of phenomena and error patterns.

Given that empirical CAI research is still in its infancy and most previous
studies focused on the rendition of terms and numerals in isolation, I decided to
apply the framework I previously developed to the present analysis. In evaluating
interpreters’ performance during the test, I took into consideration the following
“layers of meaning” in their delivery:

Word: was the item (i.e. the acronym, named entity, number or specialised term)
accurately rendered?

Sentence: was the item accurately embedded in a well-formed and complete sen-
tence?

Text: is the delivery internally consistent and congruous in meaning with the
source speech?

Context: does the delivery make sense and is it plausible against the background
knowledge of an informed audience?

Function: is the interpreter’s delivery equivalent in function to the message in-
tended by the speaker?

I consider a delivery segment as fully accurate only if all questions above may
be answered positively. I applied this rationale both in defining criteria to calcu-
late task success rates and in the analysis of error patterns.

6.7.1.2 Preparation

To analyse participants’ performance in the test, I started from the observation
sheet (in Excel) and expanded it. The worksheet hence presented the relevant
parts of the source speech (i.e. the “tasks”) that were further segmented into
smaller units (i.e. the “subtasks”) corresponding to the individual items (i.e. the
problem triggers) and the surrounding elements. I transcribed the relevant seg-
ment of participants’ delivery to the right of the source speech segment. Then, I
duplicated the spreadsheet and formatted one version for the quantitative anal-
ysis of task success rates and the other for the qualitative analysis of error cate-
gories.
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6.7.1.3 Task success rate

To calculate the success rate of participants’ rendition of each task, I first coded
the delivery segments corresponding to each subtask using the following nota-
tion:

« Accurate rendition, space is left blank.

« Error, marked as “e” and identifying severe semantic errors in which the
meaning of the source speech passage is substantially changed in the de-
livery (i.e. considering the levels word to function of the communicative
analysis framework described above).

« Omission, marked as “o0” and identifying an omission of the item.

« Other issue, marked as “x” and identifying any other error of secondary
importance (i.e. not corresponding to a substantial semantic error).

I then attributed a success rate to each subtask based on the following criteria:

« Correct rendition (100%): The delivery is correct and complete.

« Strategy (100%): The interpreter uses a strategy that does not change the
meaning of the message and does not cause a loss of information, e.g., In
2021 — this year.

«€_ »

« Minor error or missing detail (95%, marked as “x”): The delivery is accu-
rate and complete, apart from a minor imperfection or a missing detail,
such as a missing adjective, speech disfluency, etc., e.g., Giovanie Biha —
Giovanie “Beha”.

« Partial rendition (proportional to task content, marked as “x”): Some ele-
ment of the subtask is missing but the overall meaning is still comprehen-
sible, e.g., Ministry of Trade and Industry — Ministry of Trade (—30%).

« »

« Generalisation or summarisation (30%, marked as “0”): The interpreter
omits the item and summarises the information, e.g., coal-bed methane
has a huge potential — natural gas has a huge potential.

€ »

« Omission (0%, marked as “0”): The item is omitted without the use of a
strategy, which causes the whole message and its informative content to
go lost.
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« »

« Semantic error (0%, marked as “e”): The delivery is implausible, inconsis-
tent or nonsensical, e.g., Africa has a GDP of USD 3.42 trillion — Africa
has a GDP of USD 3.42 million.

Finally, I calculated the task success rate as the mean value of the success
rates of its constitutive subtasks. The codes and corresponding success rates are
summarised in Table 6.5 below.

Table 6.5: Task success rate — evaluation criteria

Error / Phenomenon Error Code Success Rate
Correct rendition 100%
Strategy 100%
Minor error and missing detail ~ x 95%
Partial rendition X Proportional to task content
Generalisation, summarisation o) 30%
Omission o 0%
Semantic error e 0%

6.7.1.4 Error patterns

To identify qualitative error patterns, I started from the communicative error cat-
egories presented in Frittella (2017, 2019a). In this framework, each level of anal-
ysis of the Processing Ladder Model presented corresponding error categories. I
chose this framework because it is in line with the general communicative ap-
proach I adopted in my analysis. The levels of analysis are word, sentence, text,
and context. I added strategy as a separate category to ease the identification of
patterns at this level. At each level of analysis, the specific codes are the follow-
ing.

Analysis at the word level focuses on the delivery of problem triggers (acro-
nyms and terms, numbers and named entities) in isolation, for which the CAI
tool provides support. At the word level, the error categories are omission (if
the problem trigger is not interpreted), error (if the problem trigger is incorrectly
interpreted), partial rendition (if only part of the problem trigger is rendered), pro-
nunciation error (if the problem trigger is incorrectly pronounced), gender error
(if a person’s gender is misinterpreted).

Analysis at the sentence level focuses on the accuracy of the sentence con-
taining the problem trigger for which CAI tool support is provided. The first
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error category is misattribution, if sentence components are incorrectly linked
in the interpretation, for example, the address “Honourable Soraya Hakuziyare-
mye, Rwanda’s MINICOM Minister; Ms. Giovanie Biha” is interpreted as “Hon-
ourable Soraya Hakuziyaremye; Ms. Giovanie Biha, Rwanda’s MINICOM Minis-
ter”. Sentence fragment occurs when the interpreted sentence is grammatically
incomplete, for instance the referent of a numeral is missing as in the example
“Namibia produced 2.52 million carats [‘of diamonds’ is omitted]”. An error at
the sentence level is registered if the problem trigger is correctly interpreted but
an accompanying element of the sentence is misinterpreted, as in the sentence
“Namibia imported [rather than produced] 2.52 million carats of diamonds”.

Analysis at the text level focuses on the meaning and consistency of the speech
passage containing the problem trigger. A first error category is inconsistency,
when parts of the delivery are mutually contradictory, as in the delivery sample
“by 2030, the African continent will have about 295 million people aged 15-to-
64. In 2030, there will be 1 billion people aged 15-to-64 in Africa”, where the
second statement contradicts the first. A second error category is distortion, if
the delivery, albeit internally consistent, differs substantially in meaning from
the source speech, as in the following example:

Source: ... makes coal-bed methane reservoirs advantageous for commercial
operations.

Delivery example: coal-bed methane is hence important to boost the growth
of the energy sector.

Analysis at the context level focuses on the external plausibility of the interpreted
message. Plausibility errors correspond to implausible interpretation, for instance
“by 2030, Africa will be home to 1 billion people”. The error category nonsense
is attributed when the delivery does not express a logical statement, as in the
example below:

Source: Though its contribution to the total energy mix is still modest, coal-
bed methane has impressive potential.

Delivery example: The energy mix is still in its first stage, but this bears
great potential too.

Finally, strategy categories are omission of redundant item (if the interpreter
omits an item that is repeated within the numerical task), lexical substitution (if
the interpreter replaces the item with an equivalent lexical element), generalisa-
tion (if the interpreter produces a sentence with general meaning), and summari-
sation (if the interpreter summarises the meaning of the speech unit).
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The table below summarises the categories of error and strategy used in the
study and shows their correspondence to the quantitative analysis measures pre-
sented in the previous section.

Table 6.6: Categories of error and strategy in the deliveries

Error Code Success Rate Name
0 0% Omission
e 0% Error (word level)
X proportional to task content Partial rendition
X 95% Pronunciation error
X 95% Gender error
e 0% Misattribution
e 0% Sentence fragment
e 0% Error (sentence level)
e 0% Inconsistency
e 0% Distortion
e 0% Plausibility error
e 0% Nonsense
100% Omission of redundant item
100% Lexical substitution
o 30% Generalisation
0 30% Summarisation

6.7.2 Questionnaire data

To analyse the data gathered in the questionnaires, I entered them into an Excel
spreadsheet and converted the 7-point Likert scale into a —3 to +3 scale. For each
questionnaire item, I calculated the measures of central tendency: the mean (i.e.
the average of the dataset), the median (i.e. the middle value in the dataset) and
the mode (i.e. the value that occurs most often). While the mean is the most com-
monly used measure of central tendency in a numerical data set, it may not be a
fair representation of the data because it is easily influenced by outliers, which
is particularly problematic in small datasets. The median and mode are more ro-
bust, i.e. less sensitive to outliers. I, therefore, calculated all three measures of
central tendency in the main study (10 participants) but only the mean in the pi-
lot study (5 participants) because the sample size in the latter case was too small
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to calculate the median and mode. To compensate for this and make it possible
to identify the influence of outliers on the mean, I decided to report all individ-
ual values of the questionnaire responses. To interpret the questionnaire results,
I adopted the standard interpretation of the scale means in the UEQ (Laugwitz
et al. 2008):

« < —0.8: negative evaluation
« [-0.8,0.8]: neutral evaluation

« > 0.8 positive evaluation

6.7.3 Interview data

To code the interview data, I turned the interview protocol into an Excel spread-
sheet, in which each line corresponded to a question and each column to a par-
ticipant. I transcribed participants’ responses into the relevant cell of the spread-
sheet, paying particular attention to quoting the exact words that participants
used. I partly took notes during the interview and then replayed the whole inter-
view afterwards to complete the transcription. When I found the answer ambigu-
ous during the interview, I asked participants to reformulate their answer and
then I asked for confirmation of my interpretation of their words. I then analysed
the interview data as follows. For each question, I calculated how often a certain
concept emerged in participants’ answers. I divided the concepts into factors in-
fluencing participants’ perception (e.g. of the CAI tool’s features and usability)
positively and negatively. Within each category, I counted how often the same
concept had been expressed by study participants. I summarised the outcome in
a table and translated representative quotes for the most important concepts into
English.
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The purpose of the pilot study in the usability test of SmarTerp was to validate
the methodology and provide initial orientation to the design. It hence represents
both a tool for methodological validation and the first iteration of prototyping,
testing and improvement. It was conducted with five participants, who were Ital-
ian (A) - English (B/C) conference interpreters (see the description of study par-
ticipants’ characteristics in Chapter 6). Because this test was conducted using a
prototype, the tool was not always accurate. It omitted and misrepresented some
source speech items, as described below. This first analysis hence shed light on
some patterns of error that may occur when users are presented with inaccurate
input by the CAI tool.

7.1 CAI tool inaccuracies

Due to imperfections in the CAI tool prototype, the test speech presented 15
issues in a total of 52 displayed items. These may be categorised as follows:

« Errors (code ‘e’), no. 5: An item is displayed differently than it should have,
e.g., 58,000 is displayed as “58.00.00”.

« Omissions (code ‘0’), no. 3: The CAI tool does not display an item that
should have been displayed.

« 7 CAlI tool limitations (code ‘x’): The CAI tool does not display an element
that participants consistently found significant, e.g., it does not display
charges, like President, Minister, etc.

While errors and omissions are actual inaccuracies in the prototype performance,
what I categorised as ‘limitations’ are elements that were not displayed by the
tool because it was not programmed by default to provide such aids. I added this
category to my analysis because, during the test, I observed that participants re-
peatedly stumbled on these items. [ hence decided to dedicate particular attention
to this recurring pattern which I interpreted as potentially significant.
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7.2 Users’ performance

7.2.1 Task success rates

Table 7.1 reports participants’ success rates in speech tasks as well as the mean
success rate on each task. As discussed in the method section, AC, NE, NU, and
TE may be regarded as the tasks of lowest complexity, TL, TS, and NR as tasks of
medium complexity, and NIU, NCR, NCN, SO, and CP may be expected to be of
higher complexity. An asterisk identifies the speech tasks in which the test CAI
tool prototype produced an error or omission.

)

Table 7.1: Mean task success rates (pilot study). “*”: CAl tool error, omis-

sion or limitation is present in the task

Code Task Mean
AC Isolated acronym 100%
NE Isolated named entity 96%
NU Isolated numeral 80%
NR Numeral and referent 100%
NIU  Numerical information unit* 48%
NCR Redundant number cluster® 53%
NCN Non-redundant number cluster® 42%
TS Terms in a semantically complex sentence ~ 45%
TL List of three unknown terms* 65%
TE Isolated term 78%
SO Complex speech opening” 78%
CP Conference programme 91%

Two outliers may be found in the high success rates that participants obtained
on low-complexity tasks, i.e. Diana’s interpretation of NU and Sally’s interpre-
tation of TE. Based on the interviews, these were due to a distraction due to an
interpretation error in the previous passage (Sally), and to the display of the or-
der of magnitude “trillion” (10'2), which the tool displayed as “bilione” (Diana).
While “bilione” is the correct Italian translation of “trillion”, it is rarely used -
common alternatives are: “trilione” (10'®), incorrect translation but used with in-
creasing frequency as a loanword from English, and “mille miliardi”, a correct
and more native alternative but we expected it to be more difficult to process
during SL

102



7.2 Users’ performance

7.2.2 Response to CAI tool inaccuracy

This section of the analysis shows what happened when participants received
inaccurate aids by the CAI tool, or an expected aid was missing. Table 7.2 is a
contingency table showing errors, omissions and other issues that occurred in
participants’ deliveries when the CAI tool provided a correct and an incorrect
suggestion, omitted a suggestion that should have been provided or did not dis-
play a component of the information because of its intrinsic functional limita-
tions.

Table 7.2: Contingency table: Accuracy of CAI tool and delivery

Delivery issues

Total Errors  Omissions Other

Correctly displayed items (185) 56 (30%) 15 (8%) 16  (9%) 25(13%)

CAI tool issues (75) 52(69%) 19(25%) 29 (39%) 4 (5%)
CAI tool errors (25) 14 (56%) 12(48%) 1 (4%) 1 (4%)
CAI tool omissions (15) 14(093%) 0 (0%) 14 (93%) 0 (0%)
CALI tool limitations (35) 24 (69%) 7(20%) 14 (40%) 3 (9%)

The variation of errors, omissions, and other issues in the delivery with CAI
tool accuracy is represented in Figure 7.1.

When the item displayed by the tool was correct, 70% of interpreted items
were evaluated as correct; if we consider only delivery errors and omissions and
exclude “other issues” from the count, 84% of interpreted items were rendered
correctly. However, it should be taken into account that the tasks where no issue
occurred were those of lowest complexity; therefore, the results cannot be seen
as a direct impact of task complexity. When the CAI tool presented an issue, only
31% of interpreted items were evaluated as correct. If we exclude CAI tool limi-
tations from the count and only consider the instances of errors and omissions,
the proportion of correctly interpreted items equals 30%.

7.2.3 Error patterns

This section of the analysis reports the patterns of error that most frequently
occurred both when the CAI tool provided participants with correct aids and
when the aids were incorrect or missing,.
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Figure 7.1: Column chart: Accuracy of CAI tool and delivery

7.2.3.1 Correctly displayed items

When the item was correctly displayed by the CAI tool, nearly half (44.5%) of all
delivery issues were categorised as “other issues” (cf. analysis criteria detailed in
Chapter 6). One of these frequently occurring issues was pronunciation errors (no.
16), i.e., mispronunciation of a named entity (no. 13) and a specialised term (no. 3).
The most mispronounced named entities were “Soraya Hakuziyaremye” (subtask
code SO-2-1), mispronounced by 4/5 participants, and “Felix-AntoineTshisekedi
Tshilombo” (subtask codes NE-2 and CP-1-2), mispronounced 7 times by 4/5 par-
ticipants. The mispronounced terms were “praseodymium” (subtask code TL-1),
mispronounced by 2/5 participants, and “terbium” (TL-2), mispronounced by 1
participant. Other recurring issues were gender errors (no 4), i.e., a person men-
tioned in the source speech is attributed the wrong gender by the interpreter, and
a partial rendition of an acronym. Apart from “other issues”, participants made
a similar number of omissions (no 16) and more severe semantic errors (no 15)
when the CAI tool displayed items correctly. No clear pattern of distribution of
errors and omissions may be identified as both occur in the same tasks indiscrim-
inately, i.e. in NCR, NCN, NIU and TS.

7.2.3.2 CAI tool errors

Most CAI tool errors led to a severe semantic error in the delivery, as shown in
the example below. In the delivery example provided, it is possible to see that
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the CAI tool error disrupted the participant to the extent that she committed
a plausibility error — considering that the global nickel production amounted to
about 2.5 million tons in 2021, it is impossible that Madagascar alone produced 58
million. The subtask where the CAI tool error occurred had a mean success rate
of 26%, with 2 plausibility errors, 2 misattributions and 1 summarisation strategy.

Source: Madagascar alone produced approximately 58,000 [displayed as
58.00.00] metric tons of nickel in 2021.

Delivery example (Minerva): Madagascar alone produced 58 million tons of
nickel.

7.2.3.3 CAI tool omissions

In nearly all cases, an item omitted by the CAI tool was omitted by study par-
ticipants too (14/15, or 93% of cases). In the example below, all participants (5/5)
omitted the item that was not provided by the tool and interpreted the ones pro-
vided:

Source: Our soil is rich in high-value praseodymium [displayed], dyspro-
sium [not displayed], and terbium [displayed].
Delivery example (Logan): Our soil is rich in praseodymium and terbium.

7.2.3.4 CAI tool limitations

Both errors and omissions were triggered by what I designated as “CAI tool lim-
itations”, which must be differentiated from CAI tool omissions because a given
item is not left out because of a tool error but rather because of the way the tool
functions. In the example below, for instance, the CAI tool did not display the ref-
erent “diamond production” because this was not recognised as a technical term.
The mean success rate in this subtask was 46. 2 of 5 interpreters could not inter-
pret the referent, which had been said by the speaker but not displayed by the
tool, producing an incomplete sentence with a missing referent, as in the deliv-
ery example below. One other interpreter resorted to a strategy and summarised
the overall meaning of the sentence without detailing the precise information:
“Namibia’s production increased too” (Carlo).

Source: Namibia’s diamond production [not displayed] amounted to 2.52
million carats.

Delivery example (Sally): Namibia produced 2.52 million carats [missing ref-
erent].
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Another case of tool limitation may be found when a person is introduced in
the speech: his/her name and the agency s/he works for are both displayed but
not their charge, as this is not recognised as a specialised term. While charges
are lexical items for which professional conference interpreters should have a
readily available equivalent in the target language, these were found to be often
omitted or misinterpreted by study participants, as in the example below.

Source: His Excellency Paul Kagame; Honourable Soraya Hakuziyaremye,
Rwanda [not displayed] MINICOM Minister [not displayed], Ms Giovanie
Biha UNECA Deputy Executive Secretary [not displayed].

Delivery example (Minerva): His Excellency Paul Kagame, Honourable So-
raya “Akugiaramie”, Trade and Industry Minister, Mr Giovanie Biha Eco-
nomic Commission for Africa’s Secretary.

7.3 Users’ perception

7.3.1 Post-task questionnaire

Table 7.3 reports the results of the post-task survey, which explored participants’
satisfaction with SmarTerp and their perception of its usability. The table also
shows participants’ self-reported likelihood to use ASR-based CAI tools in the
near future before and after the test with SmarTerp. Given the small number
of survey responses, only the mean value was calculated. It is noticeable that
the mean interest in ASR-powered CAI solutions (reflected by participants’ self-
reported likelihood to use such tools before and after testing SmarTerp) increased
by a mean value of 0.8 points.

7.3.2 Interviews
7.3.2.1 SmarTerp’s Ul and technical specifications

From the point of view of the tool’s aesthetic qualities, participants generally
referred to the “smart interface” (mentioned by four participants) as a factor in-
creasing the appeal of SmarTerp also in comparison with other existing ASR-
based CAI tools, although perceptions of aspects such as colour, font size and
amount of information displayed vary among participants. For instance, two
participants liked the colour choice (dark background with white typography),
whereas two found it unpleasant.

The structural feature that received the most negative comments was the order
of appearance of items. four participants said that they were confused by the
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Table 7.3: Questionnaire results (pilot study)

Usability aspect Mean
Overall satisfaction 1.8
Ease of use 2
Effectiveness 2.2
Ease of learning 14
Timeliness 1.8
Dependability 2
Likelihood to use CAI (before) 1.2
Likelihood to use CAI (after) 2

fact that items did not appear at the top of the interface and believed that the
feeling of uncertainty and distraction caused by this UI feature contributed to
their errors during the test. Furthermore, one participant found the division of
the interface into three modules “overloading”, and one thought that terms and
acronyms should be displayed in the target language only.

Given that most participants immediately mentioned the tool as “easy to use”,
“intuitive”, and “seamless”, as well as suitable for everyone “even for the technol-
ogy-damaged” (in Italian: “é a prova di tecnoleso”, Minerva) right in opening the
interview, it seems that they perceived the ease of use as a major strength of the
tool, which is in line with the high scores in the post-task questionnaire. In par-
ticipants’ view, ease of use was given by the ASR system, which “is even better
than a human boothmate: you don’t even need to ask for help” (Sally). The tech-
nical specification that was most criticised by users is the tool’s latency, which
was defined as “too long” (three participants) or “a bit too long” (one participant).

7.3.2.2 Usefulness

When asked what was, in their opinion, the main advantage in using the CAI
tool, all participants (5/5) emphasised the support in dealing with interpreting
problem triggers, or the “pain points of simultaneous interpreting” (Minerva). In
the words of another participant: “the good thing is knowing that the most dif-
ficult part of the sentence will be there” (Sally). All participants reported that
they found the tool most helpful for “unknown items”, i.e. information that you
cannot infer from the context and where you cannot apply a strategy: “you can
round a number but you cannot approximate a named entity” (Minerva). The
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tool was found to be especially needed because of the lack of preparation (Di-
ana, Carlo, Minerva), for the following reason: “I usually do not need support
in the rendition of terminology: if the terms are in my glossary, I know them.
The four most important things are usually written on my notepad” (Minerva).
Participants associated the availability of a support system for problem triggers
with increased delivery accuracy (which justifies the high effectiveness scores in
the post-task questionnaire) and reduced mental effort:

The good thing is that you know that the most difficult part of the sentence
is going to be provided by the tool. This way, you don’t have to put any
effort into energy-consuming tasks such as writing down numerals. (Sally)

Two participants also spoke of a greater feeling of security in using the tool and
defined it as a “safety net” (Minerva) and a “further confirmation” (Sally, Diana).
When asked if they could recall particular speech passages where they found
the tool most helpful, participants mentioned most often: (1) the conference pro-
gramme (task code “CP”), given the high density of unknown named entities: “If
I hadn’t had the tool, I would have probably said either the persons’ charge or
their name but not both” (Sally); (2) Number-dense passages (task codes “NCR”
and “NCN”): (3) Unknown terms, in particular in a list (task code “TL”). However,
this is in contrast with the fact that at least two study participants reported that
the tool was helpful in dense passages while they actually made severe errors.

A recurring theme in the interviews was the issue of trust. One participant
commented in the interview that “trusting the tool is the prerequisite for using
it. It’s like having a GPS: you must trust it, otherwise what’s the point of having
one?” (Diana). In answering the question “what’s the difference between the CAI
tool and a human boothmate?”, 3 participants declared that they would trust the
tool more than a human interpreter: “The computer gives you the impression of
being infallible. You can trust the human boothmate if you know her personally,
but it does happen that you turn to your partner to request help and she gives
you a blank stare back” (Sally).

Logan and Carlo were the participants who gave the lowest dependability
scores to the tool. However, their low level of trust in the CAI tool had differ-
ent grounds. Carlo showed an overall positive attitude towards technology, in
general, and CAI tools, in particular. He reported in the interview to have tested
and used several new technological solutions in the past and to be keen to in-
tegrate a tool similar to the one we tested into his workflow; he also showed
understanding of how ASR and Al technology works and made predictions on
the tool’s performance based on his knowledge. Based on this knowledge, Carlo
explained that he would need to “learn to trust the tool”:
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I would trust the colleague to provide me with a hint on a specialised term I
never saw before but not the tool because the latter cannot evaluate the ade-
quacy of a solution in context. I would probably check the tool’s suggestion
after four consecutive assignments and if they consistently prove reliable,
with time, I would learn to trust it. (Carlo)

Quite interestingly, Carlo was the only one of the participants who attempted to
make selective use of the tool’s prompts. When he did, he was observed looking
away from the tool and using strategies such as abstraction and generalisation
of the overall meaning of the passage whilst omitting the hint provided by the
tool. When asked, in the interview, what motivated his behaviour he explained
that he realised that he was having difficulty understanding the overall message
and hence looked away, presumably to concentrate on his comprehension of the
source speech beyond the individual problem triggers displayed by the CAI tool:
“I did so because I knew that the aid was pointless if I couldn’t understand the
meaning in the first place ... The tool is helpful because I can ignore it” (Carlo).

Logan, instead, showed distrust and a low degree of familiarity with CAI tools
and their functioning. Before agreeing to join the study, he asked whether such
tools would one day replace human interpreters. In the interview, he mentioned
the tool not providing the referent “diamond production” (whereas the item is
not provided because it is not a technical term) as well as “Agenda 2063” ap-
pearing in the named entity column instead of the number column as two tool
errors. He mentioned that, in several cases, he expected the tool to provide him
with suggestions that did not come up and, in his view, impacted his delivery
negatively: “my too-high expectations betrayed me” (Logan).

7.3.2.3 Difficulty in using the tool

Despite the apparent simplicity and intuitiveness of CAI tools and the advantages
reported by participants, most of them also pointed out difficulties and potential
pitfalls in using CAI tools. Coming to the disadvantages reported by participants,
three main themes emerged from our analysis: (1) ear-eye coordination, (2) CAI
tool as prompt, (3) adjusting to CAI tool use. These three themes are explained
in the discussion below.

7.3.2.3.1 Ear-eye coordination

4/5 participants (all of them except for Carlo) reported that they had difficulty
splitting their attention between listening to the source speech and using the
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support of the CAI tool, which we will call ear-eye coordination. Participants
explained this issue differently. Some of them reported a loss of grit and self-
regulation: “It’s just that I didn’t put effort into listening anymore. The CAI tool
made me lazy” (Logan). Another participant further elaborated on this same phe-
nomenon: “because you know that the most difficult part of the sentence, the one
that usually demands so much of your attentive control, is going to be provided
by the CAI you do not care of it anymore. For instance, in my case, I was not
listening to numbers anymore, I just expected the CAI to do the work for me”
(Sally). In other instances, participants provided an alternative explanation for
the ear-eye coordination difficulty reported: “you must learn [italics added] to
use it as a confirmation rather than your primary source of information ... you
must know how to [italics added] distribute your attention between listening and
looking at the tool” (Sally). Another participant reflected on the fact that the need
to monitor one’s interpreting process and output (e.g., in the case of plausibility
errors) increases when a CAI tool is used: “the trade-off for the simplicity of use
of the tool may lie in the need to monitor yourself more closely” (Diana). She
went on to explain that “while without CAI an item that you don’t know or hear
is just gone, CAI puts you facing a choice.”

7.3.2.3.2 Tool as prompt

While, in theory;, it is up to the interpreter to choose whether to use the CAI tool
input or not, all participants except for Carlo reported that they felt prompted by
the tool to say whatever they saw appear on the screen. Two participants defined
the tool as “a temptation” (Diana, Sally) and added that they were tempted to use
the tool’s suggestion even in situations that would have better been dealt with
otherwise, such as through the use of omission, generalisation, approximation
and other similar strategies. The situations mentioned by participants were the
following:

1. A high density of information (Sally), where a reduction in cognitive load
was needed.

2. Redundant information, such as repeated numbers and examples (Sally),
that participants felt could be left out strategically without compromising
the overall message.

3. Loss of the overall meaning of the message, which makes the decontex-
tualised suggestion unusable (Diana, Sally, Minerva, Carlo): “the tool was
useful where I didn’t need to understand the sentence, I just needed the

110



7.3 Users’ perception

hint. In some cases, I had the hint but not the understanding and so I still
needed to generalise” (Carlo).

4. Long décalage or fast delivery speed: “in the case of acronyms, although
the extended form of the acronym is helpful to provide a complete and
accurate rendition, it is a double-edged sword: it triggered me to say the
whole acronym also when it was necessary, or I had better saved time”
(Minerva).

Participants hence suggested that the tool should be used selectively, while fail-
ure to make goal-directed choices about how to use the CAI tool’s suggestions
may lead to mistakes.

7.3.2.3.3 Getting to know the tool

Most participants expressed the need to “get to know the tool”, or “to know what
to expect from it”. Participants explained the importance of knowing the tool
as follows: “it would reshape your expectations: knowing how the tool works,
knowing its limits, you also know how it can help you and you behave accord-
ingly” (Minerva). With this expression, participants may have referred to several
distinct concepts.

One meaning of “getting to know the tool” may be knowing where items ap-
peared and how they would be displayed. One participant (Logan), for instance,
explained that he expected the referent “diamonds” in the numerical task NCN
to appear and was disappointed not to be provided with it by the CAI tool.

With this expression, one participant stressed the need for more hands-on ex-
perience allowing one to develop a practical feel and understanding of the tool’s
functioning: “one way is to read ‘latency is two seconds’ and another thing is to
experience it while interpreting” (Carlo). Participants also expected that, through
experience and repeated use, one would learn how to integrate the tool into the
SI process more effectively, for instance by accommodating one’s décalage to the
tool’s latency and using strategies to integrate the hint into one’s rendition while
waiting (Carlo, Diana, Logan).

As a further dimension of “getting to know the tool”, participants engaged in
reflection about the fact that the CAI tool did not help them process the speech
semantically:

Let’s use the metaphor of a crutch: the CAI tool will be very helpful to walk,
but it won’t help you run! (Minerva)
You are the one interpreting, which means understanding the link between
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pieces of information; the tool can only support you in the tasks that are
challenging for the human brain. (Diana)

Participants reported a certain “disappointment” when they found out that the
tool could not help them to the extent they had previously assumed:

It was probably my high expectations that betrayed me. (Logan)

If you’re not understanding what the speaker is on about, and you expect
the tool to be your “phone-a-friend lifeline”, you will be disappointed! (Min-
erva)

At some point in the speech, a series of technical terms came up [referring
to the task “technical terms embedded in a semantically complex sentence”,
task code “TS”] and I was lost because I didn’t know anything about the
topic. I somewhat expected that the tool would help me out, but that obvi-
ously wasn’t the case: CAI tools can provide you with terms but they do
not stitch them together in a sentence for you! (Diana).

Possible errors and omissions of the tool were also mentioned as a negative fac-
tor. Participants were capable of recalling specific points of the test where they
believed that the tool omitted an item or provided a wrong suggestion, which
implies that CAI tool inaccuracies are strongly perceived by users. In regard to
omissions, participants admitted that they got complacent after some exposure
to the tool (“the CAI tool made me lazy”, Carlo): “I expected problematic items
to be displayed and so after a while, I stopped listening carefully to them; if they
were not provided by the tool, I was dumbfounded” (Sally). In saying so, partici-
pants seemed to attribute the problem of CAI tool omissions leading to delivery
omissions to their fault, at least partly. In contrast, errors seem to be much more
negative for the tool’s perceived dependability. Diana, who suggested that terms
should be provided only in the target language to reduce the load of visual infor-
mation, explained this point as follows:

Trust is the fundamental prerequisite for using a CAI tool - it’s like having
a GPS: if you don’t trust it, why use it? In the case of specialised terms in a
real assignment, if a term is in my glossary, it is also in my head. If I consult
the tool, it is because I need it: I need readily available, immediate support.
I cannot waste time assessing the validity of the suggestion, if it’s a term
I’'ve never heard before, I don’t even have the knowledge to do so.I can only
trust it. (Diana)
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These difficulties are in contrast with participants’ overall perception of the ease
of learning of the tool, which was very high for most participants except for one.
Participants who reported that little or no training is required to use the tool
explained: “I don’t think that there’s much to be learnt: you literally don’t have
to do anything” (Logan). This may signal that novice CAI tool users may lack
the awareness of their own difficulties and errors, which makes them unable to
recognise their learning needs.

7.4 Usage problems and design recommendations

This first test iteration highlighted recurring error patterns that may be inter-
preted as usage problems, leading to recommendations for the improvement of
SmarTerp. The first usage problem that was identified in this round of testing
was that the order of appearance of items made it difficult for users to locate
new information as it appeared on the screen. This usage problem had both high
impact and frequency. 4/5 participants reported that the order of appearance of
new items (ABCD, E—A, F—B etc.) appeared illogical and was confusing to
them. The following is a representative quote from an interview:

Why don’t items appear in their logical chronological order? I would expect
new items to appear at the top of the list with the others scrolling down so
that I can check the previous item as well if I need to. The highlighting
system is good, but items must appear in chronological order too. (Sally)

Participants explained that this feature decreased the tool’s efficiency because
they had to “look for bits of information on the screen” (Diana). A critical incident
associated with the extra difficulty caused by the non-linear display system is the
following.

Source: His Excellency Paul Kagame; Honourable Soraya Hakuziyaremye,
Rwanda’s MINICOM Minister; Ms Giovanie Biha, UNECA Deputy Execu-
tive Secretary.

Delivery example (Logan): His Excellency Paul Kagame; Soraya
“Hakuziaremiei” [leans forward to read]; Giovanie Biha, Vice-Minister for
Trade and Industry.

This feature seems to decrease both the perceived efficiency of using the tool and
the actual effectiveness of the interaction. Given its high frequency and severe
impact, we recommend that the order of appearance of new items on the screen
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be changed into chronological order, with the new item appearing at the top of
the list and the others already displayed scrolling down.

A further recurring error pattern, of medium impact but high frequency, was
that users consistently interpreted people’s names without the corresponding
professional charge. This pattern could be interpreted both as a human error,
given by the fact that interpreters could not distribute their attention effectively,
and as a result of the fact that names were displayed by the tool but not charges,
contrary to users’ expectations. We decided that it would be appropriate to re-
assess the problem after the second round of testing.

Finally, an issue of interest was the fact that both low accuracy and low recall
impacted participants’ delivery. Nearly half of the errors made by the CAI tool
resulted in a severe semantic error in participants’ delivery. At the same time,
93% of items (14/15) omitted by the CAI tool were omitted by study participants
too. There are two ways to interpret these findings from the point of view of CAI
tool development. On the one hand, one could notice that 93% is a much higher
inaccuracy rate than nearly 50%. On the other hand, one could consider the im-
pact of semantic errors as more severe than that of omissions. The severity of
the issue may be further compounded by the lack of awareness of errors. A pre-
vious study observed that CAI tool users may “copy” tool errors without noticing
them (Defrancq & Fantinuoli 2021). Also in this study, at least two participants
reported that the CAI tool was “very useful” in the rendition of passages where
they had committed severe errors. Finally, one may consider the crucial impact
that wrong suggestions have on the perceived dependability of the tool: study
participants tended to blame themselves for omissions made when the CAI tool
omitted an item but blame the tool when it made an error. Considering all these
aspects of the issue, it seems recommendable to continue following the principle
“accuracy over recall” until disproved by future evidence.

7.5 Methodological validation

Along with conducting an initial formative evaluation of the tool, a purpose of
the pilot study was to validate our research methodology and materials. The
speech design was validated in that the tasks were challenging enough to prompt
CAI tool consultation and the speech structure, alternating complex passages
with passages not containing problem triggers, gave participants sufficient time
to conclude the interpretation of a task before the next began, as expected. For the
second iteration, we recorded another video with a more stable prototype and the
updated CAI interface, i.e., after the design recommendations presented above
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were implemented. An element of the study materials that we decided to revise
before the second iteration was the questionnaire section asking participants
to express their satisfaction with the support provided for individual problem
triggers. In the interview, participants were not able to motivate the reason for
this choice. For example, Logan and Carlo declared that they gave a low score to
acronyms and specialised terms because “there were only one or two of them in
the test speech”. Since we did not find the outcome of these questions to produce
reliable information, we decided to exclude them from the questionnaire in the
main study and to dig deeper into users’ perception of the usefulness of SmarTerp
for the individual types of problem triggers through the post-test interview.

The interview questions allowed us to gain insight into participants’ perspec-
tive, as we were expecting, and therefore the interview protocol remained unal-
tered.

Overall, the convergence of methods appears to be a strength of the study as
it allows to mitigate the confusion that may arise from the interplay of several
uncontrolled variables, related both to the machine side (e.g., CAI tool accuracy,
functionalities, design features) and to the human side (idiosyncratic factors) of
the interpreter-CAlI tool interaction
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The main study, conducted with 10 practicing conference interpreters, represents
the second iteration of prototyping, testing and refinement of SmarTerp at a more
mature stage of its development following the implementation of the design rec-
ommendations derived from the first test. After the pilot study, the order of ap-
pearance of items was changed into the scrolling list order with new items always
appearing on top of the list. The prototype was also corrected to achieve ceiling
performance (i.e. not to present the errors and omissions that characterised the
first study). Only one omission involuntarily occurred in the task NIU. This chap-
ter presents the results of the analysis of performance and perception data.

8.1 Users’ performance

8.1.1 Task success rates

Table 8.1 provides the measures of central tendency in the dataset for the success
rates for each task in the interpreting test. As expected, participants achieved a
higher success rate on tasks of lowest complexity (AC, NE, NR, TL). NU repre-
sents an unexpected exception. The success rates are lower in tasks of higher
complexity.

8.1.2 Error patterns
8.1.2.1 Acronyms

Among the tasks of lowest complexity, AC (isolated acronym) is the one for which
the highest success rate was registered. No specific error pattern was noticed in
the rendition of this item, but the use of the visual aid varied across participants:
five interpreted the extended version of the acronym only, four interpreted both
the short and the extended version and one used the short version only. In the in-
terview, participants explained that they found the support for acronyms advan-
tageous because of the complexity of transcoding the sequence of digits from one
language to the other. They also mentioned being provided with both the short
and the extended version of the acronym as advantageous because this allows
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Table 8.1: Success rates: central tendency measures (main study)

%
Code Task Mean Median Mode
AC Isolated acronym 100 100 100
NE Isolated named entity 90 98 98
NU  Isolated numeral 40 0 0
NR  Numeral and complex referent 90 95 95
NIU  Numerical information unit 79 92 92
NCR Redundant number cluster 73 67 67
NCN  Non-redundant number cluster 55 64 67
TS Terms in a semantically complex sentence 45 30 30
TL List of three unknown terms 99 100 100
TE Isolated term 90 100 100
SO Complex speech opening 60 64 49
CP Conference programme 80 79 92

the interpreter to select the most appropriate version based on the audience’s
background knowledge and their décalage. Only one participant was observed
leaning forward and squinting at the screen to read the acronym more clearly.

8.1.2.

Source: The signing of the AfCFTA by the African Member States signifi-

cantly strengthens the movement towards this goal.

Delivery example (Laila): The signing of the [leans forward to read] AfCFTA,
the African Continental Free Trade Area, is aimed at this goal.

2 Named entities

While participants succeeded in reproducing named entities, both in isolation
(task NE) and in combination with other problem triggers (tasks SO and CP),
recurring errors were noticed, namely pronunciation errors and gender errors.
Their frequency and context of occurrence are reported in Table 8.2.

The dataset contains 70 interpretations of named entities in total (7 per partic-
ipant). Of these, 30 (43%) were mispronounced. The percentage of mispronunci-
ations climbs to 70-90% for rare names. The frequency of pronunciation errors
was high also for the rare element “praseodymium” (TL-1), mispronounced by 3
of 10 participants. Since the occurrence of mispronunciations does not depend
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Table 8.2: Pronunciation errors

Errors (/10)

Code  Named entity Pronunciation Gender

SO-1 Paul Kagame 2 0
SO-2-1 Soraya Hakuziyaremye

SO-3-1 Giovanie Biha

NE-1 Felix-Antoine Tshisekedi Tshilombo
CP-1-2 Tschisekedi Tschilombo

CP-2-2 Kwesi Quartey

CP-3-1 Victor Harison

S N 0N O
S O O O B D

on the complexity of the source speech unit, the phenomenon may be ascribed
to participants’ difficulty in reading the item. Several participants were observed
pausing, leaning forward, and squinting at the screen to read the named entity. In
the interview, albeit acknowledging the usefulness of the transcription of named
entities, participants reported difficulty in reading complex and long names, and
two participants suggested that the mode of display should be adjusted to ease
reading during SI. The reading difficulty may have diminished the overall effec-
tiveness of the interpreter-CAl tool interaction and had a broader impact on the
delivery than the mere rendition of the item. The delivery sample below exempli-
fies a recurring error pattern in the dataset, where the delay generated by having
to pause and lean forward to read the named entity caused the interpreter to omit
or misinterpret some following items.

Source: Honourable Soraya Hakuziyaremye, Rwanda’s MINICOM Minister.
Delivery example (Jam): Soraya [leans forward to read] “Hazuziariame”
[Minicom appears] Rwanda’s @ Minister [male gender marker, gender er-
ror].

Coming to gender errors, these were moderate to high in two cases. Their oc-
currence may have several explanations. In some cases, it may be difficult to
ascertain the gender by the name and because of the absence of gender markers
in languages like English, whereas the target language requires the interpreter
to make a choice. At the same time, errors of this kind were observed also when
the gender was explicitly stated by the speaker, as in “Ms Giovanie Biha” (SO-3-1)
interpreted as “Mr” by 4/10 participants.
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8.1.2.3 Isolated numeral

Another task of low complexity that registered a low success contrary to expec-
tations is NU (isolated numeral). The mean success rate achieved by participants
on the task NU was 40%, with 0% (in this case signifying a plausibility error)
being the most frequent score. A delivery sample is provided below.

Source: The continent currently has a gross domestic product of 3.42 trillion
USD.
Delivery example (Molly): The continent has a GDP of 3.42 billion dollars.

As explained in the discussion of the pilot study results, the order of magnitude
trillion (10'2) was displayed as bilione in Italian, which is the correct translation
but rarely used — common alternatives are: trilione (10'%), an incorrect transla-
tion but used with increasing frequency as a loanword from English, and mille
miliardi, a correct and more native alternative but difficult to process during SI
and to implement in the CAI tool. Six of 10 participants translated bilione (trillion)
as miliardo and described the tool’s suggestion as a mistake: “I don’t understand
how the tool got that wrong” (Molly). Seeing bilione on the screen, they prob-
ably associated it with the English order of magnitude billion and translated it
into miliardo (the Italian order of magnitude for billion). Two of these partici-
pants used the tool’s suggestion first and then wrongly corrected it into miliardo.
Of the remaining four study participants, two opted for the Italian order of mag-
nitude trilioni and only two accepted the tool’s suggestion bilioni. Hence, albeit
correct, the tool’s suggestion seems to have been confusing and disruptive to
interpreters, probably due to its low frequency of use. It must be noted that the
statement “Africa’s GDP is 3.42 billion dollars” corresponds to a plausibility er-
ror. Given that we can expect professional conference interpreters to be able to
gauge, in normal conditions, the implausibility of this statement, the most likely
explanation is that correcting the tool required too much of their attention for
them to also check the plausibility of their delivery.

8.1.2.4 Lists

The success rates on tasks of slightly higher complexity — when a series of terms
are presented as a list (TL) or when a numeral is presented together with a com-
plex referent (NR) — were high, with mean values between 90% and 100%. How-
ever, some recurring problems occurred in the neighbouring text, as in the exam-
ple below, where while the information displayed by the tool was rendered accu-
rately, the parenthetical information was misinterpreted. The parenthetical infor-
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mation was rendered completely and accurately by only 1 participant, whereas 7
participants omitted it and the 2 remaining participants misinterpreted it.

Source: This year, the market cap of AngloGold Ashanti — the largest mining
company headquartered in Africa — was 12.13 billion USD.

Delivery example (Lotta): This year, the market cap of AngloGold Ashanti
— which represents the main headquarter - eh (.) nearly reached [numeral
appears] 12.13 billion US dollars.

8.1.2.5 Terms in semantically complex sentence

Problems were identified in the delivery when items displayed by the tool were
connected by complex logical links. This is the case of the task TS, which presents
three terms like TL but, differently from TL, the terms are not presented in the
form of a bullet-point list but rather they are embedded in a more complex con-
ceptual structure. The mean success rate dropped from 99% for TL to 45% for
TS, with median and mode values dropping from 100% to 30%. Deliveries of TL
break down into 2 correct renditions (100% success rate), 2 partial renditions (66%
success rate), 4 generalisation strategies (30% success rate) and 2 semantic errors
(0% success rate), where the interpreter’s delivery was completely different in
meaning from the source speech or nonsensical, as in the example below:

Source: Furthermore, the porous high-rank coal matrix, with larger hydro-
carbon-storage capacity, makes coal-bed methane reservoirs advantageous
for commercial operations.

Delivery example (Lotta): Furthermore, we must also consider an interesting
coal matrix, hence, with a capacity of storage of hydrocarbon and coal-bed
methane.

8.1.2.6 Highly complex tasks

The occurrence of errors in the interpretation of the speech seems to have been
more frequent in the most complex tasks, i.e. those characterised by high infor-
mation density and the co-occurrence of several problem triggers in the speech
unit. Mean accuracy rates lay between 60% and 80% for tasks presenting by the
named entity-acronym-charge sequence (especially SO and partly CP) and 79%
and 55% for numerical tasks (NIU, NCR, NCN).

The main recurrent pattern that was noticed in these tasks is participants’
tendency to interpret the tool’s suggestions and omit or misinterpret other com-
ponents of the message not provided by the tool. These components were not
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provided because of the tool’s functions: they do not classify as problem triggers
and hence would not be extracted by the Al

This error pattern had a significant impact on the rendition of the named
entity-acronym-charge sequence in the task SO (complex speech opening),
where the speaker greeted conference participants. Study participants tended to
omit the person’s charge, which was not displayed by the tool, as in the example
reported below. With some variations, this is a pattern that was identified in the
delivery of every participant, as testified by the fact that none of them scored
close to 90-100% on this task. Two main explanations of this phenomenon were
provided by study participants in the interview. The first is that they expected
that charges would appear. The second is the difficulty in sharing attention be-
tween the acoustic and the visual input due to the excessive latency, mentioned
by two participants: “the latency was too high and so I didn’t hear Rwanda at all”
(Stella).

Source: His Excellency Paul Kagame; Honourable Soraya Hakuziyaremye,
Rwanda MINICOM Minister, Ms Giovanie Biha UNECA Deputy Executive
Secretary.

Delivery example (Stella): His Excellency Paul Kagame; Soraya
“Hakuziaramie” from the Ministry of Trade and Industry; Giovanie
Biha from the Economic Commission for Africa.

This error pattern was identified also in number-dense tasks. In NCN (non-re-
dundant number cluster), the referent ‘diamond production’ was not displayed
by the tool. 6/10 participants misinterpreted the referent and, consequently, the
whole task. As in the example below, the error pattern consists of an omission
of the referent resulting in either a sentence fragment or a misattribution of the
arithmetical value to the previous referent.

Source: Madagascar alone produced approximately 58,000 metric tons of
nickel in 2021. Namibia’s diamond production amounted to 2.52 million
carats in 2018.

Delivery example (Mermaid): Madagascar alone has produced 58,000 tons
of nickel Namibia 2.52 million of nickel.

During the interview, one participant (Oscar) explained that he found the sug-
gestions confusing because the item ‘nickel’ remained highlighted. It could be
that the persistence of irrelevant stimuli on the screen, combined with partici-
pants’ difficulty in sharing attention between the acoustic and the visual input,
could be a design-related factor increasing the likelihood of error hence requiring
optimisation.

122



8.2 Users’ perception

8.1.2.7 CAI tool omission

The test speech presented only one case of CAI tool omission. The omitted nu-
meral was omitted by 6/10 participants and misinterpreted by 1 participant, as in
the example below.

Source: Analysts forecast that African production of LNG will increase by
150% from 28 mtpy in 2018 to reach 84 mtpy by 2025.

Delivery example (Jam): According to forecasts, African production of LNG
will increase by 150% to reach 28 million tonnes per year (.) next year and
84 million tonnes in 2025.

8.2 Users’ perception

8.2.1 Post-task questionnaire

Table 8.3 reports the measures of central tendency for the post-test questionnaire
answers.

Table 8.3: Questionnaire results: central tendency measures (main

study)

Mean Median Mode
Satisfaction 1.8 2 3
Ease of use 2.2 3 3
Effectiveness 1.9 2 3
Ease of learning 0.8 1 3
Timeliness 0.7 0.5 0
Dependability 14 1.5 3
Likelihood to use CAI (before) 14 1.5 2
Likelihood to use CAI (after) 2.4 3 3

The questionnaire results provide a measurement of participants’ self-reported
satisfaction with the tool and their evaluation of usability attributes. These values
are shown in Figure 8.1, which represents the standard interpretation of scale
means based on the UEQ.

The usability qualities that were attributed the highest value are ease of use
and effectiveness. Ease of learning, timeliness and dependability obtained sig-
nificantly lower scores. The questionnaire results also show participants’ stated
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Figure 8.1: Questionnaire results: central tendency measures (main
study)

likelihood that they would use ASR-based CAI tools in the booth in the near fu-
ture. The self-reported likelihood after the test is compared with the judgment
expressed by participants in the enrolment questionnaire, before testing the tool.
It stands out that the self-reported likelihood of using an ASR-based CAI tool
increased in 6 cases after testing SmarTerp and the mean value increased from
1.4 to 2.4.

8.2.2 Interviews
8.2.2.1 SmarTerp’s UI and technical specifications

In the interviews, several issues were raised by participants concerning
SmarTerp’s Ul and technical specifications. Participants explained that locating
items on the screen was a major difficulty in using the tool. One participant
(Jam) reflected on the fact that this process should become automatic for the in-
terpreter for the interaction to be as efficient as possible. Two Ul design elements
that were seen as facilitating this process were the chronological order of appear-
ance of items (i.e. the scrolling list with new items placed on top, mentioned by
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2 participants as a facilitating feature) as well as the highlight of new items or
repeated items (mentioned by 2 participants). Other design features were seen
as obstructive for the identification of relevant items on the screen. The most
frequently reported issue (by 6 participants) is the need for repeated items to be
placed at the top of the list. Participants explained that whenever they heard a
problem trigger, they immediately looked at the top of the list; if they did not
find the information there, “the eye had to wander” (Lotta), which in their view
decreased the efficiency of the tool. This was the case when a repeated term was
simply re-highlighted in its current position (e.g. third item from the top) rather
than displayed on top of the list again. One participant reported that she felt dis-
oriented by the fact that acronyms appeared in the terms module, in some cases,
and in the named entities column, in other cases, based on whether the acronym
abbreviated a term or a name. This forced her to “look for” the given item on the
screen, which made her lose time and concentration. The fact that items that are
not relevant anymore remain highlighted is another factor of complexity men-
tioned by some participants.

As far as the tool’s technical specifications are concerned, most participants
(8/10) regarded the latency as too high. 3 participants expressed the need to know
where the terms come from, which influenced the perceived dependability of the
tool. 2 participants suggested that adjusting the display of named entities and pro-
viding supporting information, in particular the charges accompanying named
entities and the referents accompanying numerals, should help prevent some of
the recurring problems identified in the deliveries and increase the effectiveness
of the interaction. As far as the transcription of named entities is concerned, one
participant suggested adopting a “syllabified coarse phonetic transcription” (Os-
car) — syllabified to aid the identification of phonetic units and “coarse” because,
differently from a scientific phonetic transcription, this should be easily read-
able for every interpreter. Another participant suggested adopting a “sound-like
transcription based on the source language” (Laila), like the one used in publicly
available ASRs systems (e.g. Google Cloud, Otter.ai etc.).

Participants’ opinions diverged on some aspects of the interface, which may
require more in-depth exploration or customisation. While 5 participants men-
tioned the division into columns as a strength of the tool, one participant saw this
characteristic as an unnecessary complexity; she also predicted that this feature
may become overloading in the context of speeches accompanied by PowerPoint
presentations. Another controversial aspect was the usefulness of the source and
target version of terms and acronyms, essential for one participant and unneces-
sarily complex for another.
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8.2.2.2 Perception of usability attributes

In the interviews, users were asked to justify their evaluation of the usability
qualities of SmarTerp. Starting from the usability aspects that received the high-
est values in the post-test questionnaire, participants’ evaluation of the tool’s
effectiveness and ease of use were highest. Based on the interviews, the poten-
tial of the tool to improve performance on problem triggers was regarded as the
main factor making its use effective (mentioned by 6 participants):

The tool can hugely increase accuracy: where in the past you would have
used emergency strategies [e.g., approximation] because of our human lim-
its (in my case, after 20 years in the booth I should interpret numbers with
eyes closed, but that’s absolutely not the case) the tool can help you achieve
greater accuracy; if you combine your human ingenuity with the technical
support, you can reach new heights. I believe that these tools will be com-
pulsory in a few months. (Laila)

The automatic extraction and display of suggestions and the “intuitive” interface
were mentioned as the main factors determining the tool’s ease of use. How-
ever, some negative aspects were mentioned too as impairments to the tool’s
effectiveness and the ease of use. Amongst them, the most common are a sort of
“distraction” caused by the tool and the need to “get used to it”. Users’ percep-
tion of these issues and their impact on the SI process is reflected in the following
quote:

The tool is very useful but also very complex to use: seeing a screen with
moving items is not very natural. You must identify items on the screen
and even a split second of delay can disrupt the interpretation, especially
in highly dense passages. There is also a difficulty in dividing attention be-
tween the speech and the tool. Moreover, if you see the suggestions on the
screen you feel compelled to say them but if you haven’t understood the
overall message, you can’t do much with the suggestions. (Jam)

Similar positive and negative considerations were made by users on the ease of
learning of SmarTerp. This is the usability attribute for which participants’ opin-
ions seem to diverge the most. Most users gave a +3 score to this usability at-
tribute and explained that, in their view, one can start successfully using the tool
immediately, without the support of a trainer, since it is “very self-evident: you
get suggestions and what do you have to do? Absolutely nothing. It is foolproof”
(Laila). Other participants referred again to the aforementioned drawbacks (get-
ting used to the tool, the feeling of being “distracted” etc.) and added that the
“intelligent” use (Jam) of the tool may require specific training.
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The tool’s timeliness was the attribute that scored lowest on all measures of
central tendency, meaning that it was the attribute that received both the lowest
mean value and the most negative evaluations. In fact, only two participants
found the latency acceptable. The reason is summarised in the quote below:

Too much time went by before the item appeared on the screen: waiting to
see it, I lost concentration on what came next and something went lost [in
the messages or the rest of the information]. You must remember that the
usual speaking pace we are confronted with is very high. Even milliseconds
can make a difference. (Stella)

Finally, participants were asked to evaluate the tool’s dependability and explain
what made them perceive the tool as reliable or unreliable. Participants who sub-
scribed to the tool’s reliability explained that they “expected” or “presumed” it
to be accurate. Other users saw possible inaccuracies and omissions as major
threats to the tool’s reliability. The main factors that, according to users, should
be evaluated are the adequacy of terminological suggestions (mentioned by 4
participants) and ASR performance (4) in the face of real-life challenges, such as
different accents, non-native pronunciation, bad sound quality and a slow inter-
net connection, in the case of on-site use of SmarTerp. It must be stressed that
the tool’s dependability seems to be a priority for users because, in the speed and
complexity of SI, it might be too demanding to check the plausibility of the tool’s
suggestion:

In some cases, I realised that the terminological suggestion provided by the
tool might not have been the most adequate, but I did not have time to add
my own version. Consider what happens when you use a CAI tool during
SL: (1) you see the prompt, (2) you read it out, (3) while you read it, you
assess its plausibility, (4) you don’t have time to add an alternative solution
because you have already committed to the CAL (Molly)

It was great to see all those long names and unknown terms on the screen.
But I did not have time to examine them while interpreting. Since I had
the suggestion, I wanted to use it, but I don’t know if I would in a real-life
assignment without knowing whether they are correct. What if they were
wrong? (Laila)

Finally, 4 participants said that they expected items to appear which did not ap-
pear (as they were not meant to) and this negatively influenced their perception
of the tool’s dependability.
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8.2.3 Drivers of users’ satisfaction

The interview questions concerning participants’ self-reported likelihood to use
the tool as well as those concerning the major perceived advantages and disad-
vantages in the use of SmarTerp yield insights into interpreters’ needs in the use
of a CAI tool and make it possible to identify some possible factors that may
drive their acceptance of such tools in the booth.

A first-time positive experience with the tool (which is commonly referred
to as user activation) seems to be strongly influenced by the perception of sub-
stantial advantages in using the CAI tool. In other words, interpreters whose
self-reported likelihood to use an ASR-based CAI tool increased after testing
SmarTerp (6/10 study participants) declared to have changed their evaluation be-
cause the test made them realise that the tool has the potential to improve their
performance beyond expectations, as reflected in the quotes below:

My interest definitely increased: I had a chance to see what the tool can
actually give you. (Mermaid)

When I saw the opportunity to test the tool, I was sceptical at first. But after
testing it, I am very impressed at what it can give you. (Oscar)

When I filled out the enrolment questionnaire, I had just tried another tech-
nological tool that was meant to enhance consec [the smartpen] but that
was a big disappointment and so I was a bit discouraged. But then I saw
SmarTerp and it was love at first sight: it is evident that behind the tool
there are people who know what the interpreting profession is about. (Lilla)

Other factors that contributed to users’ activation and overall satisfaction are:

1. Improved accuracy, mentioned by 5/10 participants who claimed that the
tool helped them reduce the number of errors and omissions.

2. Feeling of greater security/self-confidence, mentioned by 5/10 participants
who defined the tool as “a lifeline” (Mermaid, Jam), “a parachute” (Lotta),
“an umbrella when you’re walking under the rain” (Oscar), and “a good
boothmate” (Jam), who “is always there for you, when you’re in need”
(Stella). One participant explained: “I dread numbers, but this time I was
100 times more relaxed because I knew that I’d land on my feet” (Laila).

3. Reduced effort, mentioned by 3/10 participants who claimed that they felt
less tired because they did not need to retain in memory or write down
problem triggers during SI.
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However, study participants (particularly but not only those whose self-reported
likelihood to use an ASR-based CAI tool did not increase after testing SmarTerp)
declared that they would need to assess several aspects of SmarTerp before they
could decide to introduce it into their professional practice. Based on the inter-
view data, we may expect that interpreters’ continued use of a CAI tool (a factor
known as user retention) may be conditional to the following needs:

1. Ascertaining the tool’s absolute dependability, mentioned by 4/10 partici-
pants, who explained that the tool’s dependability is the very prerequisite
for using it: “you must trust that it is 100% reliable” (Lotta); “I wouldn’t
want a software telling me wrong things” (Stella). As explained earlier, de-
pendability is a prerequisite both because of users’ expectations and be-
cause it may be too demanding for the interpreter to check the plausibility
of the CAI tool, as well as the source speech and the plausibility of their
interpretation.

2. Testing the tool in the interpreter’s work domain, a need mentioned by 3/10
participants, who suggested that the use of this tool may be more useful
in specific interpreting settings or speech types rather than others; for in-
stance, one participant explained: “in my field, a whole phrase made up
of non-technical terms may represent a technical expression which must
be rendered precisely into the target language; I doubt that the tool could
help me in these cases” (Jam).

3. Comparing SmarTerp with other ASR-based solutions, mentioned by 3/10
participants.

4. Hearing other users’ opinions, mentioned by 1 participant: “It looks like a
promising development. However, before purchasing such a tool I'd need
to consider a few factors (such as its cost) and wait for other interpreters’
reviews and opinions of colleagues” (Toni).

5. Evaluating the costs of the tool, mentioned by 1 participant.

8.2.3.1 Usefulness

Participants’ reflections on the usefulness of SmarTerp to interpret problem trig-
gers provide insights into users’ expectations on a CAI tool. Users generally be-
lieve that the main advantages in using a CAI tool are increasing the accuracy
and completeness of the rendition of problem triggers and reducing the mental
effort in processing these difficult items:
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[Problem triggers] are the elements that most often slip away when we
interpret, we do not understand or do not know how to translate. They are
also the elements that take up the most space in your brain. (Lilla)

Through the support of a CAI tool, users expect to reduce errors and omissions in
the interpretation of these items. In the case of acronyms, two participants added
that being provided with the extended version of the acronym can increase the
quality of the interpretation because the interpreter can provide additional in-
formation to the audience. At the same time, they expect that the CAI tool will
alleviate some of the mental effort by offloading their memory or performing
some processing steps for them. For instance, 4/10 participants declared in the
interview that they commonly write down numerals when interpreting simul-
taneously but did not do so during the test because they expected that the tool
would do so for them and reported that this way they felt more “relaxed” and
“rested”. Finally, some participants reflected on the fact that the tool can be help-
ful as a confirmation or “a litmus test” (Jam), i.e., in all those cases when they are
not sure to have understood an item correctly.

These comments also offer insight into the problem situations in which a CAI
tool is most likely to be perceived as useful by interpreters:

a. Interpreting items not found in preparation: although assignment prepara-
tion is a crucial aspect of interpreters’ work, as one participant explained,
“a specialised term you don’t know can always come up” (Stella).

b. Dealing with highly technical assignments, which require a high degree of
terminological precision by the interpreter.

c. Interpreting speech passages particularly dense in problem triggers be-
cause they are associated with mental effort and a high error rate; in this
regard, three study participants mentioned in the interview that a human
boothmate may provide wrong suggestions or fail to understand numbers
and named entities and, hence, found the virtual boothmate more reliable
for these items.

In general, we can expect that the CAI tool will be most useful in challenging
situations. As one participant explained:

The usefulness of the tool depends on the problem: a CAI tool is very useful
for streams of numbers or numbers combined with a complex term. If the
sentence to be interpreted is “population amounts to 150.000” you can make
it by yourself. (Molly)
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In the same way, participants reflected on the usefulness of the tool for par-
ticularly complex named entities, such as long names, unknown names, foreign
names with a difficult pronunciation or names mispronounced by a foreigner.

In another section of the interview, study participants were invited to reflect
on the differences between the virtual and the human boothmate. In general, they
see consistency of performance accuracy (mentioned by 5 participants), readabil-
ity (3) and availability (2) as a strength of the virtual boothmate compared to the
human one. As explained by study participants, “human boothmates come and
go, your CAl is always the same” (Toni); the virtual boothmate “gives you every-
thing you need without complaining” (Oscar), “it is always there: it doesn’t go
on coffee break, it doesn’t go to the toilet” (Lilla), “it doesn’t get tired” (Jam), “it
doesn’t get distracted” (Laila). 4 participants stressed the objective user-tool rela-
tionship as an advantage: while interpersonal factors influence the relationship
with the human boothmate, the use of the virtual boothmate is solely dependent
on the interpreter’s individual needs:

It sometimes annoys me when colleagues are too helpful, but what can you
do? It would be impolite to ask them to stop it or look away. The tool doesn’t
take offence if I ignore it. (Molly)

However, the tool is perceived as less reliable when it comes to terminology (2
particiapnts): the human boothmate is seen as a more reliable help because s/he
can select the right term in context by virtue of his/her professional experience in
the field. At the same time, the tool is seen as limited when it comes to providing
help on the colleagues’ overall understanding of the speech (2 participants).

When asked which context of use they would prefer for the tool (online, on-
site or both), all participants replied “both”. The general tendency is that of pre-
ferring online use because of the possible technical barriers to on-site use (un-
stable or unavailable interpret connection, cables required to connect the tool
etc.). They also declared that in the context of combined use of human and vir-
tual boothmate, they would prefer to use mostly the virtual boothmate and have
the human boothmate serve as a “back up” helping in case of the tool’s failure,
checking the accuracy of the tool, monitoring the plausibility of the interpreta-
tion, and helping the interpreter when the overall meaning of the utterance is
not clear to them.

8.2.3.2 Difficulty in using the tool

During the test, study participants also perceived possible disadvantages in the
use of a CAI tool, which negatively affected their overall satisfaction. The ones
reported most often are:
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a. Failure to attend to the acoustic input: participants explained that when they
were looking at or waiting for the visual input, they lost their focus on
the source speech. Because of this excessive attention on the visual input,
participants explained that they failed to acoustically perceive elements
in the immediate linguistic context, such as the charge associated with a
person’s name or the referent of a number, as shown earlier in the analysis
of participants’ performance.

b. Loss of concentration on the overall meaning of the message: one participant
mentioned the fact that interpreters should always be able to “retell the
story”, i.e., to grasp the general meaning of the utterance rather than just
transcode words; he then explained that a high degree of accuracy for spe-
cific items at the expense of holistic understanding may be a threat in the
use of in-booth CAI support.

c. Indiscriminate consultation: a further risk may lie in making indiscriminate,
non-strategic use of the tool, i.e., consulting it and relying on its input also
when an alternative strategy may have been more effective. For example,
Mermaid mentioned that she usually repeats the sound of unknown named
entities; during the test, instead, she only looked at the tool and, in doing
so, did not attend to the sound; since she found it difficult to correctly read
out the long foreign names, she suggested that listening to and trying to
reproduce the sound might have been a better strategy.

d. Reliance-agency balance: some participants mentioned that they expected
the tool to help them, as for the participants who usually write down nu-
merals but did not this time. This exposes them to problems if the tool
is inaccurate or it presents limitations. For instance, one participant ex-
plained “sometimes I expected items to appear but they did not” (Oscar)
and another commented, “if the tool helps you twice, you expect that it
will help you a third time” (BCM). As discussed earlier in the report, this is
reflected in the omissions of the item omitted by the CAI tool as well as the
failure to interpret items not displayed by the tool because of its functions.

8.3 Usage problems and design recommendations

In this study, several usage problems were identified leading to recommendations
for the improvement of the CAl tool SmarTerp. Below, they are divided into issues
related to the CAI tool’s general UI design features, the particular characteristics
of how problem triggers are displayed, and the tool’s technical specifications.
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8.3.1 Ul design

In the pilot study, it was noticed that the sequential order of appearance of items
(ABCD, E — A, F — B, etc.) was confusing to users, who reported difficulty
in locating relevant information on the screen. The SmarTerp developers hence
changed the order of appearance to chronological (scrolling list with new items
appearing on top). Repeated items were not repeated but only highlighted in their
current position in the list. In the main study, two participants spontaneously
mentioned the chronological order of appearance as “ideal”. However, six users
still found that the highlight of repeated items in their current position (e.g. third
place from the top of the list) without moving them back to top represented an im-
pediment to the detection of relevant input. In their view, relevant items should
be always placed on top because that’s the spot on the screen where they spon-
taneously directed their gaze when they heard or anticipated a problem trigger.
The preparatory direction of the gaze onto the spot where items are supposed
to appear might be one of the processes in CAI tool use that become automatic
with repeated usage and make the interpreter-CAlI tool interaction more efficient
and effective. We, hence, recommend placing new items on top of the list to in-
crease the tool’s consistency favouring the development of automatic behaviour.
However, the items should not be repeated to avoid unnecessary clutter. Two
solutions are possible to avoid repetitions: (a) the repeated item moves from its
current position to the top of the list and all the other items descend to fill the
gap (which one study participant referred to as “Tetris mode”); (b) the repeated
item swaps place with the item at the top of the list. The first option implies
more movement on the screen, which may be either a distractor or a feature fa-
cilitating tool consultation thanks to the evident sign that a new item is being
provided. While, at the current state of research, we cannot judge whether the
scrolling of items would be advantageous or not, the first option allows us to keep
the chronological order in the items on the screen: as the repeated item moves
to the top, the second most recent item moves to the second position in the list.
Since this mode of display is more consistent with the chronological order of
appearance of new items, we recommend adopting this mode of display.

In order to facilitate the detection of items on the screen, it also seems rec-
ommendable to remove and/or de-highlight items when they are not relevant
anymore. We currently do not know what the optimal length of permanence
of items on the screen is. A solution could be to give users the option to de-
cide whether they want items to disappear and customise the length of perma-
nence (e.g. items disappear 30 seconds/1 minute/2 minutes etc. after they were
pronounced). A safer option to implement may be to de-highlight items after a
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certain time length (which may be customised too). In users’ performance, some
misattributions (i.e. interpretations in which a numeral is linked to the wrong
referent) were interpreted as usage problems triggered by the fact that no longer
relevant items remained highlighted. We noted that the referent constituting the
previous numerical information unit persisted on the screen as a highlighted
item, while the current referent had not been displayed. We hence hypothesised
that the permanence of irrelevant highlights might be a factor confusing users.

By the same rationale, it seems recommendable to enable users to switch on
and off the tool as well as individual modules to reduce clutter and satisfy inter-
preters’ need for personalised help. Allowing users to customise the order of the
modules within the CAI tool interface may also fulfil this purpose: users may
benefit from the opportunity to place modules in the order that they find more
logical or fields in the position that is most salient for them.

8.3.2 Display of problem triggers

The test confirmed some of the design team’s hypotheses about the optimal dis-
play of individual problem triggers and confuted other ones, pointing to some
optimisation potential. Our data suggest that not all interpreters may find the
display of both source and target language of acronyms and specialised terms
equally important — an idiosyncrasy which we observed both in the pilot and in
the main study. Some interpreters feel that the source language adds reliability to
the term. Others find the input excessive and superfluous since, as some argued,
interpreters do not have enough time to compare source and target during SI.
Hence, it seems recommendable to enable users to decide whether both source
and target language or only one of both should be displayed. At the same time,
users expressed the need to know the provenance of the terms displayed by the
tool to gauge whether these are reliable or not. The Ul may signal (through a
colour code or an icon) whether the term/acronym comes from the interpreter’s
glossary or has been retrieved from other terminological sources, which was seen
as a major factor affecting the tool’s dependability.

When it comes to named entities, in the light of the high frequency of pronun-
ciation errors, using an alternative graphic representation, such as a sound-like
phonetic transcription (possibly syllabified) as suggested by study participants,
should be explored in the future. The occurrence of gender errors also points
to the fact that users may benefit from having access to additional information
about the person, organisation etc. that is being mentioned. A possible option
is introducing a pop-up window that opens upon mouse hovering displaying a
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picture and some fundamental information about people that are mentioned, and
possibly other named entities (such as places, names of organisations etc.) too.
Finally, coming to numbers, our observations concern the mode of display of
numerals as well as the number of components of the numerical information unit
which are provided. In designing the tool, we decided to display digits as Arabic
numerals (with target-language punctuation) and provide the order of magni-
tude, if above ‘thousand’, as a target-language word. This choice was aimed at
supporting interpreters in the last phase of numeral processing, which is recod-
ing from Arabic graphic code into target-language phonological code. Compared
to previous studies, which displayed the whole numeral in the Arabic code (e.g.
Canali 2019) or a combination of Arabic digits and source-language orders of
magnitude (e.g. Pisani & Fantinuoli 2021), in our study, no syntactic errors were
identified for orders of magnitude ‘million’ and ‘billion’, which supports the ef-
fectiveness of our design strategy. However, a major problem was identified in
participants’ recoding of the order of magnitude ‘trillion’ (task NU, isolated nu-
meral). Participants had difficulty gauging the reliability of the suggestion and
either corrected it wrongly or chose an alternative translation. Note that simply
replacing the order of magnitude with another terminological alternative would
not represent a definite solution to the problem. The problem that may occur
in all languages in the translation of rare orders of magnitude, especially where
the target language does not present a univocal translation and one of the solu-
tions may cause ambiguity under the influence of source-language interference.
While it is difficult to propose a definite, one-size-fits-all solution, several options
should be tested, and perhaps the alternative that is gauged as correct and unam-
biguous by most interpreters should be chosen. Furthermore, it seems necessary
to explain to interpreters how orders of magnitude were translated. Coming to
the amount of information displayed, the number was displayed together with
the following element in the same item box, which typically is the referent or the
unit of measurement. The initial hypothesis was that it might be ideal to display
both referent and unit of measurement together with the numeral to provide the
interpreters with the core of the numerical information unit. However, this is
currently not possible because the syntactic position of NIU components may
vary, and these are not always problem triggers recognised by the Al engine. Af-
ter having observed that recurrent and severe errors occurred when interpreters
were not provided with the referent, the research team wondered whether an al-
ternative mode of display (e.g. a running transcript) might be better for numbers.
Another option to avoid overloading the interface could be having a pop-up win-
dow with the transcription of the sentence containing the numeral open at the
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click of the mouse or through mouse hovering, so that interpreters may be able
to selectively look at the broader context in which the item occurred.

8.3.3 SmarTerp’s technical specifications

Coming to SmarTerp’s technical specifications, a first reflection pertains to the
decision of whether to favour precision over recall, as recommended by Fantin-
uoli (2017). Fantinuoli hypothesised that “if a priority has to be set, precision has
priority over recall, in order to avoid producing results that are not useful and
may distract the interpreter”. The fact that study participants expressed the need
for the tool to be 100% reliable (dependability was defined as a prerequisite for
the adoption of the CAI tool) may be considered as empirical evidence for this
principle.

The excessive latency was pointed out by study participants as a major short-
coming of the CAI tool. In their view, error patterns such as the failure to perceive
other components of the message were, at least partly, caused by the excessive la-
tency. It could be that latency places a burden on interpreters’ working memory
(cf. Cowan 2010). If the interpreter waits to see the item appear on the screen to
produce the target speech, his/her working memory may become overloaded by
retaining understood but not-yet-interpreted items. This may either cause inac-
curacy in the interpretation of the already-processed speech segment or make it
impossible to listen and understand the subsequent speech segment. In the test,
all items appeared at constant two-second latency, which, at the time of writing,
is the lowest possible latency achieved by CAI tools. Even if technological ad-
vancement makes it possible to further reduce latency in the future, it may not
be expected that this will consistently be lower than 2 seconds. Rather, it seems
recommendable to train interpreters on how to effectively adjust their décalage
to use the CAI tool as productively as possible.

In observing study participants interact with the CAI tool, I noticed two dis-
tinct approaches to adjusting décalage to the CAI tool latency (see example be-
low). By the first approach, the interpreter interpreted the already-understood
source speech segment without waiting for the item to appear. When the item
did appear, s/he integrated it into her delivery. By doing this, décalage was close
to the source speech rather than dictated by the tool’s latency. By the second
approach, the interpreter followed the CAI tool and waited for items to be dis-
played to start producing the source speech segment. décalage was hence dic-
tated by the tool’s latency. Interpreters who successfully implemented the first
approach (following the speaker, not the tool), were the best performers in com-
plex and dense speech passages (e.g. SO, NCR, NCN). Interpreters who adopted
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the second approach (following the tool, not the speaker) were generally less suc-
cessful at coping with complex speech passages. Their delivery was often char-
acterised by errors in the second or third sentence, possibly because of memory
overload. If this hypothesis gets confirmed by future evidence, it could mean that
interpreters’ décalage strategy may offset a possible disadvantage derived by CAI
tool latency.

Source: In 2019, Africa produced nearly 8.41 mbd [million barrels per day] of
oil. Madagascar alone produced approximately 58,000 metric tons of nickel
in 2021. Namibia’s diamond production amounted to 2.52 million carats in
2018.

Delivery example 1 (interpreter following the speaker): In 2019 Africa [2019
appears] produced about 8.41 million barrels per day of oil. Madagascar
alone produced 58.000 tons of nickel in 2021. Diamond production in Na-
mibia amounted to 2.52 million carats in 2018.

Delivery example 2 (interpreter follows the tool): Africa produced, as far as
oil is concerned, [Madagascar appears] 8.41 million barrels per day, as far as
Madagascar is concerned also 58,000 tons [Namibia appears] in Madagas-
car. Instead, as far as Namibia is concerned, we talked about 2.56 million
increase of nickel production.
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9 Discussion

The analysis of usability test data in Chapters 7 and 8 yielded practical recom-
mendations for the improvement of SmarTerp’s UL Taking SmarTerp as a case
study of interpreter-CAl tool interaction during SI and interpreting the findings
against the backdrop of previous research, this chapter discusses the scientific
contribution of this work. First, the chapter summarises the study’s contribution
to the field’s current knowledge of interpreter-CAlI interaction, both from the
point of view of understanding of users’ performance and of users’ perception of
CAl tools. Afterwards, the chapter discusses possible evidence about the need to
train novice users of CAI tools. In a next step, based on the insights gained from
this study, the chapter suggests (albeit only tentatively) general heuristics of CAI
tool UI design and summarises open Ul design questions. The chapter then dis-
cusses the limitations of the work, traces future research trajectories and, finally,
provides methodological recommendations for future studies wishing to use the
methods developed in the present work.

9.1 General principles of interpreter-CAlI tool interaction

9.1.1 Users’ performance
9.1.1.1 Mediating variables affecting users’ performance

This study found that several mediating variables external to the CAI tool’s Ul
design can influence the outcome of interpreter-CAl interaction. The first is CAI
tool accuracy. The data gathered in this study suggests that an inaccurately dis-
played item or an omission of the CAI tool is likely to trigger either an error
or an omission in interpreters’ delivery. For instance, CAI tool omissions cor-
responded to delivery omissions in 93% of cases (i.e. across 3 cases of omission
interpreted by 5 participants) and in 60% of cases in the main study (in one in-
stance of CAl tool omission interpreted by 10 participants). The second mediating
tactor is task complexity (a variable that had not been accounted for in the design
of previous studies, cf. Chapter 4). In the present study, task complexity was de-
fined by the density of problems triggers in the speech passage to be interpreted
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and the complexity of the semantic relationships connecting them, whereas other
potential factors of complexity, such as complex syntax, were controlled for (cf.
Chapter 6). High task complexity was associated with much lower success rates
and with the occurrence of severe semantic errors. This means that, while one
isolated problem trigger in a simple sentence is likely to be accurately rendered
with the support of the CAI tool, speech passages dense in problem triggers or
where problem triggers are connected by complex logical relations (requiring
greater analysis effort from the interpreter) are more likely to be misinterpreted.
A further mediating variable is CAI tool latency. The large majority of study par-
ticipants perceived the tool’s latency as excessive. They ascribed errors in their
interpretation to “having to wait for the tool”, which, in their view, caused them
to forget or fail to process other elements of the unfolding messages. Given the
intense use of working memory (WM) during SI (e.g. Cowan 2000, Mizuno 2005),
a possible explanation for the supposed impact of latency on interpretation lies
in WM overload. It is possible that if the interpreter waits too long for the tool’s
input to start interpreting the items held in working memory, WM saturation
is reached so that already-processed items disappear from memory, or it is not
possible to process additional information. Future research should confirm the
impact of these mediating variables and possibly identify other significant ones
exerting an influence on CAL

9.1.1.2 Level of performance affected and error analysis

In the present analysis, errors were detected extending the analysis beyond the
level of the isolated term/numeral and including larger units of analysis (the sen-
tence, the coherence and cohesion of the speech passage, the plausibility of the
message etc.), i.e. adopting a “communicative approach” to the analysis of deliv-
eries (cf. Chapter 6). This is a major difference of this study compared to previous
empirical CAI research, which focused on the accuracy of interpreted numbers
and terms only, without focusing on the overall meaning of the interpreted mes-
sage (cf. Chapter 4). A significant proportion of errors in participants’ deliver-
ies was detected analysing the delivery beyond the mere problem trigger, which
means that CAl tool use may lead to overall incorrect delivery even when individ-
ual items were correctly rendered. Examples of errors detected at a communica-
tive analysis were problem triggers that were accurately rendered but wrongly
contextualised in the delivery, omission or misinterpretation of information ac-
companying the problem trigger or implausible delivery.
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9.1.1.3 Effectiveness and efficiency of the interaction

In usability studies, efficiency and effectiveness are typically evaluated with dif-
ferent metrics (such as success rates for the former and time on task for the
latter) and regarded as two distinct concepts: while an interactive system may
not be very efficient (i.e. sub-optimal in terms of the time and effort investments
required of users to complete the task) it may still be evaluated as effective (i.e. it
allows users to complete the task successfully). In the case of in-booth CAI tools,
the distinction of efficiency and effectiveness as two separate concepts seems
not to be as neat. Given that SI is a complex cognitive activity, the slightest inter-
ference may disrupt task execution. Hence, a decrease in efficiency, producing
a delay in the delivery and causing the cognitive load to increase, impacts the
tool’s effectiveness. For instance, study participants claimed that excessive CAI
tool latency delayed their interpretation and contributed to their failure to pro-
cess other elements of the unfolding speech.

9.1.2 Users’ perception
9.1.2.1 Perceived usefulness

The perception of the CAI tool’s effectiveness (described by study participants
as its contribution to a complete and accurate rendition of problem triggers, re-
duced effort in the interpretation of these elements and a greater feeling of secu-
rity) seems to have been a major driver of user activation, i.e. a positive first-time
experience with the CAI tool. In other words, in order to perceive the tool as satis-
factory, users need to feel that the tool helps them achieve better outcomes than
they would by themselves and with less effort. To achieve this goal, the tool must
be effective not just in easy problem situations, for instance, an isolated numeral
in a simple sentence, which we may expect professional conference interpreters
to be capable of solving themselves, but rather in the most complex ones, such
as the interpretation of long and complex named entities, high number density
and the co-occurrence of several problem triggers. Study participants explained
that complex tasks are the ones where they were most in the need of CAI tool
support.

9.1.2.2 Perceived dependability

Issues in interpreter-CAI tool interaction may have interfered with the other
sub-processes such as monitoring the plausibility of the own delivery and check-
ing the plausibility of the tool’s suggestions. Participants stressed that during
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SI “even a split second makes a difference” and reported that, in this context,
they found it difficult to monitor both themselves and the tool. This perception
is reflected in the high rate of delivery errors corresponding to CAI tool errors
in the pilot study (48%, across 5 cases of CAI tool error interpreted by 5 partici-
pants). Interpreters perceive the CAI tool as a source of immediate and reliable
help when in need. Hence, they regard the tool’s dependability as a fundamental
prerequisite for them to adopt the tool in real life.

9.1.2.3 Perception of human vs artificial boothmate

The ambition of ASR-integrated CAI tools is to represent an ideal virtual booth-
mate. To fulfil this role, the virtual boothmate should possess some character-
istics of the human boothmate perceived by interpreters as “ideal” - although
the help provided by the virtual and the human boothmate currently are and
are likely to remain different in nature, as acknowledged by our study partici-
pants too. The study participants described a “good” boothmate as one who is
available, reliable and knows what type of help the individual interpreter needs.
Participants spoke of trusted colleagues who know their interpreting style, their
preferences and needs well and provide help accordingly. The personalisation
of help is regarded as crucial because excessive or unnecessary input may be
disruptive during SI. Therefore, it seems recommendable for a CAI tool to pro-
vide sufficient customisation options for the individual interpreter to adjust the
amount and type of support received to meet their individual needs. However,
because users most commonly do not use the customisation options available in
the tools they use, it seems recommendable to instruct CAI tool users on how to
adjust the options to best suit their needs.

9.2 Training needs of CAI tool users

While ASR- and Al-powered CAI tools address existing needs of interpreters,
which makes them potentially very useful, error patterns recurrently occurring
in interpreters’ delivery warn us from taking the success of CAI tool use for
granted. Despite the apparent simplicity and intuitiveness of CAI tools, achiev-
ing an effective integration of CAl tools into Sl appears to be a complex task. Such
complexity risks to offset the potential gains of utilising these tools, if users are
not instructed to use them appropriately. At present, both the content and meth-
ods of CAI tool training (i.e. what should we teach? and how should we teach it?)
remain to be defined.
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9.2 Training needs of CAI tool users

All study participants in this study had completed an e-course introducing
them to the UI features and technical specifications of SmarTerp before taking
the test. They had had a chance to practise on the CAI tool in an interpreting
exercise of equal length, complexity and structure. However, several errors and
problems occurred anyway in their delivery. This suggests that the content of in-
booth CAI tool training cannot be reduced to mere information about the tools
and unguided practice.

While further research is needed to precisely define the content of CAI tool
training, some issues that emerged in the study may point to potential learning
needs. It must be stressed that not all study participants were aware of their
learning needs. Some participants contradictorily claimed that “no training is
needed to use a CAI tool effectively” but, at the same time, they reported several
difficulties in the use of the tool, such as “getting used to it” and developing
specific strategies to integrate it into SI. Some users also claimed that they did
not think the tool had any negative impact on their delivery also where they
made considerable errors. Developing awareness for potential problems in CAI
tool use and analysing one’s performance may be a first learning need to be
addressed in training.

Drawbacks of using the CAI tool that were reported by study participants, and
may point to learning needs, include:

« Difficulty in “ear-eye coordination”, i.e. attending to both the CAI tool and
the speaker simultaneously.

« Loss of concentration on the overall meaning of the message, in favour of
an excessive concentration on the problem trigger.

« Being prompted by the tool, i.e. interpreting an item that participants saw
appear on the screen as an impulsive, immediate reaction to the visual
input, although participants were aware of not having understood how to
contextualise the item.

« Indiscriminate consultation, i.e. consulting the tool also when an alterna-
tive strategy may have been more effective.

« Knowing the tool enough to formulate realistic expectations about what
items will be displayed.

« Reliance-agency balance, i.e. striking a balance between using the aids pro-
vided by the tool and remaining vigilant.
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9.3 CAI tool Ul design

9.3.1 Tentative heuristics

The results of the usability tests conducted in this study point to some heuris-
tic principles that may guide the UI design of CAI tools. Although these must
be corroborated by further evidence, they may provide hypotheses for future
usability-focussed studies on CAL

9.3.1.1 Display numerals as a mix of Arabic digits and target-language orders
of magnitude, if larger than thousand, but watch out for rare orders
of magnitude

Previous studies on the CAI of numbers displayed numerals entirely in the Arabic
code or using a mix of Arabic code for digits and source language phonological
code for orders of magnitude above ‘thousand’ (Canali 2019, Pisani & Fantinuoli
2021). Presented with this graphic representation of numerals, users still made
some transcoding errors in the rendition of orders of magnitude (e.g. ‘billion’
—> ‘million’). In this study, numerals were presented using a mix of Arabic code
for digits and target language phonological code for orders of magnitude above
‘thousand’. The fact that no transcoding errors for orders of magnitude until “bil-
lion’ were found in the dataset validates this design principle. However, the order
of magnitude ‘trillion’ represents an exception. This order of magnitude is rare
and its translation into Italian may be ambiguous. Therefore, the solution we
chose confused users and caused severe errors in the delivery. The TL transla-
tion of rare orders of magnitude in in-booth CAI tools should hence be carefully
chosen and its clarity should be verified with users.

9.3.1.2 Make the Ul interface as consistent as possible

Actions on the Ul interface (e.g. where new items appear on the screen) should
be as consistent and predictable as possible. An issue recurrently mentioned by
study participants during the interviews is a difficulty in “finding information
on the screen”. The activity of locating relevant information amongst all other
irrelevant stimuli on the screen is a cognitive process known in psychology as
visual search (Davis & Palmer 2004). Our study participants reported that the
additional effort and delay caused by non-automatic visual search caused them
to focus excessively on the visual input and fail to attend to the acoustic input.
A user interface that is maximally consistent should ease the development of
automatic search behaviour.
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9.3.1.3 De-highlight irrelevant items

In order to facilitate users’ identification of relevant items on the Ul, it seems
recommendable to de-highlight items that are no longer relevant.

9.3.1.4 Favour precision over recall

Because CAI tool dependability seems to be a fundamental need of users and
some study participants even claimed that they were unable to check the accu-
racy of the aids during SI, it seems recommendable to favour the precision of
displayed aids over recall, as suggested by Fantinuoli (2017).

9.3.1.5 Signal the origin of specialised terms and acronyms

Users were mistrustful of the terms suggested by the CAI tool. In the case of
CALI tools that search for terminology in external sources (e.g. electronic dictio-
naries, databanks etc.), it seems necessary to signal the origin of the displayed
term (e.g. via colour-codes or icons) so that users may decide whether to use the
information at a quick glance.

9.3.2 Open design questions

In this study, we could not find any empirical evidence for some principles that
guided the design of SmarTerp. It is still to be demonstrated empirically whether
these UI features ensure that CAI tool interface is usable. Each of these critical
features could be the object of a dedicated study.

The first open question relates to the separation of problem triggers into dis-
tinct interface sections (“modules”). Study participants’ opinions of this design
feature diverged. Some users found that the division into modules makes the Ul
better organised and more consistent. Other users found that it made the inter-
face excessively and unnecessarily cluttered. The impact of this Ul feature could
be explored comparing different interface options in comparable and controlled
tasks (A/B testing).

The second open question is about the display of terms and acronyms both
in the source and target language. Users’ behaviour did not point to any use
of the source-language version of the displayed item. This could depend on the
artificial nature of the study: interpreters may have taken the accuracy of items
for guaranteed and not performed the accuracy check that they would normally
perform in a real assignment. However, some users commented that they would
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have never had the time and concentration to check whether the tool suggestion
was accurate.

Open questions also relate to the display of named entities. Participants of-
ten mispronounced them or misinterpreted their gender (in the case of people).
Furthermore, the excessive concentration required to read out the named entity
from the screen recurrently led to errors or a loss of other fundamental informa-
tion components in the following sentence segment. Pronunciation errors are
more likely to occur in the interpretation of complex named entities of a foreign
language that the interpreter does not master. Gender errors may be more likely
when languages that are gender-neutral in spoken speech (such as Mandarin Chi-
nese) are interpreted simultaneously into languages that are gender-sensitive. To
cope with pronunciation errors, some study participants suggested using not the
official written form of named entities but a sound-like transcription similar to
that produced by publicly available ASR systems (like Otter.ai or Google Trans-
late). One study participant (Carlo) suggested adding a “Netflix-style pop-up” dis-
playing additional information about the people mentioned, such as a person’s
picture, gender, age etc.

A further question related to interpreters’ difficulty in interpreting not just nu-
merals but the whole numerical information unit correctly. A question is whether
displaying the transcript of the sentence in which the numeral occurs in response
to mouse hovering over the numeral might represent a more effective support
for interpreters rather than the isolated number.

Both in the display of named entities and numerals questions related to the
amount of information provided to users and whether more information should
be made accessible when users request it through an interaction with the system
(e.g. hovering over or clicking on the item). There seems to be a parallel with
intelligibility features in translation memories, that allow users to find out more
about the aid provided to them.

9.4 Limitations

This study has several limitations. From a general scientific perspective, the study
design was adequate to account for some possible mediating variables, that were
incorporated into the design of the test speeches, but not all possible variables.
Further variables such as the impact syntactic complexity, delivery pace, lan-
guage combination, remain currently unexplored. Furthermore, given the artifi-
cial nature of the test, an evaluation of CAI tool use in a real-life assignment may
reveal further insights and, possibly, yield a better understanding of actual users’
needs.
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From a usability perspective, the main limitations of the work derive from the
small sample size and the broad exploratory character of the inquiry. A larger
sample size is required to give more robustness to the design recommendations
that were developed within this work. Furthermore, to develop more robust Ul
design heuristics, focused studies are required to zoom in on specific interface
principles, for instance through usability testing.

Given these limitations, the UI design heuristics and the principles of inter-
preter-CAI tool interaction that were identified based on the interpretation of
the study findings should be regarded as initial hypotheses requiring further ex-
ploration

9.5 Future work

Empirical CAI research is still in its infancy and several research questions re-
main to be addressed by future studies. Future work may have three major orien-
tations: scientific, pedagogical, and usability. The scientific orientation consists in
exploring the CAI-tool supported SI to contribute to the field’s scientific knowl-
edge. The use of a CAI tool adds a further element of complexity to the already
complex cognitive task of SI. Therefore, this may represent a vehicle to increase
understanding of SI from a cognitive perspective — and, possibly, be of interest to
cognitive psychologists. More in general, scientific orientation may be seen as the
basic research providing the fundamental knowledge applied in the usability and
pedagogical orientations. A major and necessary contribution to basic scientific
knowledge may be obtained pursuing the following objectives: (1) Developing a
cognitive model of interpreter-CAl interaction that may explain which structures
are activated during CAlI-tool assisted SI and why errors occur; (2) Defining the
impact of CAI tools on users with varying interpreting expertise (e.g., students
vs professionals); (3) Exploring the impact of specific classes of problem trigger
and identifying moderating variables; (4) Ascertaining the psychophysiological
impact of CAI tool availability, for instance, exploring the hypothesis that it may
reduce stress.

The pedagogical orientation comprises all research conducted to define the con-
tent and methods of instructional interventions on in-booth CAI tool use in a
scientific and systematic way. This orientation is of interest both for the devel-
opment of CPD solutions for professionals and the training of new generations
of interpreters. To advance towards the development of research-based solutions,
the following research gaps should be filled: (1) Modelling the skills and knowl-
edge structures underlying effective interpreter-CAl interaction; (2) Defining ef-
fective instructional strategies to train those skills.
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Finally, the usability orientation aims at developing recommendations for the
further development of CAI tools, identifying the optimal Ul features and techni-
cal specifications. Some research gaps that should be filled to develop this orienta-
tion are: (1) Developing research-validated tools and measurements: for instance,
usability studies rely on a number of validated questionnaires; using these tools
across studies increases their construct validity and allows for comparability and
replicability; (2) Developing industry benchmarks allowing to put the evaluation
of a CAI tool in perspective; (3) Exploring the impact of particular interchange-
able Ul elements, which are currently selected based on the personal intuition of
interpreters/designers with little scientific justification. These are, for instance,
the use of a running transcript vs isolated problem triggers, unitary field vs divi-
sion of suggestion into modules etc.

9.6 Methodological recommendations

The present study represents an example of usability-oriented empirical CAI re-
search. Future studies may build on the methods used in the present work to
evaluate the usability of CAI tools. I recommend that these studies consider the
following methodological recommendations:

1. Participant selection: to develop valid recommendations, participants
should be representative of the target users for which the product was
designed. If non-representative users are selected for convenience or to
achieve other scientific aims, this should be specified in the limitations of
the study; in this case, usage problems and possible solutions should serve
as hypotheses rather than definite design recommendations.

2. Sample size: given the time-intensive nature of usability tests, it is common
to have small samples, and it is believed that 5 participants are sufficient
to detect major usage problems (Barnum 2020, Nielsen & Landauer 1993).
However, the limitations of a small sample should be acknowledged. If a
quantitative research question and statistical validity are pursued with a
small sample, an experimental design collecting a large number of data
points on the impact of one specific variable may be preferable to a usabil-
ity test. Alternatively, other HCI testing methods should be considered.

3. Test speech design: because usability tests should involve tasks represen-
tative of real-life challenges that users would overcome through the use
of the product, a sufficient degree of experimental control is required on
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9.6 Methodological recommendations

all actions that users perform with the product during the test session to
evaluate the usability of the tool on those tasks. In the evaluation of a CAI
tool, the design of the test speech is crucial because it is the source of the
tasks that users accomplish with the support of the tool. In the limitations
of the study, it should be specified that this design strategy represents a
limitation to the ecological validity of findings. We recommend specifying
the precise characteristics of the test tasks and, if possible, disclosing test
materials to encourage scientific scrutiny and replicability.

. Approach to the analysis of deliveries: the identification of critical incidents
and usage problems through a process of abstraction requires the analy-
sis of interpreters’ performance. A micro-analysis focusing solely on the
interpreted problem trigger may be useful to respond to specific research
questions. However, a broader analysis of the interpreting product is re-
quired to infer the impact of the CAI tool on the interpreting process and
derive considerations on possible tool-related problems. It is recommend-
able to adopt an analysis framework that allows for such an in-depth nu-
anced analysis — which we obtained adopting a communicative approach
and an adaptation of the Redundancy Ladder Model (Frittella 2019a). If a
micro-unit of analysis is used in the study (e.g., only interpreted numer-
als or specialised terms are analysed without) it should be specified that
the results of the analysis are not reflective of broadly-conceived “delivery
accuracy/quality” and are not measurements of “CAI tool effectiveness”.

. Inferring the cause of critical incidents: human factors always influence the
outcome of users’ interaction with a product. This may be particularly true
of SI - a cognitively taxing task of bilingual communication performed by
human interpreters in real-time and under time pressure. The influence of
contingent and idiosyncratic factors represents a major potential threat to
the usability testing of a CAI tool as a critical incident may be caused by
multiple factors. In my study, I found it particularly helpful to integrate
observations and performance metrics with interview passages in which
participants explained why, in their view, particular critical incidents oc-
curred. I considered their explanation as a form of participant triangulation
strengthening the reliability of my interpretation.

. Interpreting users’ recommendations: while study participants’ recommen-
dations may be useful to surface their perceived problems and needs, they
should be evaluated in the light of a whole range of possible biases: users
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may be unable to locate or adequately explain a problem, they may mis-
attribute a problem to the wrong cause, report that they want something
which actually does not work in practice etc. In sum, while it is important
to listen to users’ opinions, one should not “ask users to be designers” (Bar-
num 2020). Their recommendations may be taken as a starting point for
further exploration or a source of participant triangulation but not as an
infallible source of design recommendations.

. Validity of findings: recommendations for the design and development of a

product through usability testing are a powerful tool to improve a product.
Nonetheless, it should be made clear that these are based on small-scale
studies which may have yielded only a partial understanding or biased
view of the issue. Like all scientific research, the results should be held
as valid only until disproved by further evidence and scientific scrutiny
should be encouraged through a transparent and well-documented pro-
cess of (a) formulating research questions on Ul design elements and tech-
nical specifications of the tool, (b) collecting adequate data to explore these
questions, (c) providing a detailed, objective description of findings, (d) and
explaining researchers’ interpretation of underlying usage problems.

. Generalisability of findings: the results of small-scale inquiries are, by their

own nature, not generalisable in a statistical sense. However, we suggest
that the concept of analytical generalisation (Yin 2013) may apply to the
design principles identified in usability tests. Analytical generalisation in-
volves making projections about the results of a study not to a popula-
tion but to a theory. Evidence for the applicability of a principle gathered
through multiple studies strengthens the generalisability of the given prin-
ciple to other similar cases. Usability testing was used in the present work
in line with the aim to derive recommendations on the tool’s UI design and
technical specifications. Future work may focus on applying other user re-
search methods in line with different aims and research questions, such
as contextual inquiry and focus groups to deepen understanding of users’
needs, A/B testing to compare two different designs etc.



10 Conclusion

The interpreting profession is facing a phase of change due to technological ad-
vancement. CAI tools are one such technology that has the potential to become
deeply entrenched in the way SI is performed. Thanks to the recent introduc-
tion of ASR- and Al-technology into CAI solutions, it is now possible for con-
ference interpreters to utilise these tools during the complex cognitive task of SI
to receive automated support for the rendition of particularly problematic items,
known as “problem triggers”. The occurrence of acronyms, named entities, num-
bers, and specialised terms in the source speech systematically corresponds to
higher-than-normal rates of omissions, generalisations, approximations as well
as severe errors and is thought to increase the processing requirements of the in-
terpreting task. ASR-integrated CAI tools, representing an artificial boothmate
for interpreters, have the potential to increase accuracy and alleviate some of the
mental effort in processing these problematic items. However, CAl tools are used
during a task, simultaneous interpreting, that is already extremely complex from
the point of view of the numerous sub-processes taking place concurrently in the
mind of the interpreter. Details matter in the design of any user interface, where
seemingly small features can significantly impact users’ performance. This is all
the truer in the case of a tool designed to be used in a task that is as cognitively
complex as SI. Therefore, CAI tool UI design is of utmost importance to ensure
that these potentially useful tools are supportive, not disruptive, for the inter-
preter.

Despite the importance of CAI tool usability, the design of CAI tools has been
intuitive rather than systematic and evidence based. While empirical research,
for how scarce, has been conducted on the use of CAI tools in the booth, no pre-
vious study systematically evaluated the CAI tool interface with the aim to pro-
vide empirical evidence for design principles that could make the Ul more usable.
Differently from CAT research, which has been enriched by cross-fertilisation
with the field of HCI, empirical CAI research is still in its infancy and has been
mostly initiated by scientific aims. Empirical CAI research has predominantly
addressed exploratory research questions (e.g. how do untrained students use CAI
tools?) or experimental hypotheses (e.g. do CAI tools lead to an improvement in in-
terpreters’ performance?). Study designs and measures have been consistent with
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the experimental research tradition in interpreting studies, but no study has ex-
plicitly drawn on a methodological and theoretical HCI framework to evaluate
the usability of existing interfaces and inform their future development. Previous
studies have created our current knowledge base on CAI and some methodolog-
ical contributions paved the way for possible new lines of research (e.g. Prandi
2022, which offers the starting point for cognitive CAI research). However, they
have not specifically addressed the tool’s usability and insights concerning these
aspects were obtained incidentally rather than as a major and intended output -
with some recent exceptions (Montecchio 2021, EABM 2021b), which, however,
must be considered in the light of their limitations. Hence, it may be more appro-
priate to say that empirical CAl research so far has mostly provided evidence for
the tool’s utility rather than usability.

This book presented a case study of interpreter-centred design and develop-
ment of an ASR- and Al-powered CAI tool, SmarTerp, and detailed the appli-
cation of usability testing methods to the empirical evaluation of this solution.
After a literature review of usability research methods in usability engineering,
translation technology (CAT tools), and interpreting technology (CAI tools), the
empirical part of the work shed light on the rationale for the development of
methods and materials. The work then presented the results of the two usabil-
ity tests (i.e. the Pilot Study and the Main Study) that were conducted with two
groups of conference interpreters (no 5 and 10, respectively) to develop design
recommendations and improve the solution. The study presented a convergent
mixed-method design in which quantitative and qualitative performance and per-
ception data were gathered through a CAl-tool supported SI test, a post-task
questionnaire and a semi-structured interview. Other than fulfilling the practi-
cal aim of improving the UI of SmarTerp’s CAI tool, the study contributed to the
field’s scientific understanding of interpreter-CAl interaction and moved some
steps forward towards the development of data-driven usability heuristics for
CAI tool design, as argued in the discussion. Nevertheless, given its novelty and
interdisciplinary nature, the study represents a methodological contribution to
empirical CAI research. The work may, hopefully, pave the way for a strand of
usability-focused empirical CAI research. To this aim, the transcript of the test
speeches are provided in the appendix and the study limitations, as well as pos-
sible future trajectories and methodological recommendations for future work,
are addressed in the discussion.

Usability testing, along with other user research methods, is a fundamental
tool to ensure that technological solutions meet conference interpreters’ needs
and are suitable for the complex cognitive task they intend to support. A usability-
focused line of empirical CAI research contributes to ensuring the development
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of interpreter-centred solutions, that may help professionals leverage technologi-
cal affordances, achieve better service quality and keep up with changing market
requirements.

Future work should focus not only on the “machine side” of interpreter-CAI
interaction but also on the human side. Previous research highlighted problems
that are not caused by usability issues but rather by interpreters’ improper use of
CAI tools, such as their “overreliance” (Defrancq & Fantinuoli 2021) on the visual
aids. The present work confirmed that interpreters encounter several difficulties
in the use of CAI tools during SI. Despite the apparent simplicity of these tools,
given the automaticity offered by ASR and Al technology, the effective integra-
tion of visual aids into the SI process appears to be far from simple. Exploring
the complexity in interpreter-CAl interaction and identifying the root causes of
the problems experienced by interpreters to inform the development of training
resources seems highly desirable. Supporting interpreters in the use of CAI tools
through training does not only offer practical benefits, i.e. increasing the effec-
tiveness of interpreter-CAl interaction, but also has an ethical dimension. As con-
cerns multiply with new technologies quietly nudging aside humans, assuming
greater roles in the T&I industry, helping humans leverage technological inno-
vations to enhance their service represents a contribution to a more thoughtful,
ethical system with human interpreters as the pivot of progress.

Research on CAI tool usability and research informing CAI tool training are
hence complementary in supporting the profession at a time of unprecedented
change. In this crucial time of a “technological turn”, research on interpreting
technology (be its focus usability or training) is needed to inform change in the
field and ensure that technological development is fair and sustainable. This need
calls for a redesign not just of tools but of the very role of research and the
researcher. To live up to its social responsibility, research will need to work as
the link between different stakeholders, ensuring that their concerns are central
to technological development.
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Appendix A: Test speech

A.1 Briefing (communicative context)

Welcome address by Dr. Rene N’Guettia Kouassi, Director of the African Union,
at the African Union Conference, on 21 January 2021, on-site and remote.

A.2 Reading instructions

1. Read at a speed of about 110 words per minute.

2. Make a 0.3-second pause when you see the following in the speech: [0.3
pause].

3. Please, make a shorter, natural pause at the end of an idea or paragraph.

4. The [extended name of acronyms], in square brackets and italics, is provided
in the transcript only for reference and should not be read out.

5. The speech section headings (Greetings, Programme, Africa’s assets, GDP,
Population, Natural resources, Conclusion) are provided in the transcript
only for reference and should not be read out

A.3 Transcript

Good morning ladies and gentlemen,

Thank you so much for joining us here today. As you know organising this con-
ference this year has taken extra organisational efforts given the Covid-19 pan-
demic. Therefore, we are particularly glad and grateful that the conference could
take place and that some of us could even be here in person in spite of the ad-
verse circumstances. If everyone has taken their seats and the technicians con-
firm that the live streaming is functioning properly, I shall start with my address.
[0.3 pause]
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H.E. Paul Kagame,

« Hon. Soraya Hakuziyaremye, Rwanda’s MINICOM [Ministry of Trade and
Industry] Minister,

« Ms Giovanie Biha, UNECA [United Nations Economic Commission for
Africa] Deputy Executive Secretary,

Ladies and gentlemen. [0.3 pause]

It is my utmost pleasure to see so many participants in this historic room that we
chose to host our conference. And it is also remarkable that many participants
are following this conference from countries across the continent. On behalf of
H.E. President Felix-Antoine Tshisekedi Tshilombo, it is my honour and pleasure
to welcome you to this conference. It is our hope that today’s conference will pro-
mote a fruitful dialogue and stimulate collaborations among African countries,
which is one of the key objectives of the African Union. [0.3 pause]

Before I go on talking about the African Union and the road ahead for Africa, I
would like to remind you of today’s programme:

1. After my introductory remarks and the address by our Chairman, H.E.
Tschikedi Tschilombo, we will hear the keynote speech ‘Made in Africa:
towards realizing Africa’s Structural Transformation for the achievement
of Agenda 2063’ by H.E. Kwesi Quartey, AUC’s [African Union Commis-
sion] Deputy Chairman.

2. We will then hear an address by H.E. Professor Victor Harison, our new
Commissioner for the DEA [Department of Economic Affairs], titled ‘Re-
thinking continental initiatives and regional cooperation’.

3. After a 30’ break,
4. we will have a 90’ panel discussion
5. and finish off with a Q&A session. [0.3 pause]

Ladies and Gentlemen,

As you know this annual gathering reflects the mission of the African Union: To
achieve greater unity, cohesion and solidarity between the African countries and
African nations and to accelerate the political and social-economic integration
of the continent. There are several signs that we are on the right track.
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The continent currently has a gross domestic product of USD 3.42 trillion. This
represents a remarkable achievement if we consider the fast pace of our economic
growth over the past decades. [0.3 pause]

The economic growth will be accompanied, in the years to come, by a massive
demographic growth. Our growing population represents an invaluable asset for
Africa. This is why the African Union has been promoting the development of
an African single market, which would have the largest consumer base in the
world. The signing of the AfCFTA [the African Continental Free Trade Area] by
the African Member States significantly strengthens the movement towards this
goal. [0.3 pause]

Furthermore, while other countries are facing the challenge of an ageing pop-
ulation, Africa’s working-age population is growing rapidly and is projected to
surpass that of any other continent by 2030:

« By 2030, the African continent would add about 295 million new people
aged 15-to-64.

 The growth would push the number of 15-to-64-year-old Africans up by
40% by 2030.

« By 2030, Africa would hence be home to nearly 1 billion people of 15 to 64
years of age. [0.3 pause]

There is no doubt that Africa’s population is a precious resource for the further
growth of the continent. And this is certainly not our only asset. Let us not forget
that Africa has a wealth of natural resources:

« In 2019, Africa produced nearly 8.41 mbd [million barrels per day] of oil.

« Madagascar alone produced approximately 58,000 metric tons of nickel in
2021.

« Namibia’s diamond production amounted to 2.52 million carats in 2018.
[0.3 pause]

Africa’s abundance of natural resources represents a huge potential for the
continent’s economic growth and could generate shared prosperity for all. Our
soil is rich in high-value praseodymium, dysprosium and terbium. These are very
rare elements, for which global demand is constantly growing. [0.3 pause]
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Such growing demand is reflected in the market value of our mining compa-
nies. This year, the market cap of AngloGold Ashanti - the largest mining com-
pany headquartered in Africa — was USD 12.13 billion. [0.3 pause]

Africa is also rich in natural gases — much cleaner and cheaper than fossil fu-
els, which explains the constantly growing global demand. Analysts forecast that
African production of LNG [liquefied natural gas] will increase by 150% from 28
mtpy [million tonnes per year] in 2018 to reach 84 mtpy by 2025. [0.3 pause]

We not only expect natural gas demand to continue rising over the years but
also to support Africa’s transition to green growth. Though its contribution to
the total energy mix is still modest, coal-bed methane has impressive potential.
The development and utilization of coal-bed methane are of great social and eco-
nomic benefit. It is a clean-burning fuel for domestic and industrial uses. [0.3
pause]

Furthermore, the porous high-rank coal matrix, with larger hydrocarbon-stor-
age capacity, makes coal-bed methane reservoirs advantageous for commercial
operations. [0.3 pause]

Ladies and gentlemen,

We are advancing towards the AU’s vision of an integrated, prosperous and
peaceful Africa, driven by its own citizens and representing a dynamic force in
the global arena. This, however, can only be realized with the full participation
of all stakeholders. Which is why events like this conference are so important.
Thank you for your attention and your participation. I wish you fruitful discus-
sions.
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Appendix B: Training speech

B.1 Briefing (communicative context)

Speech by Yoshihide Suga, Prime Minister of Japan. Welcome address at the High-
Level Meeting on Japan’s Economic Recovery in the Covid-19 aftermath, Febru-
ary 3, 2021 (via Webcast).

B.2 Reading instructions

1. Read at a speed of about 110 words per minute.

2. Make a 0.3-second pause when you see the following in the speech: [0.3
pause].

3. Please, make a shorter, natural pause at the end of an idea or paragraph.

4. The [extended name of acronyms], in square brackets and italics, is provided
in the transcript only for reference and should not be read out.

5. The speech section headings (Greetings, Programme, Africa’s assets, GDP,
Population, Natural resources, Conclusion) are provided in the transcript
only for reference and should not be read out

B.3 Transcript

Good morning ladies and gentlemen,

Our session is just about to start in few minutes, so please make sure to check
your camera and microphone settings. While we wait for all participants to con-
nect, let me say that I am very pleased that you could all join this forum. We
intended to create an arena for thoughtful discussion and debate, which is all
the most important in these challenging times of an enduring global pandemic.
I see that all participants have connected now, so I will start with my welcome
address. [0.3 pause]
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« H.E. Tar6o Aso, Deputy Prime Minister,

Honourable Hiroshige Sekd, METI [Ministry of Economy, Trade and In-
dustry] Minister,

Distinguished Fumio Hayashi, Professor at GRIPS [National Graduate In-
stitute for Policy Studies],

Ladies and Gentlemen, distinguished colleagues. [0.3 pause]

Good morning.

It is my pleasure to have the opportunity today to exchange views with leaders in
administrative, financial, and economic areas in Kanagawa-ken [Kanagawa Pre-
fecture], which is taking place online due to the continuing impact of the novel
coronavirus (COVID-19). [0.3 pause]

At the January MPM [Monetary Policy Meeting], we heard the outlook for
Japan’s economic activity through the coming fiscal year. While the pandemic
had an impact on our economy and society, the overall outlook appears to be
positive. [0.3 pause]

Despite the adverse circumstances, our country remains a global economic
force. Japan has a GDP of USD 5.38 trillion. This means that, although our econ-
omy had the biggest decline on record in the aftermath of the pandemic, it is now
recovering. [0.3 pause]

In my address today, I would like to remind us of the strengths of the Japanese
economy and open the discussion on how to make it even more resilient and com-
petitive in the years to come. Before I continue with my address, let me remind
you of the programme for today’s conference:

1. My welcome address will be followed by a keynote speech by Honourable
Hiroshige Seko, Minister of Economy, Trade and Industry.

2. Kuroda Haruhiko, Governor of the Bank of Japan, will then honour us with
a presentation on the topic Japan’s Economic and Monetary Policy in the
aftermath of the Covid-19 pandemic.

3. After a 45 break,

4. we will finish off with our roundtable on economic recovery, digital policy
and reinvention. [0.3 pause]
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Distinguished colleagues, While COVID-19 has had a significant impact on

social and economic activities, this also could be an opportunity to reform the
economic structure that will strengthen the growth potential.
Let us think for instance of the various efforts to use information and communica-
tion technology in such areas as telework and online medical care. This increased
use led to new innovative solutions and boosted the growth of our communica-
tion network, which is considered the most advanced in the world. The impor-
tance of telecommunications in our country is reflected in the market value of
SFTBF [SoftBank], which has reached USD 159.60 billion. This is one of the exam-
ples of how our society and economy can make the most of the harsh experience
of COVID-19. [0.3 pause]

Exports have traditionally been a core pillar of the Japanese economy. Before
the pandemic, Japan was and remains a global exporter of metals. Japan’s export
of hot-rolled iron increased by 3.51% from 12.5 million tons in YTD [year to date]
2018 to 16.85 million tons in YTD 2019. Although exports decreased when the
pandemic hit, they have been witnessing a steady increase over the current fis-
cal year. [0.3 pause]

Our machinery and equipment are still considered a synonym of quality
around the world. Japanese machinery, like our high-performance spinning
extruders are leaders in the plastics manufacturing industry. [0.3 pause]

Recent trends in Japan’s exports offer further evidence of an ongoing trade
recovery built around tech. Our top exports include core pieces of equipment in
microchip manufacturing, such as microassemblies, semiconductor lithography
equipment, and wire enamel. These are key components and devices supporting
the information-oriented society and we expect that their export volumes will
continue to increase in the next years. [0.3 pause]

Looking at the road ahead, we are committed to economic growth that is sus-
tainable not only from a financial and social but also from an environmental
point of view. Japan is progressing towards its green goals of meeting a larger
share of its electricity demand through biomass-derived power:

« Japan’s domestic production of woody biomass increased to 10.2 million
BDt [bone-dry metric tons] in 2020.

« By 2022, the new biomass plant in Aichi-ken will add 75 megawatts to
Japan’s production capacities.
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« The prefecture of Kyushu alone imported 0.71 million metric tons of PKS
[palm kernel shells] in 2018.

These figures are promising because biomass-derived power sets Japan on course
to become a carbon-neutral society. [0.3 pause]

In our debates today as well as our policymaking for the years to come, we
cannot fail to take into account one of the main challenges that our country will
have to face - that of an ageing population due to high longevity and low birth
rates:

« In Japan, the percentage of persons aged 65 years old and over exceeded
28.7% of the total population as of 2020.

« The elderly population of Japan increased by 300,000 in 2020 from a year
earlier.

« A total of 36.17 million people above 65 years of age lived in Japan in 2020.
[0.3 pause]

The Japanese Government and business community seek to offset the effects
of an ageing population on economic growth and government budget resources.
The ageing population shapes demand and opportunities in various segments.
Innovation in the field of medicine, such as our Peptide Discovery Platform Sys-
tem, also provides a great contribution to improving the living standards of our
elderly population. The synthetically created macrocyclic peptides, with their
high degree of specific binding, offer the opportunity to target protein surfaces
traditionally considered “undruggable”. [0.3 pause]

Ladies and Gentlemen,

There is concern that the COVID-19 shock we are facing will remain for a long
time as scarring effects. It is important to avoid such “scarring effects” on the
economy as much as possible in order to create a situation where Japan’s econ-
omy will return to a sustainable growth path without any sudden deceleration
once the impact of COVID-19 subsides. Therefore, the top priority is to over-
come the crisis as swiftly as possible. At the same time, it is also important to
strengthen the growth potential while making the most of the lessons learned
from this crisis. I am confident that this event will represent a major contribu-
tion to defining the strategy for the future of our country.

Thank you.
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Usability research for
Interpreter-centred technology

Technological advancement is reshaping the ways in which language interpreters oper-
ate. This poses existential challenges to the profession but also offers new opportunities.
This books moves from the design of the computer-assisted interpreting tool SmarTerp
as a case study of impact-driven interpreting technology research. It demonstrates how
usability testing was used to achieve an interpreter-centred design. By contextualising
the case study within the past and current developments of translation and interpreting
technology research, this book seeks to inform and inspire a redefinition of the concep-
tualisation of interpreting technology research — not just as a tool to understand change
but to drive it into a sustainable and human direction.
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