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Chapter 1

INTRODUCTION: ARMED DRONES AND  

DRONE VIOLENCE

Qasem Soleimani died in Iraq on 3 January 2020 when the Iranian gen-
eral’s vehicle was struck by two missiles on a quiet road near Baghdad 
International Airport. With authorisation from the then-president of 
the United States, Donald Trump, the missiles had been launched by 
the remote operators of a MQ-9 Reaper drone aircraft flying overhead. 
Nine other people were killed in the attack: four Iranian officers and 
five members of the Iraqi Popular Mobilisation Forces.1 US intelligence 
officials had earlier managed to obtain secret details of Soleimani’s visit 
to Iraq,2 enabling the timely positioning of the Reaper. Then, for the first 
time, an armed drone was used by one state against a high-level official 
of another state on the territory of a third state. An international killing 
had occurred without any need for the killers to leave the United States, 
and without any immediate risk of their being discovered, captured and 
questioned by foreign authorities. Consequently, it has remained unclear 
what those US-based drone operators understood about what they were 
doing and what kind of violence they were perpetrating on this occasion. 
Was this drone strike against a foreign general from an unfriendly coun-
try an act of war, or was it an instance of ‘use of force below the thresh-
old of war’?3 Was it intended, in the manner of an intervention by armed 
police officers, to prevent an imminent and violent threat to public safety 
inside Iraq? Was the strike rather a means of punishing someone who 
was guilty of committing crimes against Americans? Or was it none, or 
somehow all, of those things?

The rationale offered by the US government at the time was a mixed 
one.4 An initial Defense Department statement described its drone-based 
killing as a ‘defensive action to protect U.S. personnel abroad’ whom 
Soleimani was ‘actively developing plans to attack’.5 Such language sug-
gests that the strike was driven by military concerns and had a warlike 
quality. Yet the statement also claimed that Soleimani was ‘responsible 
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for the deaths of hundreds of American and coalition service members 
and the wounding of thousands more’,6 suggesting that the strike might 
also have been an act of punishment for past wrongdoing. Later, Presi-
dent Trump characterised the drone strike as being both preventive and 
punitive: a ‘bold and decisive action to save American lives and deliver 
American justice’.7 Regarding the need to act preventively, there was 
some official disagreement about whether Soleimani had been about to 
order an attack. US Defense Secretary Mark Esper acknowledged that 
he had not seen specific evidence that American embassies were in jeop-
ardy immediately prior to the drone strike.8 But Secretary of State Mike 
Pompeo insisted that Soleimani really had posed an ‘imminent’ threat, 
such that the president’s ‘decision to remove Qasem Soleimani from the 
battlefield saved American lives’.9 Even so, the punitive rationale for 
the drone strike remained a consistent feature in the US government’s 
explanations. Attorney General William Barr opined that ‘this concept 
of imminence is something of a red herring’ anyway, and Trump tweeted 
likewise that ‘it doesn’t really matter because of [Soleimani’s] horrible 
past!’.10

Some US allies publicly supported the killing of Soleimani as an exer-
cise in ‘self-defence’,11 although Iraq’s prime minister condemned it as an 
‘assassination’.12 Then, in August 2020, this drone strike became the cen-
trepiece of a report by Agnès Callamard, the United Nations (UN) Special 
Rapporteur on extrajudicial, summary or arbitrary executions. Callamard 
found it difficult to frame the strike as an action in war such as would 
attract the application of international humanitarian law (IHL). At the 
relevant time, neither the United States nor Iran appeared to consider that 
a condition of war existed between them,13 and Callamard questioned 
whether ‘IHL standards’ were the best ‘fit’ for the purpose of legally assess-
ing the known circumstances surrounding Soleimani’s death outside of an 
active conflict zone.14 The better view, she argued, was that international 
human rights law (IHRL) remained applicable to this instance of non-war 
killing.15 In which case, the US government was responsible for arbitrarily 
violating Soleimani’s right to life when it sought to obtain ‘justice’ in an 
improper way.16 Critically, though, Callamard also acknowledged that this 
was an example of how ‘[s]ome drone strikes’ raise ‘genuine uncertainty’ 
about the basis for their justification.17

Moral uncertainty surrounding the use of armed drones more gener-
ally has been a persistent problem during the last two decades. This is 
partly attributable to the technological novelty of uninhabited aircraft 
equipped with video cameras and weapons, but ethical controversies 
mainly arise from the way in which some drone-using states have chosen 
to exploit and apply this emergent technology. In the associated debate 
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among ethicists, lawyers and policy practitioners, the moral rectitude of 
particular drone strikes and of drone strikes in general has often been 
fiercely contested. However, these debaters have sometimes talked past 
each other, ethically speaking, because they have brought different con-
ceptual understandings to bear upon the violence that is under consider-
ation. In response, Moralities of Drone Violence aims to provide greater 
clarity, for debate purposes, by exploring and ordering a variety of ways 
in which the violent use of an armed drone can be judged as just or 
unjust. Accordingly, this introductory chapter outlines the book’s organ-
isation of moral ideas around a series of concepts of ‘drone violence’: 
warfare, violent law enforcement, tele-intimate violence, and violence 
devolved from humans to artificial intelligence (AI) technologies. At the 
outset, though, it is important to establish what ‘armed drones’ are, how 
they are used, and who uses them.

ARMED DRONES: USES AND USERS

To begin, it is worth emphasising that the term ‘drone’ is employed here 
only for the sake of linguistic simplicity and because it is in common 
usage. The term is sometimes criticised (mainly by individuals with a 
military background) for being imprecise or carrying ‘negative connota-
tions’.18 However, in a discussion of ethics that proceeds without preju-
dice, it is not clear that any analytical benefit would accrue from routinely 
replacing ‘drone’ with a more cumbersome term (such as ‘uninhabited 
aerial vehicle’ or ‘remotely piloted aircraft’).19 Arguably, then, it is better 
to employ simpler language and to assume that the ethical significance 
of drones lies less in what they are called and more in how they are used. 

With the advent and advancement of drone technology, some tasks 
that could previously be performed only by the on-board pilots of air-
craft can now be performed more easily by the remote controller of a 
drone. Moreover, the availability of drones has made possible the perfor-
mance of new kinds of tasks. This is because, when an aircraft operates 
without a human on board, there is more scope for that aircraft to vary 
in size, and it can fly higher, faster and for longer periods than the human 
body can normally tolerate.20 Throughout the world, these technical 
advantages are mostly applied for benign purposes, and most drones 
are not armed. For example, remotely controlled and camera-equipped 
aircraft (sometimes with additional load-bearing capacity) have been 
useful in the provision of emergency healthcare,21 the delivery of medi-
cal supplies,22 the monitoring of endangered wildlife,23 and the rescuing 
of pets.24 Nevertheless, ‘drones’ in general can still seem fearsome and 
untrustworthy, even to people in need of drone-based assistance, because 
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of the notorious association of some drones with violence.25 This is 
mainly attributable to sustained media coverage of long-range strikes 
conducted by the US government since late 2001 (when the Afghanistan 
War began), although public attention has more recently turned also 
towards other uses of armed drones by numerous other governments.

For present purposes, an ‘armed drone’ is defined narrowly: it is a 
reusable aircraft that does not carry a human operator, carries at least 
one weapon, and incorporates on-board sensor and communication tech-
nologies for directing that weapon. This book is therefore not directly 
concerned with non-aerial (land-based or maritime) vehicles, unarmed 
drones that provide targeting assistance for other weapon platforms,26 
or with non-recoverable aerial devices (including missiles and so-called 
‘kamikaze drones’) that crash into a target.27 Each of these technolo-
gies is worthy of attention from an ethical perspective,28 but they are 
excluded here in the cause of pursuing a focused and coherent inquiry 
into the moralities of drone violence.

Uses for armed drones

An armed drone collects information from the environment where it 
is flying and delivers a weapon towards a target (on the ground or in 
the air) within that environment. For the most part, based on existing 
technology, such violence manifests in ground attack mode (involving 
air-to-surface weapons). When operating in this mode, a drone might 
be useful for protecting or supporting friendly or allied ground troops 
in armed conflicts. This could involve, for example, coordinating missile 
strikes with troop attacks and providing air cover to facilitate tactical 
troop withdrawals.29 Alternatively, a drone that launches air-to-surface 
weapons might be used for killing a particular individual located within 
or outside a conflict zone, or perhaps for the domestic policing purpose 
of neutralising a criminally violent threat to public safety.

Two types of drone aircraft, controlled over a satellite radio commu-
nication link, have been used most extensively by the US government for 
striking targets on the ground in distant foreign territories: the MQ-1 
Predator and the newer MQ-9 Reaper. The Predator is a 27-foot-long 
aircraft that can operate on 24-hour missions, up to 770 miles away from 
its base, at an altitude of up to 25,000 feet. The US Air Force (USAF) 
started using it for surveillance and reconnaissance in 1996, and in 2002 
this type of drone was armed with two AGM-114 Hellfire missiles. 
These could be guided towards ground-based targets by the Predator’s 
on-board ‘Multi-Spectral Targeting System’ which integrates an infra-
red sensor, high-definition video cameras, and, for targeting purposes, 
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a laser designator and laser illuminator.30 The USAF eventually retired 
the Predator and transitioned to using mainly the MQ-9 Reaper,31 which 
was designed from the start to carry weapons. The Reaper carries a simi-
lar set of sensor and munition-guidance technologies as the Predator, but 
it can fly farther and higher than its predecessor and is large enough (at 
36 feet long) to be more heavily armed (with up to eight Hellfire missiles 
or with a variety of larger bombs).32

The salient feature of these large and long-range drones (as the US 
government has used them) is that they enable the killing, in near-real 
time, of another person made visible at a precise location in another 
part of the world. Indeed, in using the satellite-linked Reaper to project  
power abroad, the US has arguably been able to transcend limits of time 
and space to an unprecedented degree. However, smaller drones can 
be useful too, when operating in ground attack mode at short range, 
even though their payload capacity and flying time are much less than a 
Reaper’s.33 In general, a small drone is operated by a single person within 
‘line of sight’ range, which is the distance (actually extending beyond 
visual range) a control signal can travel between the airborne aircraft 
and a ground controller’s radio.34 Examples of small-sized armed drones 
include the Tikad (equipped with a machine gun),35 the Cerberus GL (for 
carrying a single bomb, a 12-gauge shotgun or a launcher for three gre-
nades),36 and the Smash Dragon (which can fire assault or sniper rifles as 
it hovers over a target).37 Or, for the dispersal of ‘less-lethal’ munitions 
such as pepper spray balls (perhaps as a law enforcement tactic), the 
Skunk Riot Control Copter is available.38

The ability to use weapons in air-to-surface mode is largely depen-
dent on dominating the airspace. To this end, some drone manufacturers 
and governments are interested in armed drones that can use air-to-air 
weapons and prevail in aerial combat with other aircraft. The propeller-
powered Reaper (made by General Atomics) used by the US and UK gov-
ernments has been useful for conducting strikes against technologically 
weak adversaries on the ground in places where airspace is largely uncon-
tested. However, this drone is not as fast and agile as modern fighter jets 
(like the F-22 and F-35),39 so its utility is limited against the sophisticated 
airpower assets of more powerful adversaries like Russia and China.40 
Drones designed to operate only in ground attack mode could be modi-
fied, for greater ‘survivability’, to carry air-to-air missiles (like the short-
range AIM-9 Sidewinder), but this might not be enough.41 In which case, 
according to some drone-using states, there is a mounting need for drones 
that are designed afresh to be swifter, stealthier and more heavily armed 
than their predecessors. Prototypes of drones that are thus more suitable 
for aerial combat include General Atomics’ jet-powered MQ-20 Avenger, 
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Northrop Grumman’s X-47B, BAE’s Taranis, and Dassault Aviation’s 
nEUROn.42

In the design and experimental development of such drones, there is 
a capacity for some of their system functions (such as navigation and 
mid-air refuelling) to be performed ‘autonomously’ (by an AI technology 
rather than a human).43 Such a capacity is especially advantageous for a 
drone flying at extreme distances from its ground control station. This is 
because it can otherwise take several seconds for data and control signals 
to transmit via satellite between a drone aircraft and its remote human 
controller. This ‘latency’ has required the US government, for example, 
to reduce the risk of crashes by arranging for take-offs and landings to 
be handled by operators deployed close to the drone’s runway on a base 
abroad.44 In general, reducing human involvement and reliance upon 
long-distance communication would accelerate function-performance 
processes, making some elements of a drone’s operation more efficient. 
However, it remains to be seen whether or how future drone-users will 
be able and willing also to incorporate AI into the process of controlling 
a drone’s weapons.

Users of armed drones

In the short history of armed drones, they have predominately been used 
by states. Violent non-state actors have occasionally equipped drones 
with air-to-surface weapons. In 2016, for example, members of the 
Islamic State group modified small, short-range, commercially available 
drones to drop grenades on enemy personnel, equipment and buildings 
in Syria and Iraq.45 Some other incidents, though, have been misreported 
as ‘drone’ attacks by non-state actors when, in fact, the attacks involved 
a remote-controlled and explosive-laden aircraft being crashed into a 
target.46 State actors, by contrast, have tended to be much more seri-
ous and successful as users of armed drones, because they are far more 
likely to possess the technology, resources and infrastructure necessary 
to sustain this method of violence. Granted, most states are incapable of 
sustaining drone use on the same scale as the United States has done.47 
Even so, the very idea of engaging with enemies on a remote-control 
basis remains powerfully attractive to some political leaders, and this 
adds impetus to the international proliferation of armed drones. The 
desire for these weapon systems might in some cases be attributable to 
a perceived need to project power in a new way. Or, as some authors 
have argued, acquiring armed drones might also be a response to domes-
tic political pressure and a ‘post-heroic’ aversion to casualties among 
national personnel.48 In any event, around the world, drone technology 
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has continued to attract government interest and investment, either as 
a means of supporting personnel deployed to dangerous places or as an 
alternative to such deployment. 

In retrospect, it is now possible to identify a ‘first drone age’, begin-
ning in late 2001, during which armed drones were used only by Israel, 
the United Kingdom and the United States. For the Israeli government, 
armed drones (built in Israel) have mainly been used for conducting 
short-range airstrikes in nearby territories.49 The UK government, using 
US-made drones, has conducted strikes inside Afghanistan, Iraq and 
Syria.50 And the US government, with its global network of military 
bases and intelligence resources, has been able to deploy its drones in 
those places too, as well as in Libya, Pakistan, Somalia and Yemen.51 
For about fourteen years, this tiny group of drone-using states retained 
exclusive access to armed drones. Then, in 2015, there began what has 
since been described as a ‘second drone age’, characterised by the emer-
gence of new drone manufacturers and the widespread proliferation of 
weaponised drone technology.52

In September of that year, the Pakistani army announced that it had 
used one of its Burraq aircraft to conduct its first drone strike, kill-
ing three ‘high-profile terrorists’ inside North Waziristan (a region in 
north-western Pakistan).53 Then, in early 2016, a Nigerian military crew 
operating a Chinese-made Cai Hong drone conducted a strike, against 
members of the insurgent Boko Haram group, in a remote forest in 
north-eastern Nigeria.54 Soon afterwards, Iran began using its armed 
Shahed 129 drones to strike targets in Syria.55 And, in the same year, the 
Turkish government began using a new type of armed drone (designed 
and built in Turkey), the TB2 Bayraktar.56 Turkish drones have since 
been used extensively within the country’s borders against the separatist 
Kurdistan Workers’ Party, and also against Islamic State and Kurdish 
groups in northern Iraq and Syria.57 Moreover, Turkey (like China) has 
become a major exporter of armed drones for wartime use by foreign 
governments.58

In 2017 a Syrian government drone fired at US-led coalition forces 
operating inside Syria,59 and two years later both sides in Libya’s ongo-
ing civil war began deploying foreign allies’ drones against each other. 
While the UN-recognised Government of National Accord (GNA) in 
Tripoli used Turkish-supplied Bayraktars, the rival Libyan National 
Army was supported by the United Arab Emirates’ use of Chinese-made 
Wing Loong drones against GNA targets.60 France carried out its first-
ever drone strike in late 2019, using an armed Reaper in support of 
French commandos under attack by ‘a group of terrorists on motorbikes’ 
in central Mali.61 In 2020, during fighting over the Nagorno-Karabakh 



8 MORALITIES OF DRONE VIOLENCE

territory (claimed by both Armenia and Azerbaijan), the Azeri mili-
tary reportedly used imported Bayraktars to conduct missile strikes.62 
In 2021, Ethiopia’s national government purchased armed drones from 
Turkey and Iran for use against the rebellious Tigray People’s Libera-
tion Front.63 And, in 2022, the Ukrainian government’s defence against 
invading Russian forces included the use of small drones carrying small 
bombs as well as, again, missile-armed Turkish Bayraktars.64

At the time of writing, according to a database maintained by the UK-
based organisation Drone Wars, fourteen states have conducted drone 
strikes, five states are involved in exporting armed drones, and fourteen 
states have imported them. In addition, fifteen other states are ‘near’ 
to operating armed drones.65 For example, Italy has received approval 
from the US government to arm its two Reapers with Hellfire missiles 
and laser-guided bombs.66 India has ordered ten armed Heron TP drones 
from an Israeli manufacturer.67 And Germany’s parliamentary defence 
committee has reportedly approved the purchase of 140 Herons as part 
of a boost to the country’s military capabilities following Russia’s inva-
sion of Ukraine.68 Thus, it is clear that drone proliferation is real and 
ongoing, and that many lives will be at stake if this leads to a world-
wide increase in the violent use of drones. However, the future extent 
and effect of this violence are arguably not determined by technological 
advancements and political factors alone. Rather, that future might yet 
be shaped also by concerns about justice and by associated commitments 
to exercise principled restraint. Accordingly, the remainder of this chap-
ter turns to the making of moral judgements about ‘drone violence’, 
which is open to be conceptualised in various ways.

DRONE VIOLENCE: CONCEPTS AND MORALITIES

The academic literature addressing the use of armed drones has grown to 
incorporate a wide variety of disciplinary perspectives, but it also exhib-
its a common tendency among authors to refer to such activity as ‘drone 
warfare’.69 Much of the time, ‘warfare’ is indeed what is going on when 
a drone is used. In some circumstances, though, it is impossible, implau-
sible or insufficiently helpful to conceptualise drone use in that way. For 
example, one drone-user might rather engage in what is essentially a 
law enforcement action. Another instance of violent drone use might be 
difficult to recognise as being either warfare or law enforcement,70 or 
it might appear somehow to bear the characteristics of both.71 In addi-
tion, the concept of ‘drone warfare’ arguably does not fully capture the 
essence of an individual’s hands-on experience of using an armed drone, 
and nor does this concept account well for the future possibility of such 
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use being controlled to some extent by AI technologies. For these rea-
sons, the task of conceptualising the use of armed drones needs to begin, 
instead, with a more general term: ‘drone violence’. This then makes 
available a range of approaches to thinking ethically about violent drone 
use (extending beyond the Just War morality traditionally applicable to 
war violence), which in turn affords greater scope to discern and address 
its potential to generate injustice.

With these objectives in mind, it is firstly worth noting that the word 
‘violence’ has the analytical advantage of not being a euphemism for 
something else. Also, it is important to emphasise that that word is 
employed here in a morally neutral fashion (without carrying a negative 
connotation). That is, Moralities of Drone Violence necessarily rejects 
a ‘legitimist’ definition of violence that ‘incorporates a reference to an 
illegal or illegitimate use of force’.72 No assumption is made that vio-
lence per se is, by default, ‘something we should disapprove of’,73 so the 
act of referring to ‘violence’ should not be understood here as one of 
condemnation. Rather, in this book, ‘drone violence’ serves as a basic 
term upon which a number of more specific concepts (to be introduced 
later in this chapter) can be overlaid. Thus, the discussion of multiple 
moralities can proceed based on drone violence being conceptualised as 
‘warfare’, ‘violent law enforcement’, ‘tele-intimate violence’ or ‘devolved 
(to AI) violence’.

Conceptualising violence, then judging it

For present purposes, conceptualisation is understood as something 
that logically precedes ethical assessment. That is, prior to considering 
whether and why a given instance of violence is just or unjust, it is neces-
sary to establish what kind of violence this is. It is sometimes the case in 
practice, though, that value judgements are smuggled into the conceptu-
alisation process, causing ‘the conceptual and the ethical’ to be ‘muddled 
together’.74 And, typically, such muddling originates in a person’s pre-
formed desire ultimately to render a justification or a condemnation. The 
moral judgement (for or against) that they would prefer to reach about 
an instance of violence is what then drives and prejudices a choice about 
framing it conceptually. However, this judgemental ‘conceptualisation’ is 
clearly not intended to reveal the pre-ethical nature of whatever violence 
is under consideration. Instead, it is a technique for enabling that violence 
to escape, or to be captured by, certain moral expectations (and any asso-
ciated rules and governance measures).

On the one hand, for example, to label a killing an ‘assassination’ is 
not to conceptualise violence but to condemn it. This is because, around 
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the world, there is general agreement that assassination is (and should 
be) illegal;75 there cannot be ‘good assassinations’. On the other hand, 
referring to violence as ‘war’ can be part of an attempt to afford it some 
(potential) legitimacy, for there can be ‘just wars’. As Ian Clark has 
observed, the war concept thus often ‘serves as a residual . . . normative 
source in its own right’.76 And, according to Emily Kalah Gade, ‘war’ 
can be a political term used by state actors attempting to ‘legitimize 
and formalize the violence in which they engage’.77 Conversely, the con-
demnation of violence sometimes consists in describing it as ‘not war’, 
such as when circumstances of extreme asymmetry are perceived as 
morally wrong. This is the moral judgement that appears to drive Jean 
Baudrillard’s claim that the 1991 Gulf War, involving overwhelming 
US airpower and few American casualties, ‘did not take place’.78 And, 
similarly, the huge imbalance in casualties among Israelis and Palestin-
ians caused during Israel’s Operation Cast Lead in Gaza (launched in 
December 2008) is what prompted Avi Shlaim to describe this violence 
as ‘not a war . . . but a one-sided massacre’.79 In both cases, an alterna-
tive approach would have been to conceptualise the relevant violence 
(as ‘war’, for example) and then to judge it (as unjust war).

This approach, arguably, is also the better one when it comes to ethical 
assessment, because it is less vulnerable to prejudice and more condu-
cive to meaningful debate. As different ways of thinking about violence 
‘profoundly shape the possibilities and limits of the ethical debate that 
can take place’,80 settling on a concept first is important if debaters are 
to avoid talking past each other. If it is accepted that war is going on, a 
debate in the language of military ethics can proceed. But if the violence 
under consideration is essentially a practice of law enforcement, the ethi-
cal debate about this is necessarily restricted to the moral vocabulary of 
criminal justice (qua policing or punishment). A prior debate can still 
be had about whether a condition of war or law enforcement exists in 
the first place, but this is a conceptual debate not an ethical one. So, for 
example, the answer to Michael Gross’s question of whether ‘targeted 
killings’ are ‘[permissible] acts of self-defence or [impermissible] extra-
judicial execution’ depends upon ‘which of the two paradigms that justify 
lethal force – war or law enforcement – we choose to analyze targeted 
killing’.81 The same approach, applied to the use of armed drones, means 
that expectations about what conduct is appropriate ‘are dependent upon 
the particular concept of the use of force in which [drones] are initially 
located’.82

The conceptual location of state violence within either of two para-
digms – war or law enforcement – is critically significant,83 because the 
morality that attends the latter (a peacetime activity) is traditionally much 
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less tolerant of killing than is war’s morality. It is generally understood 
that many of the violent actions which warriors may commit in war may 
not be committed by other state agents (police and executioners) when 
violently enforcing the criminal law. The difference, then, between abiding 
by the more permissive ‘ethos of warfare’ or the more restrictive ‘ethos 
of policing’ can be measured in terms of who may be killed and in what 
circumstances.84 And, as between these different pathways of departure 
from every human’s presumptive right to life, the humanitarian outcomes 
(measured in injuries and deaths) are likely also to differ accordingly. In 
matters of law enforcement, the ethical expectation is that state violence is 
directed towards a person based only on wrongful behaviour (what they 
are doing or have done). By contrast, wartime targeting is permitted also 
according to a person’s generally threatening status (as a combatant or 
direct participant in hostilities).85 Consequently, there tends to be far more 
moral scope for killing enemies in war than there is for killing criminals 
in peacetime.86

This traditional notion of distinct moralities of violence is rejected 
by some moral philosophers who insist, instead, that there is only ‘one 
morality’.87 According to Jeff McMahan, for example, the justifications 
for killing people in war are no different from those that apply in other 
contexts. So, rather than focusing on the supposed moral difference 
between war and peace as overarching conditions, his ‘individualist’ 
approach to the assessment of violence emphasises the moral inequality 
among participants in a violent encounter. Ethical assessment then comes 
down to distinguishing between, on the one hand, ‘those who are in the 
right’ who are ‘permitted to use force’ and, on the other hand, ‘those 
who are in the wrong’ who have no such permission.88 According to this 
reasoning, a robber is clearly ‘in the wrong’ when they mug a pedestrian 
on the street. And, whereas the robber is not morally permitted to use 
violence for this unjust purpose, the pedestrian does have permission (as 
a matter of self-defence) to violently resist the violence being wrongly 
visited upon them. Moreover, a passing police officer who intervenes to 
protect the attacked pedestrian is morally entitled to act violently too (as 
a matter of other-defence).

In seeking to apply this one (individualist) morality to all violence, 
however, there is a practical difficulty: it is often much harder to establish 
who is ‘in the right’ in the politically messier reality of violent encounters 
that are called ‘war’. Notoriously, each side in a war tends to proclaim 
that they alone have justice on their side, so comparisons to righteous 
police and culpable robbers must struggle to achieve relevance. Also, as 
Michael Walzer has argued, war as ‘a coercively collectivizing enterprise’ 
makes it impossible to pay attention to ‘each person’s moral standing’ 
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when inquiring into the overall justification for this kind of violence.89 
Thus, it is generally considered more useful to follow the orthodox ‘col-
lectivist’ approach: to regard war and peace as morally distinct para-
digms, and to hold war-wagers and law-enforcers to differing standards 
of violent conduct.

Four moralities of drone violence

In this book, the idea of multiple moralities is critical because it enables 
a widening of the scope for normative inquiry into the use of armed 
drones. By conceptualising drone violence in various ways, different and 
novel approaches to moral judgement are made available, and this has 
the potential overall to reveal more about what it means for this violence 
to be just or unjust. To conceptualise drone violence more narrowly, 
though, is to run a greater risk of failing to capture the full range of 
potential injustices. On the matter of justification, there is no shortage of 
scholarship that examines the use of armed drones from a legal perspec-
tive.90 And it is indeed possible to criticise or defend such use purely by 
reference to the international law on resorting to force, to IHL, and/or 
to IHRL.91 By contrast, in Moralities of Drone Violence, the meaning of 
‘morality’ is understood to extend beyond points of legality. 

Specific laws are occasionally mentioned herein as reflections of 
underlying moral principles, but sometimes the discussion of an ethical 
concept or a type of injustice needs to proceed in the absence of any cor-
responding legal rule. Also, for present purposes, any invoking of legal-
ity is not intended to truncate what it means to behave morally or to be 
affected by others’ immoral behaviour.92 As Elke Schwarz has suggested, 
it would be short-sighted to conflate ‘thinking ethically’ about drones 
with merely ‘adhering to existing laws’.93 And it is worth recalling that 
law tends to work ‘externally’ in the sense that people obey it mainly 
because they believe ‘the law reflects some collectively held judgment 
of the right’.94 Yet, as Valerie Morkevičius has observed, morality has a 
broader and deeper meaning and influence: it occasions individuals also 
to be ‘inward-looking’, thus shaping behaviour based on ‘how we see 
ourselves’ and ‘even if no one is looking’.95

A discussion of the rights and wrongs of drone violence is premised 
also on an understanding that armed drones, as weapons systems, are not 
mala in se (‘inherently evil’).96 As several other authors have observed, 
related moral concerns are generally not technology-specific but rather 
they arise from how drones are used.97 Even so, the practice of drone 
violence is morally interesting in the way it can uniquely exacerbate or 
illuminate broader problems. These are explored in later chapters, and 
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they include the moral problems of: unjustly resorting to war; conduct-
ing war unjustly; excessively forceful policing; extrajudicial punishment 
of criminal wrongdoing; assertions of the existence of an unbounded 
battlefield; incurring moral injury from the experience of killing; and 
inadequate human control over the operation of weapon systems. To 
bring a drone-specific perspective to bear upon each of these problems, 
this book’s discussion of ethics is structured around four concept-based 
themes: (1) drone violence as warfare; (2) drone violence as violent law 
enforcement; (3) drone violence as the ‘tele-intimate’ violence wielded by 
drone operators; and (4) drone violence devolved from humans to AI.

Chapter 2 addresses the morality of drone violence conceptualised as 
warfare. It begins with consideration of what essentially defines ‘war’ 
between contending belligerents, focusing especially on the conceptual 
significance of mutual exposure to physical risk. This informs a subse-
quent discussion of the kinds of circumstances in which the use of armed 
drones can plausibly be characterised as warlike. Violence that counts as 
warfare can be subjected to ethical judgement by reference to principles 
of Just War morality, so the chapter goes on to consider how drone war-
fare can relate to the justice of resorting to war (jus ad bellum) and the 
just conduct of war (jus in bello). Potential concerns include, for exam-
ple, the temptation for drone-using states to act violently too often, and 
whether armed drone systems adequately enable discrimination between 
combatants and civilians. In response, Chapter 2 then offers some sug-
gestions for raising moral standards in the practice of drone warfare.

If an instance of drone violence is different in nature from warfare, 
Just War morality is not available as a source of permission. So, in 
Chapter 3, attention turns to the morality of an alternative concept of 
drone violence: violent law enforcement. Here, the discussion of ethics 
is divided according to two sub-concepts of that violence: the punish-
ment of criminal wrongdoing, and domestic policing for the protection 
of public safety. The first part of the chapter focuses on drone violence 
conceptualised as lethal, punitive law enforcement (capital punishment). 
It explores the notion that, sometimes, the user of armed drones appears 
to act in the manner of a ‘lawman’ delivering ‘wild justice’ to outlaws. 
Focusing on the US government’s conduct of so-called ‘personality 
strikes’ against alleged terrorists located in remote parts of the world, an 
argument is presented for characterising such violence as ‘administrative 
execution’. This punitive application of drone violence is ‘wild’ because 
it merely mimics (and thereby rejects) the legalism of proper criminal 
justice practice. And the ethical problem arising from this is that, when 
drone-based killings are sanctioned by non-judicial agents of a govern-
ment, there is too much potential for unjust violation of the human right 
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to life. A potential response to this problem is to require judicial authori-
sation for drone executions. However, as the chapter explains, attempt-
ing to tame such violence in that way would itself be morally risky.

Further to the theme of law enforcement, governments around the 
world are already making unarmed drones available to police for vari-
ous purposes. Equipped with cameras, these aircraft provide a powerful 
and mobile surveillance capacity that can be highly effective in detecting 
suspicious activity and guiding police operations. In addition, however, 
for situations where criminal violence presents a danger to public safety, 
some governments might in future elect to empower their police to neu-
tralise threats using drones that are equipped also with weapons. In antic-
ipation of this, the second part of Chapter 3 discusses whether or how 
police should use armed drones. Established ethical principles on police 
use of force (necessity, proportionality and precaution) are relevant here, 
and the discussion explores some of the challenges a ‘tele-present’ police 
drone-user could face in seeking to adhere to those principles.

Chapter 4 addresses instances of drone violence that are ‘grey’ in the 
sense of being hard to categorise as either warfare or violent law enforce-
ment. Here, conceptual uncertainty is a problem because it can generate 
confusion over applicable moralities, and this in turn can generate difficul-
ties from a governance perspective.98 Various international organisations 
have passed resolutions calling upon states to use armed drones in com-
pliance with ‘international law’.99 However, these resolutions have not 
themselves resolved the critical uncertainty that sometimes exists about 
what kind of law is applicable to drone violence. For this very reason, 
moreover, conceptual ‘greyness’ can work to the advantage of a drone-
using state that wishes to proceed with violence by giving itself (rather 
than prospective victims) the benefit of the doubt. The chapter focuses 
on circumstances, such as existed for a period of years inside Pakistan, 
in which a foreign government’s armed drones are a constant presence. 
A lesson from US experience there is that the persistent threat of drone 
strikes is intended to suppress ‘terrorist’ activities that endanger the drone-
using state’s security. But this threat also and inevitably affects innocent 
people living within potential strike zones. To judge such drone use by 
reference to military ethics principles is to assume that ‘war’ is going on, 
but indefinite drone deployments are arguably difficult to conceptualise as 
war, so traditional Just War thinking does not suffice as a basis for moral 
judgement. In assessing the US government’s commitment to drone-based 
containment of security risks emerging in faraway territories, the chap-
ter considers three alternative conceptualisations of such violence – vim 
(force short of war), terrorism and imperialism – and explains why these 
are unsuitable. It then suggests a concept of ‘quasi-imperialistic’ drone 
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violence and explores the ethical implications of this by reference to the 
right to life.

In much of the ethical debate surrounding the use of armed drones, 
attention usually focuses on the agency of a drone-using state and on the 
victimhood of targeted individuals (as well as any other people nearby). 
By contrast, in Chapter 5 the focus shifts towards the individual agency 
of drone operators who are employed to kill and the potential for these 
perpetrators of state-sanctioned violence to be included among its vic-
tims. When an armed and remote-controlled aircraft is equipped with 
a powerful camera providing real-time video footage, this gives rise to 
another concept of drone violence: ‘tele-intimate’ violence. Here, argu-
ably, the direct experience of using an armed drone is ethically significant 
because the operator who kills, after closely observing another (targeted) 
person, thereby runs the risk of incurring moral injury. This might espe-
cially be the case in circumstances where it is hard to conceptualise such 
killing as being, also, essentially either warfare or law enforcement. A 
remote and ground-based operator who uses a drone to kill is likely 
often to experience no physical endangerment. However, a moral injury 
might still be incurred if that person judges themselves so harshly as to 
be undone by their own sense of virtue, becoming victim to a debilitating 
conviction that they have done wrong. In response, Chapter 5 goes on 
to explore how the state employers of drone operators might better care 
for their moral well-being in the workplace.

Short of avoiding the perpetration of drone violence altogether, spar-
ing drone operators from the risk of moral injury might, in future, entail 
radically reducing the extent of their involvement in the functioning of 
armed drone systems. In this scenario, AI technologies would be used as 
alternative (non-human) performers of system functions, and so Chap-
ter 6 turns to this book’s fourth concept of drone violence: violence 
devolved from humans to AI. The incorporation of AI into the opera-
tion of weapon systems appears to have the potential both to improve or 
to degrade the protection of human life in the practice of state violence. 
Thus, as more governments worldwide plan to develop and apply AI for 
military or law enforcement purposes, a fierce debate is ongoing among 
scholars and policymakers about the ethics and governance of so-called 
‘lethal autonomous weapon systems’. A critical issue in this debate is 
whether any system can or should incorporate ethical decision-making 
by AI (effectively functioning as a moral agent). However, progress has 
arguably been inhibited by excessive attention to ‘lethal’ weapons and 
by confusion over the meaning of ‘autonomous’. Chapter 6 responds by 
outlining an alternative, differentiated approach to the task of ethically 
assessing the incorporation of AI technologies into weapon systems, 
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focusing on one kind of system deployed in the air domain: the armed 
drone. This differentiated approach rejects the notion of artificial moral 
agency and is based instead upon the emergent principle of ‘meaning-
ful human control’ (MHC). After introducing the concept of ‘devolved 
violence’, the chapter emphasises the performance (by humans or AI) of 
‘critical’ functions within drone systems that operate in different modes 
of human–machine interaction (HMI) to satisfy different MHC stan-
dards. Then, the moral permissibility of devolving function-performance 
to AI is assessed according to whether drone violence involving HMI 
is directed against human or non-human targets, whether it serves an 
offensive or defensive purpose, and whether it occurs in a warfare or law 
enforcement environment.

Overall, in assessing the use of armed drones by reference to these 
four concepts of violence (warfare, law enforcement, tele-intimate and 
devolved), Moralities of Drone Violence aims to provide a broadened 
framework for ethical thinking on this issue. This is important in enabling 
and encouraging a wide range of potential injustices to be discerned, 
debated and addressed. As international proliferation and violent appli-
cations of drone technology continue, there will be a deepening need for 
principled restraint. And, to maximise the benefit of this throughout the 
world, it is arguably necessary for future approaches to the governance 
of drones to be underpinned by multiple moralities. Accordingly, this 
book maps out a succession of pathways towards the making of moral 
judgements about instances of drone violence. The journey begins, in the 
next chapter, with the concept and morality of warfare.
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Chapter 2

WARFARE

When the violent use of armed drones is described as ‘drone warfare’, this 
is usually done without consideration of what makes violence count as 
‘war’. All war is violent, but not all violence is war, so not all drone vio-
lence will be drone warfare. It is important to be confident, in conceptual 
terms, about the true nature of violence, because its essence determines 
the kind of morality that can be brought to bear. That determination then 
affects what moral permissions are available to the perpetrators of vio-
lence and what restraints should be exercised for the benefit of prospec-
tive victims. Warfare is the only kind of violence that is subject to moral 
judgement according to traditional Just War principles. But if war is not 
what is going on, there is no opportunity to make claims about ‘just war’ 
or ‘unjust war’. Rather, non-war violence must be justified or condemned 
in some other way. 

Once the conceptual gateway to Just War morality is open, there are 
principles of jus ad bellum (the justice of resorting to war) and jus in bello 
(the just conduct of war) to be applied. Jus ad bellum includes ethical 
requirements that the resort to war should be: based upon a just cause; a 
proportionate response to the injustice to be remedied; properly authorised; 
assessed as having a reasonable prospect of success; and a problem-solving 
measure of last resort.1 Then, if war commences, jus in bello requires that 
the practice of warfare should: discriminate between combatants (who 
may legitimately be targeted) and non-combatants (who may not); and be 
anticipated to generate a degree of harm (including unintended harm to 
civilians) that is proportional (not excessive) in relation to the expected mil-
itary benefit.2 All these Just War principles have been developed and recog-
nised over many centuries,3 and their enduring influence is today reflected 
in international laws for restraining armed conflict, such as the 1945 UN 
Charter (jus ad bellum) and the 1949 Geneva Conventions (jus in bello).

Gaining access to the special morality applicable within the war par-
adigm can be politically attractive because this morality is relatively 
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permissive of harm to people and things. By contrast, as will be shown 
in Chapter 3, there is generally less tolerance of killing during peacetime 
when, for example, a state authority is violently enforcing its domestic 
criminal law. For this reason, a state might sometimes prefer its violence 
to be judged according to the morality of war instead of law enforce-
ment. And, to this end, it might conspicuously commit to adhere to Just 
War principles when acting violently. However, the invoking of these 
principles does not itself establish the existence of a condition of war,4 
and to think it does would amount to putting the moral ‘cart’ before the 
conceptual ‘horse’. What is rather required, to render the morality of 
war applicable, is a prior and plausible conceptualisation of the relevant 
violence as warfare. Without that in place, there is a risk that exces-
sive violence and unjust harm will occur if, for example, an instance of 
essentially non-war violence is mistakenly conceptualised as warfare or 
is deliberately mis-conceptualised as such.

When it comes to the use of armed drones, and before such violence 
can be subjected to ethical assessment, an important conceptual distinc-
tion must be drawn between uses that are warlike (drone warfare) and 
uses that are unwarlike. Accordingly, this chapter begins with a discus-
sion of when and why drone violence can plausibly be conceptualised 
as warfare. Here, the mutual experiencing of physical risk is arguably 
a critical factor because war is by nature a contest between contending 
belligerents. The discussion of ethics then proceeds by reference to ad 
bellum and in bello principles of Just War, and the chapter lastly outlines 
some reasons why standards of moral conduct can and should be raised 
in the practice of drone warfare.

CONCEPTUALISING DRONE VIOLENCE AS WARFARE

During the years of debate among scholars and policymakers about the 
use of armed drones, a critical point of contention has been whether a 
user (for example, the US government) is ‘actually at war’ when it wields 
drone violence.5 Establishing this is important because only in a condi-
tion of war can a violent actor avail themselves of a morality (and an 
associated legal regime) that affords them greater permission to cause 
harm. Beyond that condition, the human right to life is generally con-
sidered to be the paramount moral value, so violence against persons is 
only rarely permitted as a matter of ethics and law.6 Given this difference 
in moral expectations, it is easy enough to claim that injuries and deaths 
arising from drone warfare will generally be more easily justified than 
those arising from unwarlike instances of drone violence. However, to 
draw that distinction is to assume that any drone violence at all can be 
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conceptualised as warfare. This might be difficult, in the eyes of some 
observers, because armed drones that are controlled remotely seem to 
disrupt traditional ideas about the relationship between war, warriors 
and physical risk.

In seeking to determine when (if ever) drone violence counts as drone 
warfare, a useful starting point is to think more generally about the 
essence of ‘war’. Once the idea of allowing governments to determine 
war’s existence subjectively and self-interestedly is rejected,7 conceptu-
alising an instance of violence as warfare becomes a matter of referring 
to ‘objective criteria’.8 In the most basic sense, war can be differenti-
ated from other forms of violence by identifying it as being public and 
political in nature. Violence wielded exclusively for private pleasure 
and/or for a criminal purpose can thus be deemed unwarlike.9 Beyond 
that, though, war’s political essence is rooted in the idea of contending 
political communities, which means war necessarily involves a struggle 
between opposing belligerents. If, instead, violent effects were arranged 
to flow entirely in one direction (from one side to another), that physi-
cally uncontested practice would not count as warfare. Rather, it would 
stand alone as merely ‘naked’ violence,10 exhibiting none of the together-
ness implied by the ‘with’ prefixes (‘con’ and ‘com’) in words like ‘con-
flict’, ‘combat’ and ‘contest’.

The war-as-contest concept was originally advanced by the Prussian 
general Carl von Clausewitz in his nineteenth-century book On War.11 It 
continues to influence more recent thinkers who insist, for example, that 
war is essentially ‘interactive’,12 an ‘exchange of violence’ rather than 
‘unilateral force’,13 and something that is distinguishable from ‘killing 
people who do not or cannot resist’.14 Clausewitz argued that it is ‘the 
element of the thing itself’ that war is ‘nothing but a duel on an extensive 
scale’, and he likened it to a match between ‘two wrestlers’ each of whom 
‘strives by physical force to compel the other to submit to his will’.15 In 
this way, he placed dynamic interaction at the heart of his concept of 
war, and he went on to explain what kind of violence would fall outside 
of that concept: ‘War is always the shock of two hostile bodies in colli-
sion, not the action of a living power upon an inanimate mass, because 
an absolute state of endurance would not be making War’.16 Later, a sim-
ilar idea was evident in the German philosopher Carl Schmitt’s observa-
tion that ‘[t]o war on both sides belongs a certain chance, a minimum of 
possibility for victory’.17 When that is no longer the case, he argued, ‘the 
opponent becomes nothing more than an object of violent measures’.18

The notion of both opposing sides necessarily experiencing ‘chance’ 
during war could also be described, in conceptual terms, as a condition 
of mutual risk. In the absence of this condition, according to Paul Kahn, 
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any so-called warfare ‘is not war at all’, and the idea of ‘riskless war-
fare’ is nonsense (or a ‘paradox’).19 In his conceptualisation of war, the 
reflected personal experience of killers and victims is of central signifi-
cance, which is why Kahn has advocated thinking of warfare as ‘recipro-
cal acts of self-sacrifice’.20 Similarly, Henry Shue has argued that ‘war . . .  
is about killing people who may otherwise kill you’.21 However, a con-
ceptual requirement that opposing warriors must directly reciprocate 
threats towards each other is probably setting the bar of ‘mutual risk’ 
too high (and it would certainly render unwarlike a great many modern 
military practices). Such a requirement seems more appropriate in the 
context of a private duel between individual antagonists, but it is not 
well matched to the idea that warfare is also an essentially public form 
of violence that is engaged in by members of a political collective.

Perhaps, then, a better approach to thinking about risk within a war-
as-contest concept is to set a minimum conceptual requirement of mutu-
ality rather than reciprocity. Accordingly, a condition of warfare would 
be understood to exist if, on both sides, some degree of physical risk 
(large or small) is experienced while violence is wielded. The idea of 
‘warfare’ could thus extend to encompassing some highly asymmetric 
instances of violence, such as the actions of a bomber flying at high alti-
tude or a missile-launcher on a submarine at sea. Conceivably, it might 
sometimes be the case that neither of these violent actors is within easy 
reach of enemy retaliation. And yet, by virtue of being airborne or under-
water, their violence could still be described as warlike because it occurs 
while the respective physical risk of crashing or drowning is endured. By 
contrast, an armed drone’s operator, if they are on the ground and far 
away from a targeted enemy, appears to endure no physical risk at all. 
In which case, it is reasonable to ask: how could their violence possibly 
count as warfare? The question cannot be sidestepped by asserting that 
drone operators are morally liable (as warriors) to be attacked,22 because 
that is to presume the applicability of Just War morality. What rather 
matters, conceptually, is ‘whether drone operators are really at war at 
all’.23 And, for present purposes, the critical issue is: do the operators of 
armed drones experience mutual risk when they kill?

In answer, it is important first to acknowledge that a drone operator 
in a ground control station has the potential to be exposed to physical 
risk. In practice, to date, armed drones have mainly and notoriously been 
used, by the US government, against relatively weak enemies located in 
extremely distant places. However, not every armed drone can or will 
be used across vast distances, so not every drone operator will ever be 
beyond the reach of enemy violence. The operators of small, short-range 
drones deployed to areas where fighting is going on are more likely to 
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be at risk of enemy attack. And, in a future confrontation between pow-
erful and well-armed states, geographical distancing might afford little 
protection to each side’s drone operators once their bases were targeted 
by long-range aircraft or missiles. For now, though, the use of armed 
drones from beyond the reach of enemy violence seems likely to remain 
the preferred method for drone-using states that are casualty-averse, so 
it is this kind of drone violence that most warrants conceptual and moral 
assessment.

When the spectacle of drone operators killing without experiencing 
physical risk has caused observers to feel confusion and unease, one 
common response has been to highlight the numerous other participants 
in drone violence who do face danger.24 While that violence (targeting 
and striking) is directly controlled by individuals in, say, the United 
States or the United Kingdom – far from where a drone strike occurs 
in, say, the Middle East – the drone aircraft itself is typically armed, 
fuelled, launched, landed and maintained by forward-deployed person-
nel located at air bases abroad. Moreover, to gather the intelligence upon 
which many drone strike decisions are based, a drone-using state might 
deploy spies on dangerous missions inside foreign territories.25 Thus, it 
could be said, the entirety of the enterprise of using armed drones is 
neither uniformly remote nor wholly devoid of physical risk. Even so, 
this assertion misses the point that support staff and spies are, in truth, 
not the ones doing the killing. That task remains solely and literally in 
the hands of those faraway operators who aim and fire a drone’s weap-
ons, so the conceptualising of drone violence as ‘warfare’ requires that 
mutual risk be somehow an element of their experience.

Satisfying this condition can understandably seem difficult when 
a drone-using state deliberately arranges for its drone operators to 
be physically safe. However, it is made possible by applying a broad 
understanding of mutuality. Arguably, then, drone violence can count 
as ‘drone warfare’ if it involves a vicarious experience of being at risk. 
Here, what matters conceptually is: firstly, that there are at-risk people 
on the ground (friendly or allied personnel, or local civilians) in whose 
experience a drone operator can sympathetically ‘participate’ (albeit 
from afar);26 and, secondly, that his or her violence functions to alleviate 
an immediate danger to others. Conversely, where not even this is the 
case, drone violence is in no sense mutual risky and must therefore fall 
outside the concept of warfare.

Such an approach to the war-as-contest concept resonates with the 
distinction that some authors have drawn between, on the one hand, 
the use of drones in conflict zones to provide air support to ground 
troops and, on the other hand, their use against individuals who are far 
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from any fighting and thus not immediately threatening to anyone.27 
The argument that usually accompanies the drawing of this distinction 
is that, whereas the first kind of drone violence is more readily classi-
fied as warfare (for ethical or legal purposes), the second kind is less 
likely to warrant that status. Indeed, once the point is reached where, 
for one side, there is nobody available for violent interaction, the other 
side’s use of armed drones ceases to be mutually risky even in a mini-
mal (vicarious) sense. That drone violence then cannot count as warfare, 
and it must instead be judged morally in non-war terms. An example of 
such judgement is provided in Chapter 3 (which addresses violent law 
enforcement), but for now it remains to explore the morality of that 
which is drone warfare by reference to Just War principles.

DRONE WARFARE AND JUS AD BELLUM

The ethics of drone warfare can begin to be assessed by inquiring into 
how the availability of armed drones affects the justness of decisions to 
resort to war. From a jus ad bellum perspective, and even when there 
is mutual risk, much moral concern has centred on the idea that drone 
warfare is ‘easy’ warfare. This concern is reflected, for example, in argu-
ments that extreme geographical distancing reduces risk to such an extent 
as to make states ‘more willing to go to war’,28 or that armed drones 
are conducive to the waging of aggressive ‘wars of choice’.29 Here, the 
moral objection appears to be that states’ commitment to self-restraint 
according to jus ad bellum principles is effectively weakened because 
drones make war itself seem less dangerous and the avoidance of war 
less important. It is not necessarily the case, however, that an ability to 
resort to war more easily than before is morally problematic. Indeed, 
swift action could be considered a virtue if a just cause for war needed 
to be urgently pursued. Rather, the key moral issue is whether the use 
of armed drones makes it excessively easy for states to act violently in 
world affairs. For the purpose of exploring this issue, there are five jus ad 
bellum principles worth considering in turn: just cause, right authority, 
proportionality, reasonable prospect of success, and war as a last resort.

A cause for resorting to war is just if it is based on self-defence or the 
defence of others (sometimes called ‘humanitarian intervention’), but base 
motivations like revenge, greed, mischief-making or aggression do not 
amount to having a just cause. It is a moral problem, then, if warfare does 
not tend somehow to be ‘essentially defensive’ in its strategic purpose.30 
When it comes to the use of armed drones, and to the extent that they 
make it easy ‘to get at our enemies’,31 one concern is that this capability 
might tempt drone-users to act violently without a just cause. For example, 
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more and more ‘enemies’ might end up being subjected to drone strikes 
because they can be struck (just in case), rather than because they truly 
pose a threat that warrants a defence. Also, as long-range drones espe-
cially are well suited to clandestine operation, the resort to drone warfare 
can sometimes be hard to attribute to a specific drone-user and therefore 
easy for that user to mendaciously deny.32 Thus, secrecy and deniability 
could combine to increase the likelihood of states getting away with drone 
strikes that have nothing to do with national self-defence, which is wor-
rying from a jus ad bellum perspective. Whereas, as a matter of principle, 
states ought to arrange for their violence to serve only a just cause, some 
states with armed drones at their disposal might instead feel encouraged 
merely to ‘meddle in conflicts’ in which they do not have a vital stake.33 
On the other hand, when the just cause for war is other-defence, the avail-
ability of armed drones might sometimes be morally advantageous. As 
some authors have argued, these aircraft have the potential to facilitate 
and improve the practice of armed intervention to prevent or stop large-
scale atrocities.34 If indeed it is easy to dispatch armed drones swiftly to 
places where civilians are immediately threatened by genocidal violence 
and in need of aerial protection, this rapid-response capacity might make 
a morally desirable intervention more likely to occur.

In 2011 the US government deployed armed Predator drones to Libya, 
in support of allied forces (local and foreign), for the purpose of protect-
ing civilians from attack by their own government.35 But in that instance 
of pursuing an other-defence cause, there potentially arose a problem of 
adherence to another jus ad bellum principle: right authority. This prin-
ciple requires that, as the resort to war is a grave and potentially high-
risk decision, it must be properly authorised. On the international plane of 
decision-making, the US resort to drone warfare was duly covered by UN 
Security Council Resolution 1973, which authorised UN member states ‘to 
take all necessary measures . . . to protect civilians and civilian populated 
areas under threat of attack’.36 As a matter of domestic decision-making, 
however, the then-president Barack Obama determined that his executive 
authorisation for using armed drones did not require approval from the 
US Congress. The reasoning behind this determination was that, as no per-
sonnel and only drones were deployed to Libya at the time, the chance of 
escalation to the point of harming US interests was so low that congres-
sional authorisation was not required.37 And yet, in this way, Congress was 
arguably denied the opportunity to consent, on behalf of the American 
people, to assuming the risk that Obama’s optimism might later be proven 
wrong. Moreover, two years later, Obama acknowledged that the secrecy 
often involved in drone strikes more generally ‘can end up shielding our 
government from the public scrutiny that a troop deployment invites’.38 In 
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a democracy, such scrutiny is important in adhering to the right-authority 
principle, because it underpins the granting of citizens’ informed consent to 
hazard the potential ‘blowback’ from a state’s outward acts of violence.39 
For this reason, as several authors have warned, a democratic deficit in the 
way drone warfare is authorised has the potential to weaken its ad bellum 
legitimacy.40

Another relevant principle is ad bellum proportionality, which requires 
prospective users of warlike violence to engage in a weighing of its costs 
and benefits. Even if war is initially resorted to and then continued for a just 
cause (for example, self-defence), that war is or becomes morally wrong if 
the outward damage expected to be caused is excessive in relation to the 
injury to be remedied.41 In other words, if the geographical scope, timescale 
and/or human quantity of harm exceeds what is reasonably necessary for 
one side to achieve its defensive purpose, that side becomes more sinning 
than sinned against from a jus ad bellum perspective. Thus, for instance, 
the US-led expulsion of Iraqi forces from Kuwait in 1991 was propor-
tionate to the injury (invasion) suffered by that country. But had Kuwait’s 
defenders gone on to invade and occupy Iraq in return, that would have 
been disproportionate. Today, when armed drones are available to be used 
in war, one potential proportionality problem is strategic overreach (or 
‘mission creep’). Here, the moral concern is that a drone-using state, which 
can easily strike targets remotely, might ‘lose sight of its goals and drift 
into a growing number of conflicts worldwide’.42 Alternatively, it could 
be argued, the deployment of drones instead of inhabited aircraft might 
reduce the pressure towards waging a disproportionate war. In terms of its 
potential to induce escalation, losing a drone to anti-aircraft fire seems less 
serious than losing an airborne pilot.43 And, apparently for this reason, in 
2019 the former US president Donald Trump called off a retaliatory strike 
(which might have killed an estimated 150 people) against Iran after it shot 
down a US drone.44 As he explained at the time: ‘We didn’t have a man or 
woman in the drone. It would have made a big, big difference’.45 Even so, 
as Michael Boyle has argued, the option to use airpower in a way that does 
not endanger a pilot might be exactly what encourages a drone-using state 
to run the risk of provoking enemy attacks and escalatory responses.46 In 
which case, drone warfare could still be morally disadvantageous from the 
perspective of ad bellum proportionality.

Turning to the principle of ‘reasonable prospect of success’, this is 
the requirement that war should not be resorted to if the damage thus 
caused is likely to be in vain.47 Given that death and human suffering are 
wrong by default, they can carry no moral weight in ad bellum terms 
if their occurrence is reasonably expected to be futile. Drone warfare is 
potentially problematic in this regard if decision-makers are occasioned 
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to rush into war without adequately considering how the meaning of 
‘success’ could change. That is, after initially being seduced by the appar-
ently low cost of engaging with an enemy by using armed drones, there is 
a risk that those decision-makers might later find themselves facing a cri-
sis situation that cannot be resolved without their side incurring heavier 
costs (measured in lives lost).48 If that eventuality ought reasonably to 
have been anticipated and planned for, but an ‘escalation to success’ 
does not occur,49 that planning failure when resorting to drone warfare 
would be a jus ad bellum failure too. On the other hand, it could also be 
argued that armed drones are more conducive to avoiding futile loss of 
life because their use makes military endeavours more likely to endure 
for as long as is necessary to achieve success. In war, ‘staying the course’ 
can be difficult, from a domestic politics perspective, when a perceived 
excess of casualties sparks public demands to stop fighting and abandon 
a war’s just cause.50 However, to the extent that drone warfare reduces 
the loathed endangerment of national personnel, it arguably carries the 
moral advantage (in ad bellum terms) of sometimes making strategic 
success more likely in a war of long duration.

The final (but not least important) principle to be considered is that, 
even when there is a just cause, resorting to war should be a last resort. 
This principle requires that there be genuine reluctance rather than eager-
ness on the part of decision-makers to choose violence (with all the 
human harm that that entails) as a way of resolving political disputes in 
the world. Such reluctance is usually highly likely to be felt when troops 
would need to be deployed to places within easy reach of armed enemies. 
And it could also be felt, albeit to a lesser degree, at the prospect of 
deploying airborne pilots into enemy territory where they are exposed to 
the physical risks of crashing or being captured. In that scenario, the dis-
tressing possibility of losing national personnel and causing grief to their 
families at home might well have a restraining influence upon conscien-
tious political leaders who are otherwise keen to wage war.51 But if armed 
drones were instead available to be deployed to dangerous places, and the 
perceived risk of losing lives was thereby reduced, it could become more 
difficult in practice to resist temptation and adhere to the principle of war 
as a last resort.52 In ad bellum terms, the resulting moral risk would be 
one of violence (drone strikes) being wielded too quickly and too often, 
to the undue detriment of people living in targeted territories.

DRONE WARFARE AND JUS IN BELLO

Once a war has commenced, and regardless of its jus ad bellum status, 
the protecting of people from unjust harm is mainly achieved through 
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adherence to jus in bello principles for conducting warfare. The strict 
separation of these two sets of ‘logically independent’ principles rep-
resents the orthodox understanding of Just War morality,53 and it is 
reflected in the way international law is likewise divided into distinct 
ad bellum and in bello branches of law. The rationale for keeping the 
two separate is to avoid any attempt to justify violations of jus in bello 
rules by reference to adherence to jus ad bellum rules, and vice versa.54 
Accordingly, it is understood that warriors on both sides can and should 
fight justly, even in an unjust cause, and that pursuing a just cause does 
not afford warriors any moral permission to fight unjustly. Some moral 
philosophers take a different (‘revisionist’) view: that the justness of 
resorting to war and of conducting it are interdependent. Consequently, 
they argue, nothing just (as a matter of war’s conduct) can be done 
in furtherance of a war effort that is unjust (as a matter of cause).55 
However, this approach has been criticised for placing too much impor-
tance upon jus ad bellum. According to Michael Schmitt, for example, 
it encourages a harmful ‘“good guys” versus “bad guys” dichotomy’, 
whereby the latter (as participants in war) are denied the benefits of 
their enemies’ in bello restraint.56 And, in any event, a more general 
problem with applying the ‘revisionist’ approach is that it is histori-
cally and notoriously difficult to establish which side in war is truly the 
champion of a just cause.57 Both sides often claim that theirs is the just 
war, but they cannot both be right, and there is usually too little time 
to determine this matter definitively while a war is ongoing and in bello 
risks are immediate. For this reason, and for present purposes, the bet-
ter approach is to consider ad bellum and in bello principles separately.

When used in war, armed drones undoubtedly can cause harm to civil-
ians. In 2016, for example, the UN reported that a drone strike in Afghani-
stan (probably conducted by the US military) had killed at least fifteen 
civilians.58 In 2019 another US strike there killed at least thirty people who, 
it turned out, were civilian workers harvesting nuts.59 And, just as the War 
in Afghanistan was ending in late August 2021, a US drone killed a mis-
identified aid worker and nine members of his family as he arrived at his 
home in Kabul.60 The fact of civilian deaths occurring has been widely cited 
as a concern by observers who oppose either drone use in war or violence 
in general. However, in terms of Just War morality, the causing of civilian 
harm per se is not enough to warrant condemnation. Rather, drone warfare 
is understood to be morally unacceptable only if, under the circumstances, 
the injury or death of one or more civilians is too much harm. 

To determine whether this is so, jus in bello ethics generally requires 
the application of two principles – discrimination and proportionality – 
which also underpin certain rules of international humanitarian law. The 
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first principle rests upon the drawing of a status-based distinction between 
combatants (who may legitimately be targeted) and non-combatants (who 
may not).61 Or, if status-based differentiation is difficult (because, for 
example, military uniforms are not worn), ‘discrimination’ involves the 
targeting only of people whose observed behaviour reasonably indicates 
their ‘direct participation in hostilities’.62 The second principle (propor-
tionality) requires that the practice of warfare should be anticipated to 
generate a degree of harm (including unintended harm to civilians) that 
is proportional (not excessive) in relation to the military benefit expected 
to be achieved.63 Moreover, in practice, adherence to this principle is 
enhanced when war’s practitioners are pro-active in attempting to reduce 
the likelihood of civilian harm,64 for example by exercising ‘all feasible 
precautions’ when planning attacks.65

It is in the nature of some weapons that their use in war simply can-
not be restrained according to in bello principles, so these weapons are 
considered mala in se (inherently bad) as a matter of Just War morality. 
For example, nuclear weapons, biological weapons (involving a conta-
gious microorganism) and anti-personnel landmines are not designed 
to enable discrimination between combatant and civilian victims. Also, 
their largely uncontrollable and unpredictable effects make it impossi-
ble to assess proportionality with any accuracy. And the only available 
‘method’ of using such weapons precautiously, therefore, is not to use 
them at all. By contrast, in the case of armed drones, there is arguably no 
characteristic of this weapon technology that makes unjust effects inevi-
table or that makes compliance with Just War principles impossible.66 
On the contrary, drone warfare is in some ways well suited to adhering 
to war’s rules and ‘limiting the violence inflicted on civilians’,67 although 
this form of wartime violence still carries a degree of moral risk in terms 
of discrimination and proportionality.

From a jus in bello perspective, the principal advantage of using an 
armed and camera-equipped drone is that, compared to many other 
weapon platforms, it affords a powerful capacity to identify targets cor-
rectly.68 Under the favourable condition of air superiority, and if the mili-
tary need for an airstrike is not urgent, a drone can hover undetected 
over an area for long periods of time while relaying video imagery back 
to base. This enables the drone’s operator to obtain a clear and continu-
ous picture of what usually happens (and of any unusual activity) in that 
area. Then, by watching and waiting until ‘the ideal moment to strike’,69 
or by delaying or aborting the launch of a weapon, the operator can 
better avoid striking the wrong person or harming any nearby civilians. 
This harm-avoidance capacity is well illustrated by a scenario described 
by a member of a UK drone crew:70 
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We saw, before sunrise, a man leave a compound and go to an area 
behind a building. He started digging, interacting with the ground. The 
controller [a friendly soldier on the ground] saw that and immediately 
suggested that it was an IED [improvised explosive device], and started 
trying to arrange permission for us to strike under the ‘hostile act’ ROE 
[rule of engagement]. . . . My crew disagreed, and as we watched lon-
ger and more closely, we could pick out some of the tools he was using 
and started to assess them as regular farming tools. Eventually with the 
first fringes of sunrise, we could tell he was just seeding a small patch 
of ground. Watching him for an hour let us see that he had none of the 
hallmarks of a traditional IED emplacer.

When a drone strike is planned and an individual target is identified in 
advance, the risk of unjust outcomes is indeed reduced by timing the 
strike for when that individual is away from civilians.71 However, that 
risk is likely to be higher in instances of ‘dynamic targeting’ where there 
is less scope to choose when and where to strike. And it might be higher 
still if an armed drone is used in support of friendly or allied troops who 
are under enemy fire yet close to local civilians.72 It is important to note, 
also, that the careful timing of a drone strike is more difficult when the 
aircraft is controlled via satellite at extremely long range. The transmis-
sion of image data and control signals can be delayed by several seconds 
in this circumstance,73 and that delay might sometimes be enough to 
prevent the correction of targeting mistakes. This is probably why, for 
example, a UK drone strike in 2018 ‘unintentionally’ killed a civilian on 
a speeding motorbike when he suddenly rode across the target area.74 In 
that instance, arguably, using a non-remote method of violence would (if 
feasible) have been more precautious than using an armed drone.

Another moral risk arises in the conduct of so-called ‘signature 
strikes’ (to be discussed further in Chapter 4), and here the main con-
cern is adherence to the principle of discrimination. In the practice of 
drone warfare, killing someone whose behaviour matches predesignated 
signs of dangerousness is not necessarily discriminate killing, especially 
if there is a problem with the signatures themselves.75 For example, the 
targeting of people in certain locations who are both male and military-
aged does not equate to targeting members of an armed group or direct 
participants in hostilities,76 and it therefore carries a high risk that the 
wrong people (civilians) will be killed. Worse still, from this perspective, 
is the idea that people who immediately come to the aid of drone strike 
victims are in that way behaving in the manner of targetable enemies. 
In the ‘double-tap’ version of a signature strike, an armed drone con-
tinues flying over the site of an initial strike and then launches a second 
attack upon the original targets’ rescuers.77 But, in this circumstance, the 
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discrimination principle is arguably not respected, because the logic of 
neutralising violent threats appears to be replaced by that of merely and 
intentionally punishing sympathy with an injured enemy.

Where the use of an armed drone might (foreseeably), by contrast, 
cause some unintended harm to one or more civilians, the jus in bello 
principle of proportionality requires the anticipated harm to be out-
weighed in value by the military benefit to be achieved. Regardless of the 
method of attack, the moral worth of engaging in such a weighing exer-
cise is open to doubt if, as is sometimes argued, civilian harms and mili-
tary benefits are fundamentally incommensurable values.78 However, in 
the practice of drone warfare, there is some scope at least to respect the 
spirit of the proportionality principle by taking positive steps to reduce 
the potential for civilian exposure to a strike’s harmful effects. And, if 
‘harm’ is understood narrowly to mean injuries and deaths, the choosing 
of a weapon to be fired from a drone is especially relevant here.

The Hellfire air-to-ground missile used on many US drones, for exam-
ple, has a much smaller explosive charge than other available missiles,79 
but it still generates a blast that often far exceeds what is necessary to kill 
one individual. Thus, it is inherently dangerous also to other (innocent) 
people who might happen to be in the vicinity of a strike. To address 
this concern, the US military has sometimes reportedly used non-explosive 
warheads when, in urban areas especially, the risk of ‘collateral damage’ 
from an explosion is normally high. Its R9X ‘flying Ginsu’ version of the 
Hellfire contains long metal blades for lethally slicing through (rather than 
blasting) a vehicle carrying a targeted individual.80 Assuming, then, that 
the military value of killing that individual is high, the reasonable anticipa-
tion of a lesser degree of incidental civilian harm can make drone warfare 
of this kind appear morally superior from a proportionality perspective. 
And yet, from an intelligence-based targeting perspective, it can also be 
immensely challenging to accurately identify and track a person as they 
move quickly through a crowded city. So, for jus in bello purposes, the risk 
remains that even the ‘precise’ use of a non-explosive missile could still 
end up killing precisely the wrong person. Moreover, if the moral advan-
tage of such a weapon were nevertheless overestimated, this would carry 
the additional risk of drone strikes occurring more often inside cities, to 
the overall detriment of the many civilians who live in them.81

Further to the issue of proportionality, the use of armed drones in gen-
eral is sometimes praised not only for being ‘good’ (as a matter of jus in 
bello) but also for being morally better than other methods of violence. 
Drones, as the argument goes, are ‘the least lethal means of conduct-
ing the fight’,82 they ‘do better at . . . avoiding collateral damage than 
anything else we have’,83 and as Barack Obama once professed ‘with 
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great certainty’: the rate of civilian casualties ‘in any drone operation’ is 
‘far lower than the rate of civilian casualties that occur in conventional 
war’.84 One problem with such claims is their implication that ‘other’ 
(non-drone) weapons can only be less discriminate and proportionate in 
their effects. Yet there are some weapons, such as bayonets and pistols, 
that can more easily be used in a way that minimises civilian victimhood, 
provided that the associated risk to their users (of close-range warfight-
ing) is tolerated. Also, in the advancing of a drones-are-better claim from 
a proportionality standpoint, the drawing of a favourable comparison 
with non-drone methods of warfare is necessarily a conditional one. That 
is, it presumes that the latter would certainly be used if armed drones 
were not available. But where there is not a serious prospect of instead 
engaging an enemy by, say, firing artillery shells or dropping bombs from 
inhabited aircraft, it is not possible to justify drone warfare by present-
ing it as ‘better’ than those methods. Rather, in that circumstance, there 
is really no comparison to be made, so the use of armed drones in war 
must be ethically assessed only on its own merits.

WAGING DRONE WARFARE AND RAISING  
MORAL STANDARDS

In one important sense, from an ethical perspective, an armed drone 
equipped with video-cameras really is beyond compare in the way it 
enables users to watch and record the circumstances surrounding a strike. 
This capacity for real-time tactical observation and detailed review –  
unmatched by other weapon technologies – also then enables and requires 
a raising of moral expectations when it comes to discrimination and pro-
portionality in the practice of drone warfare. This is so for two reasons. 
First, as a greater degree of care can be taken in that practice, it fol-
lows that armed drones should be used according to a higher standard of 
adherence to in bello principles, to the overall benefit of war’s potential 
victims. Second, as so many of the decisions, actions and consequences 
of a drone strike can be recorded and subsequently analysed, this facility 
affords a high potential for drone-users constantly to learn lessons from 
past practice and accordingly to make constant improvements. Thus, 
overall, the expectation of meeting a higher standard of moral conduct in 
drone warfare is a corollary of ‘the relative ease with which [morally rele-
vant] information can be acquired’.85 In addition, as Bradley Strawser has 
argued, when an armed drone is used at extremely long range, a drone 
operator’s consequent lack of concern for individual self-defence ought to 
make them ‘more capable, not less, of behaving justly’.86 Or, as Marcus 
Schulzke has explained it, when that operator need not weigh their own 
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safety against that of at-risk civilians in a targeted territory abroad, he or 
she is well positioned to ‘exercise a higher degree of restraint when faced 
with ambiguous potential threats than a human soldier who could be 
injured or killed because of a miscalculation’.87 

In response to the idea that drone warfare’s distinguishing features are 
morally significant, Christof Heyns has argued that ‘specifically rigor-
ous’ governance is required,88 and Janina Dill has suggested that ‘positing 
informal norms [of drone use] that reframe or exceed legal obligations 
might be sensible’.89 To this end, one worthwhile approach is to focus on 
raising moral standards in relation to two key question that frequently 
arise in debates about drones: who is (not) targetable as an ‘enemy’, and 
how much civilian harm is disproportionate? Accordingly, in future, the 
just conduct of drone warfare could require the adoption of a narrow 
concept of enemy targetability and a broad concept of civilian harm. In 
practice, then, it would rightly be more challenging to adhere to the jus in 
bello principles of discrimination and proportionality, respectively.

When armed drones make it operationally easier to spot and strike a 
wide range of ‘targetable’ persons, this carries the risk that a drone-user 
will feel tempted to interpret too liberally the moral limits on who may 
be killed and under what circumstances. To counteract this temptation, 
the point could be emphasised that the answers to those questions ‘do 
not differ based on the choice of weapon’.90 However, this argument 
would be an encouragement only to wage drone warfare in a manner 
not worse, ethically speaking, than any other form of wartime violence. 
What rather matters is that armed drones are different in morally signifi-
cant ways and, for that reason, should be held to a higher standard of 
civilian protection. This, in effect, involves taking a broad view of who 
counts as a ‘civilian’ in the first place and, consequently, a narrow view 
of who may legitimately be targeted.

An accusation levelled against the US and UK governments during 
recent years has been that their drone strikes sometimes kill people who 
have not been ‘properly counted as civilians’.91 Here, the underlying ethi-
cal concern is not that outright indiscriminate killing has occurred, but 
rather that some strikes have proceeded upon too broad a view of a per-
son’s status as a ‘combatant’ or of their behaviour as constituting ‘direct 
participation in hostilities’. One way of raising the jus in bello standard 
of drone warfare could therefore be to adhere voluntarily and more 
closely to non-binding ‘guidance’ on targeting issued by the International 
Committee of the Red Cross. Accordingly, drone strikes would not be 
permitted against anyone who can clearly be seen (via video-camera) per-
forming ‘exclusively political, administrative or other non-combat func-
tions’.92 This would rule out, for example, the violent neutralisation of 
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any ‘threat’ perceived to be posed by individuals who raise funds for the 
enemy side (perhaps by criminal means) but who do not themselves ever 
take up arms in its cause.93 In refraining from killing such individuals, the 
potential operational disadvantage is that an enemy’s overall capacity to 
wage war is possibly left undiminished, making it harder eventually to 
bring about their defeat. However, there is a countervailing moral advan-
tage of exercising this much in bello restraint when applying the principle 
of discrimination: by narrowing the scope for targetability, fewer civilians 
are placed at risk of being mistakenly identified as ‘threatening’ and of 
subsequently being killed in a drone strike.

Enhancing civilian protection could also be achieved by conducting 
drone warfare according to an augmented standard of proportionality. 
This would involve a narrowing of the range of circumstances in which 
strikes are permissible, because the expected civilian risks and military 
benefits would need to be weighed differently. That is, if a broad concept 
of civilian harm were adopted when using armed drones, the expectation 
of that harm would carry more moral weight, so the value of military 
benefits to be achieved would generally need to be higher. Such a change 
is arguably warranted because, in contrast to many other methods of 
wartime violence, the highly vision-based practice of drone warfare 
enables drones’ operators sometimes to acquire a richer understanding 
of what victimhood actually means. This then puts them (or their com-
manders) on notice, morally, to account for that richness when deciding 
whether or how to proceed with a strike.

In the traditional application of the proportionality principle, and 
regardless of what weapon is used, ‘harm’ tends to be understood exclu-
sively in terms of immediate physical ‘casualties’ (injuries and deaths).94 
Thus, if the lethal blast range of an exploding weapon is known to be 
roughly a 20-metre radius from the point of impact, a civilian stand-
ing 200 metres away from a precisely targeted individual is liable to 
be assessed as unlikely to be harmed. In the longer term, however, that 
civilian could yet suffer harm of a non-physical nature, but which is 
directly attributable to the targeted person’s death. Beyond killing and 
maiming, as Tony Coady has observed, ‘[w]ar . . . injures [people] in 
many complex and enduring ways . . . and radically alters the normal 
conditions of their existence’.95 Such alteration can include, for exam-
ple, a descent into debilitating grief or mental torment, and for this rea-
son several authors have advocated routinely including psychological 
injuries in calculations of in bello proportionality.96 In principle, this is a 
sound suggestion, although in practice it would probably be impossible 
to anticipate with any accuracy how much psychological harm is likely 
to be experienced by any given civilian survivor of a drone strike. By 
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contrast, non-physical harm is more readily understood and anticipated 
in relation to what drone operators are themselves made to feel about 
the killing they do, and this issue is explored in Chapter 5. Even so, 
when it comes to the victimhood that is experienced at the receiving-end 
of drone warfare (and witnessed at the delivery-end), there may yet be 
scope to apply the proportionality principle in a way that accounts for 
another kind of harm: depriving a civilian of their caregiver.

In some parts of the world, when drone strikes occur, this can have a 
devastating effect on families.97 Although the same could be said about 
wartime killings in general, one morally significant difference arises 
when a camera-equipped drone is used to kill: a targeted individual’s 
family relationships can sometimes be observed in detail beforehand. 
This will not usually be the case at other times, such as when drones 
provide support for troops under fire, because pre-strike observations 
of enemies tend then to be only fleeting. But when a particular enemy 
is targeted while they are temporarily away from the fighting, much of 
that prospective victim’s humanity can be revealed while drone opera-
tors wait for a suitable moment to strike. 

If, for example, an individual fighting in an insurgency is observed 
regularly returning home to be with family, their role as a provider of 
care for other people (for example, children) can quickly become obvi-
ous. This then makes it difficult, arguably, for a drone-user to insist 
upon a narrow concept of civilian harm when making a proportionality 
assessment. In anticipating the effects of a missile strike, it could well 
be projected that the targeted individual’s family members would likely 
be left physically unharmed. However, the likely non-physical harm of 
depriving them of a caregiver would be undeniable under the circum-
stances. A wife who survives will have lost a husband (or vice versa), and 
a child who survives will have lost a parent. To spare those civilians that 
fate, a higher standard of in bello proportionality would need sometimes 
to be applied, and the military benefit of a planned killing would accord-
ingly need to be worthy of more moral weight. This higher standard 
of drone warfare would rest upon a broadened notion of harm, and it 
would account for the clarity with which an armed drone’s camera can 
show how widely harmful a strike could be.

CONCLUSION

Only war attracts the application of Just War morality. So, before apply-
ing it to an instance of political violence, it is important to be confident 
that that violence counts as war. As this chapter has shown, the experi-
encing of physical risk while posing a physical threat to others is a key 
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conceptual element when thinking about what warfare is and what war-
riors do. Drone-based violence, although it appears often to be an exer-
cise in risk-avoidance, can nevertheless amount to drone warfare if it is 
wielded against enemies in circumstances of mutual risk. At a minimum, 
this conceptualisation encompasses the vicariously risky experience of 
using armed drones to support others (friendly or allied troops, and local 
civilians) who are immediately at risk of enemy attack. But without even 
that minimal level of mutuality in place, drone violence is not warfare 
and so must be judged according to non-war morality.

Once the conceptual path towards applying Just War principles is 
open, it is possible to identify several potential problems with the use 
of armed drones from a jus ad bellum perspective. These relate mainly 
to the idea that drone warfare might be or become ‘too easy’ to wage, 
especially when a state does not also place some of its own personnel 
at physical risk (by land, sea or air) while using drones violently in a 
conflict. From a jus in bello perspective, armed drones have the poten-
tial to afford some moral advantage in the sense that warfare could be 
conducted according to more exacting standards of discrimination and 
proportionality. However, it is arguably important, as a matter of Just 
War morality, to keep any such advantage separate from the process of 
making jus ad bellum assessments. That is, if adherence to an augmented 
in bello standard when conducting drone warfare is itself a morally 
worthwhile end, this should have no bearing upon the issue of whether 
resorting to war is justified. A drone-using state that has a greater abil-
ity to ‘kill well’ does not, on that basis, acquire a greater permission to 
wage war. And, more generally, there could be a humanitarian danger 
in linking ad bellum and in bello ethics if, in different circumstances, the 
importance of the latter was downgraded. That is, where one side in war 
asserted a strong ad bellum case, it could purport to claim a correspond-
ing right to be less careful in adhering to in bello principles, to the overall 
detriment of the war’s potential victims.

Alternatively, when a state uses armed drones with a strong sense of 
being in the right and of opposing those who are in the wrong, there is 
scope for threatening ‘enemies’ to be politically transformed into guilty 
‘criminals’.98 This, though, could contribute to a departure from the war 
paradigm, whereupon Just War morality would no longer be available to 
the drone-user. In the past, airpower has sometimes been accompanied by 
a narrative of earthly villains being punished from on high by righteous 
actors. For example, Carl Schmitt once compared pilots dropping bombs 
on foreign populations to the way ‘St George used his lance against the 
dragon’, and he warned of a condition in which war becomes ‘a police 
action against troublemakers, criminals, and pests’.99 In today’s use of armed 
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drones, by contrast, one accompanying narrative draws a comparison to 
the cutting actions of a surgeon.100 And yet, in the very exercise of extreme 
care when deciding whether or when to kill a targeted person, drone vio-
lence too is sometimes apt to be conceptualised as something other than 
warfare: violent law enforcement. When the practice of drone ‘warfare’ is 
highly individualised, for example, it might be hard to distinguish from a 
punitive process of criminal justice.101 And, as will also be discussed in the 
next chapter, some drone violence might soon need to be judged according 
to the moral principles that govern violent action by police.
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Chapter 3

VIOLENT LAW ENFORCEMENT

Outside the paradigm of war, and beyond the reach of Just War moral-
ity, some instances of state violence can instead be conceptualised as 
practices of law enforcement. Such practices, directed towards enforcing 
a state’s criminal law, range from the prevention of criminality through 
to the punishment of criminals. Thus, ‘law enforcement’ in general can 
be understood broadly to comprise the protecting of public safety, the 
apprehending of suspects, the conducting of trials, the sentencing of con-
victs, and the carrying out of punishments. Violence, though, tends only 
to be a potential feature of this process at its extreme ends. That is, 
when a state agent is engaging in ‘violent law enforcement’, it usually 
means that they are acting violently to prevent criminal wrongdoing (as 
police do) or to punish it (as executioners do). In either case, however, 
the conceptualising of violence as law enforcement does not necessarily 
mean that that violence is itself lawful or morally permissible. Rather, 
instances of police violence and punitive violence remain open to be 
judged – as just or unjust – according to the moral expectations of vio-
lent state behaviour in peacetime.

In circumstances where combat is not going on, a morality featur-
ing ‘combatant’ and ‘non-combatant’ categories can have no meaning in 
guiding the conduct of state violence. When it comes to the morality of 
violent law enforcement, then, there are only ‘humans’ to be considered, 
and everyone involved is valued as a bearer of the human right to life. In 
peacetime, the supreme moral importance of protecting life by restrict-
ing state-sanctioned killing is reflected in numerous international laws. 
For present purposes, a good example is Article 2 of the 1950 European 
Convention on Human Rights, which provides: 

1. Everyone’s right to life shall be protected by law. No one shall be 
deprived of his life intentionally save in the execution of a sentence 
of a court following his conviction of a crime for which this penalty is 
provided by law.
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2. Deprivation of life shall not be regarded as inflicted in contravention of 
this Article when it results from the use of force which is no more than 
absolutely necessary:
(a) in defence of any person from unlawful violence;
(b) in order to effect a lawful arrest or to prevent the escape of a person 

lawfully detained;
(c) in action lawfully taken for the purpose of quelling a riot or insur-

rection.1

By comparison, killing people in war (intentionally or unintentionally) 
is a practice far less constrained by a moral concern for the right to 
life. And yet, for this very reason, there is a risk that some situations of 
violence will be wrongly classified as ‘war’ when a state would prefer to 
have more normative room to manoeuvre. In such cases, state violence 
that should be severely restricted according to rights-based law (if, for 
example, that violence serves a law enforcement purpose) can end up 
being subjected only to the more permissive rules of war. Consequently, 
based on a faulty conceptualisation of violence, there is potential for an 
excess of killing to occur because the wrong kind of morality has been 
brought into play. In this chapter, the problem of a mismatch between 
concept and morality is addressed by taking seriously the idea that some 
drone violence is, essentially, non-war violence. Specifically, it assesses 
the use of armed drones as a form of violent law enforcement by explor-
ing two sub-paradigms of such violence: policing and punishment. 

Regarding the latter, several authors have implicitly condemned some 
drone strikes in the course of distinguishing ‘targeted killings’ from 
warfare. For example, Christopher Fuller has described US intelligence 
agents who conduct strikes as performing the role of ‘aerial execu-
tioner’.2 Michael Boyle has argued that drone-based ‘targeted killings 
. . . operate on the logic of execution rather than combat’.3 And Bernard 
Koch has observed that this type of killing is ‘much closer to the execu-
tion of capital punishment than to warfare and those who execute it 
[are] much closer to being hangmen than soldiers’.4 However, it remains 
to consider why some drone violence is punitive in nature, why it might 
be morally wrong, and whether it could somehow be rendered morally 
acceptable as an exercise in violent law enforcement. Accordingly, the 
first section of the chapter assesses the long-range use of armed drones 
to conduct ‘personality strikes’ in remote parts of the world where the 
drone-using state is not party to an armed conflict. Focusing on past 
approaches taken by the US government, the discussion advances the 
idea that drone violence has sometimes amounted to a practice of bring-
ing ‘wild justice’ to suspected terrorists abroad. Here, the main ethical 
concern is that, when lethal punishments are authorised by non-judicial 
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agents of government and without the prior conduct of a fair trial, there 
is too much potential for unjust violation of a targeted person’s right to 
life. In which case, the question arises: should punitive drone violence be 
judicially authorised, or should it instead be prohibited?5

In the future, armed drones might also be used to enforce criminal 
law in the domestic sphere, so the chapter’s second section focuses on 
the sub-paradigm of police violence. As evidence of the rise of the ‘public 
order drone’,6 governments worldwide are already making small drones 
available for a variety of policing purposes: border control, traffic man-
agement, search and rescue missions, criminal investigation, and the 
monitoring of public assemblies. Unarmed and controlled remotely (usu-
ally at short range), these camera-equipped aircraft have been shown to 
provide a powerful and mobile surveillance capacity that can be highly 
effective in detecting suspicious activity and guiding police operations. 
Beyond this, though, there is a possibility that some governments will 
become tempted to make greater use of drones in situations where crimi-
nal violence presents a danger to public safety. One option, then, might 
be to enable police to neutralise threats using drones equipped with 
weapons. In anticipation of that, it is important now to assess whether 
or how police should use armed drones. So, the present chapter does this 
by considering established principles governing police use of violence, 
and by exploring the hypothetical challenge of adhering to those prin-
ciples as a ‘tele-present’ police officer.7

DRONE VIOLENCE FOR PUNISHING CRIME

On 12 October 2000, seventeen US Navy sailors were killed when the 
warship USS Cole was attacked in the Yemeni port of Aden by suicide 
bombers driving an explosive-laden boat. More than eighteen years 
later, in January 2019, the then-president of the United States confirmed 
that a man accused of organising this attack had recently been killed 
in a US drone strike in Yemen. Donald Trump tweeted: ‘Our GREAT 
MILITARY has delivered justice for the heroes lost and wounded in the 
cowardly attack on the USS Cole. We have just killed the leader of that 
attack, Jamal al-Badawi. Our work against al Qaeda continues.’8 Soon 
afterwards, US Central Command (which oversees military operations in 
the Middle East) confirmed that al-Badawi was killed in the strike while 
driving a vehicle alone in Yemen’s Ma’rib region. A military spokes-
man later explained that in 2003 al-Badawi had been indicted by a fed-
eral grand jury, charged with fifty counts of various terrorism offenses, 
including the murder of US nationals. Moreover, before the 2019 strike, 
al-Badawi had been on a list of ‘most wanted terrorists’ maintained 
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by the Federal Bureau of Investigation, and the US State Department’s 
Rewards for Justice Program had offered up to five million dollars for 
information leading to his arrest.9

At the time of writing, much remains to be discovered about the cir-
cumstances surrounding the killing of al-Badawi, but it is probable that 
he was deliberately targeted in a so-called ‘personality strike’. The pur-
pose of this kind of drone strike is to eliminate named individuals, so 
personality strikes are distinct from ‘signature strikes’ against unidenti-
fied individuals who are ‘behaving in a manner considered . . . to resem-
ble the actions of combatants’.10 For the purposes of this chapter, four 
features of al-Badawi’s killing are worth highlighting: (1) Yemen was not 
then a place where the United States was party to an armed conflict; (2) 
it is at best unclear whether al-Badawi was regarded by the US govern-
ment as a criminal or a combatant, or as both; (3) it is likewise unclear 
whether the strike against al-Badawi was a preventive response to antici-
pated wrongdoing (terrorism) or a punitive response to past wrongdoing 
(the attack on the Cole), or both; and (4) the killing of al-Badawi was 
apparently done without judicial sanction from an American court or 
any other. Together, these features suggest the possibility that the strike 
against al-Badawi was essentially an act of punitive law enforcement. 
And, if this is so, they further suggest that that act was performed in a 
morally impermissible way.

The tasks of conceptualising and judging the personality strikes con-
ducted under President Trump are made difficult by the fact that his 
administration never publicly disclosed the ‘parameters and principles’ 
of its drone policy.11 By contrast, the preceding administration was more 
transparent in this regard, and it eventually emerged that the US govern-
ment under Barack Obama had conducted personality strikes as if these 
were essentially practices of warfare (rather than law enforcement). In 
early 2013, a Justice Department memo was leaked to NBC News that 
had previously been sent to members of the US Senate’s Intelligence Com-
mittee and Judiciary Committee. The document was relevant to the use 
of armed drones, and it addressed ‘the circumstances in which the U.S. 
Government could use lethal force in a foreign country outside the area 
of active hostilities against a US citizen who is . . . an al-Qaida leader 
actively engaged in planning operations to kill Americans’. Among 
the conditions under which, the memo argued, such a lethal operation 
would be legal was: ‘the operation would be conducted in a manner 
consistent with applicable law of war principles’.12 However, against this 
assertion of the existence of a condition of war, several legal scholars 
have suggested that the Obama administration mischaracterised some 
of its drone strikes as ‘warfare’ to avoid the political inconvenience of 
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being subject to the strict morality and laws that govern state violence 
in peacetime.13 

Within the sub-paradigm of punitive law enforcement, the most 
important rights-based restriction (based on the right to life) is the pro-
hibition on killing arbitrarily. This is reflected, for example, in Article 6 
of the 1966 International Covenant on Civil and Political Rights which 
provides that ‘. . . sentence of death . . . can only be carried out pursuant 
to a final judgement rendered by a competent court’.14 And it exists in 
the domestic law of many states; for example, in the US Constitution’s 
Fifth Amendment which provides that ‘[n]o person shall be . . . deprived 
of life . . . without due process of law’.15 In practice, when the punitive 
law enforcement model applies to non-war violence, respect for the right 
to life and to due process involves the presumption of an accused per-
son’s innocence and the conduct of a fair trial.16

To follow legal processes carefully is to adhere to the principle of 
legalism which, in matters of criminal justice, helps to avoid arbitrari-
ness in the killing of human beings who bear a presumptive right to life. 
The essential characteristic of legalism is orderliness. Through the con-
scientious and thorough application of a modern legal system’s myriad 
rules and conventions, the practitioners and observers of criminal justice 
processes can potentially achieve a high level of certainty about the cor-
rectness of decision-making. By contrast, in the absence of a fair trial 
and conviction preceding an execution, it is more difficult to be confident 
that an executed individual really was criminally culpable and deserving 
of death. A common criticism of the US government’s drone-based per-
sonality strikes outside war zones has been that they were done without 
recourse to legalism,17 in which case they are difficult to justify as acts of 
punitive law enforcement. One way of thinking about this problem is to 
conclude immediately that the US government, outside the paradigm of 
war, wilfully perpetrated impermissible homicides (murders). However, 
a different approach is taken here: to consider first whether there is any 
scope to conceptualise and perhaps legitimise drone-based personality 
strikes within the law enforcement paradigm of state violence. On this 
basis, arguably, these strikes can begin to be understood as continuing an 
old American tradition of sometimes inflicting flawed methods of violent 
law enforcement (‘wild justice’) upon suspected criminals.

Wild justice and frontier violence

In their 2010 book Revenge versus Legality, Katherine Maynard and 
her colleagues explore the differences between wild justice and legalistic 
justice. On the one hand, they argue, there is ‘extralegal, vigilante, or 
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“wild” justice based upon revenge and driven by passion and grief’ and, 
on the other hand, there is ‘tamer, cooler, more rational and institutional 
legal justice’.18 As a manifestation of violent law enforcement, wild jus-
tice is pursued self-righteously and vengefully. It tends to be untamed by 
adherence to formal legal constraints, and its wielders typically judge 
this wildness to be more effective in achieving just outcomes than is the 
practice of non-wild (legalistic) justice. Moreover, for these reasons, wild 
justice is historically more likely to occur in situations and territories 
where the rule of law is weak. In the United States, it is possible some-
times to discern an appetite for wild justice driven by a ‘myth of redemp-
tive violence’ which runs deep in its popular and political culture.19 This 
is revealed, as Maynard and her colleagues observe, by historical or fic-
tional circumstances in which there are certain ‘crimes or injuries that 
appear so mystifying or disturbing that ordinary, conventional legal-
ity – the usual, normative police procedures, judges’ rulings, lawyers’ 
motions, and jury verdicts – seems inadequate’.20 Instead, therefore, ‘a 
Dirty Harry is needed to solve or avenge such a crime; cruel or unusual 
procedures or punishments are called for; the law must be bent, broken 
or at least supplemented to achieve a just revenge’.21

To the extent that the idea of redemptive violence is an appealing one 
in the United States, its appeal can be traced to the country’s early his-
tory. In the time of the American Old West (or Wild West), pioneering 
settlers were extending their nation’s frontier westward. Across this vast 
and barely governed territory, law enforcement was generally a more 
violent and disorderly enterprise compared to that which obtained in 
the established urban settings of the east. Frontier justice was delivered 
by US government ‘lawmen’ like Wyatt Earp (1848–1929) who, in the 
Arizona Territory town of Tombstone, took part in the famous ‘Gun-
fight at the O.K. Corral’ during which lawmen shot and killed three 
outlaw cowboys.22 Such real-life episodes from early American history 
have since been emulated abundantly in US popular culture. Between 
the 1930s and 1960s, in Hollywood, the filmscript writers for ‘Westerns’ 
frequently set narratives of violence in desert spaces ‘where legality is so 
weak or non-existent that a good gunfight (or fistfight) is the only cred-
ible way to resolve differences or achieve justice’.23

Later, characters played by Clint Eastwood, Charles Bronson and Syl-
vester Stallone were variously depicted in popular US-made films as ‘heroic 
avengers ridding the world of punks, thugs, rapists, homicidal maniacs, 
and other evildoers’.24 These films contained the clear message that, in 
confronting evil-inspired dangers, the heroes’ tactics sometimes needed 
to be ruthless. Moreover, a preference for lawless behaviour sometimes 
extended to a contempt for legalism as something that gets in the way 
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of ‘true’ justice. For example, in the 1971 Eastwood film Dirty Harry, 
the eponymous hero is the ‘off-the-leash cop’ who will ‘readily resort to 
violence in his work, [and is] not above a bit of crude torture to extract 
information from a perp with a bullet wound’.25 He is depicted, more-
over, as needing to contend with criminal and non-criminal antagonists. 
The latter include ‘pusillanimous senior [police] officers and devious, vac-
illating, media-obsessed politicians’,26 as well as ‘a variety of liberal twits 
and wusses who . . . castigate [Harry] for not following proper legal and 
police procedures’.27

The likely influence of popular culture that valorises wild justice 
should not, however, be overstated when it comes to US foreign policy. 
It is important to acknowledge that the US government has historically 
often acted as a champion of legalistic approaches to law enforcement, 
in contrast to other states (including enemies of the United States) that 
have sometimes preferred to reject legalism. When Hermann Göring was 
appointed (by Adolf Hitler) as Prussian Minister of the Interior in 1933, 
he boasted: ‘my measures will not be crippled by any legalistic hesita-
tion’.28 And, in Nazi-ruled Germany more generally, due process and the 
rule of law were swiftly replaced by the straightforward Führerprinzip; 
the principle that a leader’s commands equate to laws. After the end of 
the Second World War, when justice needed to be served in respect of 
alleged war crimes, the US government insisted upon legalism despite 
fierce urgings to the contrary by its allies. Joseph Stalin, for example, had 
wanted simply to kill up to 100,000 Nazi Germans in revenge for what 
they had done to the Soviet Union.29 And the British foreign secretary, 
Anthony Eden, had favoured summary executions of top Nazi leaders, 
claiming: ‘The guilt of such individuals is so black’ that ‘they fall outside 
and go beyond the scope of any judicial process’.30 Under American lead-
ership, though, the Nuremburg tribunals did eventually proceed to apply 
legalism and the judicial method of criminal justice to Nazi defendants.

A major disruption of the US government’s attitude to legalism appeared 
to occur after 11 September 2001. America’s people and politicians reacted 
to Al Qaeda’s ‘9/11’ terrorist attacks on US cities with shock and fear, and 
the political mood that descended upon the United States came to resonate 
with the cultural legacy of its frontier-pushing era. The popular myth of 
redemptive violence surged to the fore as the country set about confronting 
dreaded enemies inhabiting various disorderly settings of civil war, state 
failure and insurgency in North Africa, the Middle East and Central Asia.31 
One such ‘terror frontier’ was the Federally Administered Tribal Areas 
(FATA) of Pakistan, in the north-west of the country bordering Afghani-
stan, where the national government has relatively little control over the 
population or territory. Eventually, as will be discussed in Chapter 4, this 
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area became the setting for extensive US use of drone strikes (including 
personality strikes) against suspected terrorists. For example, in August 
2009 the Pakistani Taliban leader Baitullah Mehsud was killed (along with 
eleven other people) in a strike in the remote and mountainous region of 
South Waziristan. Mehsud had allegedly been guilty of organising, among 
other things, the 2007 assassination of Pakistan’s former prime minister 
Benazir Bhutto.32

From the beginning of the US-led War on Terror, a prominent politi-
cal attitude was that American counterterrorism would be more effective 
if it were conducted ruthlessly. In a television interview on 16 September 
2001, US Vice President Dick Cheney explained:33 

I think the world increasingly will understand what we have here are 
a group of barbarians, that they threaten all of us . . . We also have to 
work, though, sort of the dark side, if you will. We’ve got to spend time 
in the shadows . . . That’s the world these [terrorist] folks operate in, and 
so it’s going to be vital for us to use any means at our disposal, basically, 
to achieve our objective.

The following day, President George W. Bush secretly authorised the CIA 
to hunt and kill Al Qaeda’s leaders,34 and he told journalists: ‘I want jus-
tice, and there’s an old poster out West, as I recall, saying “Wanted, Dead 
or Alive”.’35 In essence, arguably, this was an invocation of a national 
mythology of ‘frontier justice’.36 Soon afterwards, Bush promised the 
US Congress: ‘whether we bring our enemies to justice, or bring justice 
to our enemies, justice will be done’.37 Here, the bringing of enemies to 
justice implied the use of legal processes such as arrest and trial, but the 
alternative (bringing justice to enemies) seemed to threaten the use of 
non-legalistic (wild) and violent methods.

Bush subsequently made clear his conviction that the formal justice 
system lacked the capacity to adequately address the problem of terror-
ism. In his 2004 State of the Union speech, the president acknowledged: 
‘some people question if America is really in a war at all. They view ter-
rorism more as a crime, a problem to be solved mainly with law enforce-
ment and indictments’.38 But he insisted: ‘After the chaos and carnage of 
September 11th [2001], it is not enough to serve our enemies with legal 
papers.’39 Legalism was then largely rejected in favour of wild justice, 
and so the Bush administration and its successors proceeded ruthlessly 
to achieve retribution for 9/11. In the zealous pursuit of Al Qaeda glob-
ally, over two decades, suspected terrorists were indefinitely detained 
(and sometimes tortured) by successive US administrations. And, after 
US special forces killed Al Qaeda leader Osama Bin Laden in Pakistan 
in May 2011, President Barack Obama boasted that ‘justice has been 
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done’.40 However, armed drones soon became this president’s preferred 
method of achieving retribution for known individuals’ alleged crimes,41 
largely because of drones’ capacity to strike a person – suddenly and 
with secrecy – in a remote location.

Personality strikes as administrative executions

In early 2011 the US Joint Special Operations Command authorised a 
squadron in control of drones flying over Yemen to kill Anwar al-Awlaki. 
At the time, ‘Most Wanted’ posters of this US citizen were displayed 
inside every ground control station at Cannon Air Force Base in New 
Mexico (home to the 3rd and 33rd Special Operations Squadron).42 On 30 
September 2011 the drones were flown from a base in Saudi Arabia into 
northern Yemen where they fired missiles at a car carrying al-Awlaki.43 
But not until May 2013 did the US Attorney General confirm publicly 
that this person was among four named US citizens who had been killed 
‘outside areas of active hostilities’ in US drone strikes.44 More than a 
year prior to this killing, CIA director Leon Panetta had used a televi-
sion interview to identify al-Awlaki as a terrorist who posed a threat to 
the United States. In explaining the man’s placement on a ‘terrorist list’, 
Panetta said: ‘You can track Awlaki to the Detroit bomber. We can track 
him to other attacks in this country that have been urged by Awlaki.’45 
This highlighting of past wrongdoing suggests strongly that, when al-
Awlaki was subsequently killed in a US drone strike, the killing was at 
least partly punitive in purpose. If so, this personality strike in a non-war 
setting was an example of drone violence manifesting as wild justice.

In 2012 President Obama’s chief counterterrorism adviser, John Bren-
nan, insisted that US use of lethal force was ‘not about punishing ter-
rorists for past crimes; we are not seeking vengeance’.46 And yet, a few 
weeks earlier, in answer to the question ‘How do we deliver justice to the 
enemy?’, US State Department legal advisor Harold Koh had answered: ‘I 
think there are different ways. It can be delivered through trials. Drones 
also deliver’.47 In 2013 Obama himself explained that drone strikes are 
not undertaken ‘to punish individuals – [rather] we act against terrorists 
who pose a continuing and imminent threat to the American people’.48 
However, the very phrase ‘continuing and imminent threat’ implied that, 
when such an individual is targeted for a drone strike, their past actions 
are at issue. It is a phrase founded on the notion of ‘elongated immi-
nence’, reportedly developed by Koh, which he compared to ‘battered 
spouse syndrome’. In the same way that a spouse does not have to wait 
until a hand is being raised to strike before acting in self-defence if there 
is a pattern of past abuse, Koh argued, the US government does not have 
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to wait to strike at terrorists.49 If such was the thinking behind personal-
ity strikes conducted during the Obama administration, there is scope 
to regard these as instances of punitive drone violence within the law 
enforcement paradigm. Moreover, the method by which the US govern-
ment reportedly made personality strike decisions at that time further 
suggests its application of a law enforcement mentality.

Wild justice involves a rejection of legalism, and sometimes this rejec-
tion manifests as a parodying or mimicking of legalistic approaches to 
criminal justice. Most obviously, there is the phenomenon of the show 
trial. In the Soviet Union, for example, the government would often stage 
public ‘trials’ in which defendants were coerced to make confessions, and 
guilty verdicts (to be used for propaganda purposes) were a foregone 
conclusion.50 In the case of the Obama administration and its personality 
strikes, the mimicking of legalism instead involved unshown quasi-trials. 
The drone strikes resulting from these secret proceedings could thus be 
described as ‘administrative executions’. Obama’s government appar-
ently regarded personality strikes as requiring less permissiveness than 
is allowed in the war paradigm, but not the high degree of restriction 
on state violence that accompanies full commitment to legalism within 
the law enforcement paradigm. The White House chief of staff, William 
Daley, explained in 2011: ‘The president accepts as a fact that a cer-
tain amount of screw-ups are going to happen, and to him, that calls for 
a more judicious process.’51 It did not, however, call for a judicial pro-
cess, according to US Attorney General Eric Holder.52 Rather, as Brennan 
suggested in 2012, it was enough that the right to life loomed large in 
Obama’s thinking about personality strikes: ‘the president, and I think all 
of us here, don’t like the fact that people have to die. And so he wants to 
make sure that we go through a rigorous [pre-strike] checklist.’53

Accordingly, administrative decisions to authorise drone strikes against 
named individuals (suspected terrorists) located outside war zones were 
reportedly made only after lengthy deliberation and extensive consultation 
by officials across the US government. As such, these personality strikes 
could not be called ‘summary’ executions in the sense of being executions 
performed without delay and hesitation. Even so, they were undoubtedly 
extrajudicial decisions to kill, despite their bearing some resemblance to a 
proper criminal justice process: the involvement of lawyers, the weighing 
of ‘evidence’, the rendering of a ‘verdict’ and, if a person was ‘convicted’, 
the imposing of a punishment to fit the crime. In 2012 the New York 
Times first revealed what it called ‘the strangest of bureaucratic rituals’ in 
which more than 100 national security officials gathered via videoconfer-
ence on a weekly basis ‘to pore over terrorist suspects’ biographies and 
recommend to the president who should be the next to die’.54 In contrast 
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to the predictability of a Soviet-style show trial, however, participants in 
these meetings reportedly did not hesitate to ‘call out a challenge, pressing 
for the evidence behind accusations of ties to Al Qaeda’.55 Prior to each 
meeting to consider lists of potential targets, the ‘résumés’ of individual 
terror suspects were put through a process of vetting, validation and eval-
uation. Then, at the White House, a committee chaired by the president 
would vote on who, where and when to strike.56 In a 2014 article, Gregory 
McNeal described this administrative process as ‘complex and time inten-
sive, usually involving dozens of analysts from different agencies’.57 And, 
to illustrate the high degree of care taken, he noted that ‘target folders are 
continuously updated to reflect the most recent information regarding a 
target’s status, [and] the compiled data is independently reviewed by per-
sonnel not responsible for its collection’.58 

The occurrence of these practices was largely confirmed towards 
the end of Obama’s presidency by the 2016 publication of the US gov-
ernment’s drone ‘playbook’: ‘Procedures for Approving Direct Action 
against Terrorist Targets Located outside the United States and Areas of 
Active Hostilities’.59 As a basis for conducting personality strikes beyond 
the paradigm of war, these detailed procedures were probably intended to 
be followed also by Obama’s successor, in the hope that they might con-
tinue his approach. And it could indeed be argued that ‘playing’ by the 
playbook prevented greater injustices that might otherwise have resulted 
from the US government’s use of armed drones on its ‘terror frontier’. 
Even so, a complex administrative approach to punishment can still only 
mimic a legalistic process of guilt-determination and sentencing. Thus, 
Obama’s approach still morally impoverished drone violence as an exer-
cise in punitive law enforcement. Critically, this was violence controlled 
entirely by the executive branch of government, allowing for none of the 
genuine impartiality that is expected of decision-making by an indepen-
dent judiciary. Instead, the executive as a whole purported to play all 
the roles in what is ordinarily a highly distributed process of adminis-
tering criminal justice: the ‘prosecutor’ who assembles a case, the ‘jury’ 
that makes a finding of fact, the ‘judge’ who imposes a sentence, and the 
‘executioner’ who carries it out. This is fundamentally why US personal-
ity strikes outside war zones amounted to wild justice, and it raises the 
question of whether, in future, the ‘wild’ and drone-based punishment of 
capital crimes should be ‘tamed’ by involving a drone-using state’s courts.

Taming punitive drone violence

After Donald Trump became president of the United States, he quickly 
sought to distance himself from his predecessor’s approach to global 
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counterterrorism. Whereas Obama had always insisted that his govern-
ment’s attacks against terrorists were not essentially punitive, in mid-
2017 Trump appeared enthusiastically to favour the ruthless exercise of 
redemptive violence:60

Terrorists . . . are nothing but thugs and criminals and predators, and 
that’s right – losers. . . . These killers need to know they have nowhere to 
hide, that no place is beyond the reach of American might and American 
arms. Retribution will be fast and powerful as we lift restrictions and 
expand authorities.

The president’s clear implication here was that legal or administrative 
restraints would only make US retribution for terrorist acts less effective. 
Accordingly, senior officials in the Trump administration reportedly pur-
sued changes to the way drone strikes were conducted. In contrast to the 
Obama-era approach, Trump’s reported preferences included: expand-
ing the geographic scope for drone strikes to occur ‘outside of areas 
of active hostilities’, and lowering the evidential thresholds required 
to conduct strikes against terrorism suspects.61 To the extent that these 
changes were enacted, the wild justice of US drone violence probably 
became even wilder under Trump than it had been under Obama. More-
over, Trump’s conspicuous adoption of a vengeful rationale for drone 
use set an example to be potentially emulated by leaders of other drone-
using states.62 For example, before becoming the UK prime minister in 
2019, Boris Johnson wrote in The Spectator: ‘we legally justify these 
drone strike assassinations as preventative: to stop future acts of ter-
ror in Syria. But that scarcely masks the reality that killing them is also 
retributive – payback.’63

One suggested approach to taming such wildness is to accept that 
drone violence will sometimes be wielded for a punitive purpose and 
then allow states to restraint it themselves as a matter of law enforce-
ment morality. That is, if the extrajudicial character of personality strikes 
is the problem, perhaps the solution is to arrange for judicial sanctioning 
of such killings in countries that already engage in capital punishment. 
In practice, this would mean that judges who are impartial (in the sense 
of being independent of the executive government) could conduct trials 
in absentia if an accused terrorist were unable to be extradited. The idea, 
then, is that these trials would aim fairly to establish whether the defen-
dant (adequately represented in court) is guilty and, if so, a judge could 
subsequently sentence that individual to be targeted in a drone strike 
if no other method of execution was available. In this way, one could 
argue, genuine legalism would afford greater public confidence in the 
probity of drone-based, punitive law enforcement: that the verdict was 
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correct, that the punishment was deserved, and that the risk of arbitrari-
ness in the taking of human life was greatly reduced.

In a 2013 speech on counterterrorism, President Obama raised the 
idea of ‘a special court to evaluate and authorize lethal action’,64 and the 
idea of running trials in absentia in a ‘drone court’ has attracted some 
scholarly support.65 However, this idea has also been criticised for being 
impractical and/or unfair.66 One feasibility-based objection is that courts 
are not institutionally equipped to be involved in time-critical decisions,67 
although this argument is strongest when contemplating drone violence 
in the war paradigm. If, instead, personality strikes against individuals 
located outside war zones were treated as a law enforcement matter, deci-
sions on whether to authorise placing someone on a target list would not 
necessarily need to be made quickly. A court of criminal justice would be 
hard-pressed to decide exactly when an individual may be targeted in a 
drone strike, but it could still be feasible for a court to decide whether an 
individual should be strikable at some future time. Indeed, on this point 
it is worth noting that the executive branch of the US government did not 
decide to kill Anwar al-Awlaki at short notice or during a specific emer-
gency. Rather, US officials had been discussing attacking him ‘for well 
over a year’, and this deliberation was so well known that al-Awlaki’s 
father had time to seek (unsuccessfully) an injunction from a US judge.68

Beyond the issue of feasibility, a more serious concern is that any 
‘drone court’ arrangements would not satisfy the moral requirement 
for a fair trial. Having the defendant physically present in court is an 
important fairness measure because there they can more readily receive 
legal advice and representation. Therefore, at the outset, it would be 
important for a prosecuting government to go to trial publicly so that 
an accused terrorist had an opportunity to surrender themselves and 
attend court. If they then chose to do so, and if they were subsequently 
convicted of a capital offence, that individual would also be available for 
execution by conventional means, and the very possibility of a judicially 
sanctioned drone strike would be avoided. Alternatively, that possibility 
could be avoided if the prosecuting government was able to capture an 
alleged terrorist, so a judge conducting a ‘drone court’ trial would argu-
ably need to remain satisfied about the continued infeasibility (rather 
than the mere inconvenience) of effecting a capture.69 If, though, an indi-
vidual remained unavailable to be tried in person, fairness would then 
require that they be adequately represented. To this end, for example, 
a judge might also demand that a secure line of communication was in 
place between the absent accused and their in-court lawyer. 

Satisfying such legalistic requirements – to maximise confidence in the 
fairness of a trial – could well prove highly onerous in practice. So, a 
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government intent on using armed drones in this way to punish criminals 
abroad would likely be unable to conduct personality strikes as frequently 
as would be the case if these executions stemmed merely from executive 
decisions. Thus, from a human rights perspective, court-ordered drone 
strikes could seem to be a great improvement, compared to past US gov-
ernment practice, in reducing the overall risk of arbitrary killing. Never-
theless, even if a sentence of death could somehow be arrived at through 
a demonstrably fair process of decision-making, the method of execu-
tion could yet be what ultimately makes punitive drone violence morally 
impermissible. If it remained the case that large drones flying at long range 
were equipped only with explosive missiles, personality strikes directed 
accurately against convicted terrorists could still be condemned for posing 
too great a risk to the lives of innocent people nearby. The moral problem, 
then, would be one of disproportionate harm resulting from the conduct 
of violent law enforcement, and this alone could be reason enough to 
prohibit punitive drone strikes. On the other hand, if a differently armed 
drone were used closer to home for the primary purpose of protecting life 
(rather than killing), there might be more moral scope to permit drone 
violence within another sub-paradigm of law enforcement: policing.

ARMED DRONES AND DOMESTIC POLICING

A ‘police drone’ usually means a small, short-range, multirotor aircraft 
of the kind produced by civilian manufacturers and widely available 
commercially.70 Already, their use has sometimes generated concerns 
about the intrusiveness of police surveillance and its impact on indi-
vidual privacy and freedoms. For example, during the COVID-19 pan-
demic, police in several countries used drones equipped with cameras to 
monitor and enforce public compliance with social distancing rules.71 
Occasionally, this prompted accusations that aerial surveillance in 
locked-down societies was breaching people’s privacy rights and exacer-
bating a ‘police state’ atmosphere.72 The intrusiveness and privacy impli-
cations of drone use is an important and well-canvassed ethical issue on 
its own,73 but the potential police use of drones equipped with weapons 
(as well as cameras) warrants special attention. Here, the concern for 
human rights extends to the right to life which underpins ethical prin-
ciples for restraining police violence in a domestic context.

When US President Barack Obama insisted that none of his successors 
should ‘deploy armed drones over U.S. soil’,74 he was probably envisaging 
large drones launching Hellfire missiles with deliberately deadly effect. 
This differs, though, from a scenario in which a police officer’s intention 
is not (or not solely) to kill and where they are using a drone armed with 
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a weapon not designed to be lethal. In such circumstances, how (if at 
all) might the use of an armed drone satisfy the ethical principles that 
guide police violence? And when (if ever) might it be morally permissible 
for police to use an armed drone against a criminal suspect or to pro-
tect public safety? At the time of writing, there have been no reports of 
armed drones being violently deployed by police anywhere in the world. 
Even so, the requisite technology already exists, and some corporations, 
legislators and non-government organisations have begun to anticipate 
the advent of police drone weaponisation. A potential moral advantage 
of this is that, if using drones reduces police exposure to danger, it could 
also reduce the risk of harm (caused by fearful officers) to criminal sus-
pects and innocent bystanders. Weighing against this, however, is the 
possibility of an increased risk to others if distanced officers experience 
perception problems, and there might also be a danger of armed police 
drones provoking a violent escalation of public disorder.

Arming police drones

For policing purposes, the utility of a camera-equipped drone lies mainly 
in its mobility and capacity for dynamic observation. Although a small, 
battery-powered drone cannot remain airborne for a long time, it is qui-
eter and often more practical than a piloted helicopter and much cheaper 
to acquire and maintain.75 Such a drone can enter and remain in some 
spaces more easily than a police officer can and, in some circumstances, 
this capacity is preferable for a policing purpose. For example, a drone-
based camera could be sent in place of an officer to observe a crime scene 
(looking for clues) in detail without as much risk of disturbing it.76 Police 
drones have also been used extensively in some countries for a public 
safety purpose: surveilling crowds during outdoor events such as public 
demonstrations and sporting matches. Here, drones enable police on the 
ground to estimate the number of people attending, track group move-
ments, anticipate overcrowding, and accordingly employ crowd-control 
techniques such as roadblocks.77 In the United States, these small aircraft 
have sometimes been able to obtain evidence of criminality in real-time, 
such as when a Miami-Dade police drone flying at 3,100 feet (945 m) cap-
tured footage of a drug sale in Florida in late 2019.78 The following year, in 
California, a drone despatched from the Chula Vista Police Department’s 
Drone as First Responder programme filmed a suspect evading the police 
car pursuing him, throwing a gun away, and hiding a bag of what turned 
out to be heroin.79 On another occasion, when a man was suspected of 
firing a gun at his family, a camera-equipped police drone was deployed to 
survey the situation and to keep officers ‘out of harm’s way’.80
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In responding to threatened or actual violent crime, police officers 
sometimes do take physical risks in confronting suspects and might then 
carry some kind of weapon to protect themselves or others. The imagery 
obtained from an unarmed drone (of the position of an active shooter, for 
example) could vitally inform on-the-ground officers deciding when and 
how to take those risks for a threat-neutralisation purpose. However, 
the question that has arisen in some law enforcement circles is whether, 
if the drone itself were armed, a criminal threat could and should be 
neutralised in a way that exposes police to less danger. 

As long ago as 2010, US border authorities were reportedly interested in 
equipping their drones with ‘non-lethal weapons designed to immobilize’ 
individuals identified as ‘possibly involved in illegal activity’.81 In 2014, in 
the United States, a company called Chaotic Moon publicly demonstrated 
the operation of a taser-armed drone, delivering a powerful electric shock 
to one of its interns (a volunteer), with a view to selling this technology to 
law enforcement personnel.82 In the same year the South African company 
Desert Wolf launched sales of its Skunk Riot Control Copter, offering it 
to mining companies in the country as a means of responding to striking 
workers.83 This small ‘octocopter’ drone is marketed as being ‘designed to 
control unruly crowds without endangering the lives of the protestors or 
the security staff’.84 It is equipped with four high-capacity paintball bar-
rels that can rapidly fire a large quantity of solid plastic balls, dye marker 
projectiles, or pepper spray balls, and the drone also carries loudspeakers 
enabling the communication of warnings to a crowd below it.85 In 2015, 
at the Milipol Paris homeland security exhibition, the French drone manu-
facturer Aero Surveillance unveiled its Multi-purpose Payload Launcher 
(MPL 30), which can reportedly carry up to eighteen tear gas grenades, 
for sale to law enforcement agencies.86 And, earlier that year, police in the 
northern Indian city of Lucknow had reportedly purchased five of Desert 
Wolf’s Skunk drones, which, according to police superintendent Yashasvi 
Yadav, ‘can be used to shower pepper powder on an unruly mob in case 
of any trouble’.87 

Meanwhile, North Dakota became the first US state to legislate 
in favour of police using drones armed with ‘non-lethal’ weapons,88 
whereas several other US states had by then expressly prohibited any 
kind of drone weaponisation.89 Elsewhere, the issue of whether police 
may arm their drones remained largely unsettled, so in 2016 a team 
of researchers from Taser International (a company that supplies police 
with stun guns and body cameras) met with potential customers at the 
International Association of Chiefs of Police (IACP) conference in San 
Diego, California. Company spokesperson Steve Tuttle explained at the 
time:90 
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Following recent events, including the use of a robot to deploy lethal force 
in Dallas to eliminate a highly dangerous threat, we’ve received questions 
about whether it would be feasible to similarly deploy a TASER from an 
autonomous vehicle. One can certainly imagine high-risk scenarios such 
as terrorist barricades where such a capability could allow public safety 
officers to more rapidly incapacitate a threat and save many lives.

Tuttle was referring here to the Dallas Police Department’s unprece-
dented use in July 2016 of a bomb-disposal robot (a land-based vehicle), 
armed with a bomb (C-4 explosive), to kill a gunman who had just tar-
geted and killed five police officers.91 The raising of this example, how-
ever, implied the possibility that a remotely controlled aerial vehicle too 
could be armed, and with the intention of causing death rather than 
temporary incapacitation. 

The emergent temptation – operational and commercial – towards 
the use of armed drones for law enforcement purposes could be con-
ceptualised as an example of what some authors call ‘police militariza-
tion’.92 According to Ian Shaw, for example, the drone has gradually 
evolved from being a surveillance platform to being an airstrike plat-
form to being, most recently, ‘a policing technology’.93 Michael Salter 
has argued that ‘drones represents a new stage in the militarisation of 
policing’,94 and for Oliver Davis the ‘repatriation of the drone . . . fol-
lows a familiar pattern whereby coercive security technologies are tested 
abroad before finding their way ‘home’ to arm police forces that are 
becoming increasingly paramilitary in style and conduct’.95

From a technological perspective, such claims can be refuted by dif-
ferentiating between the large drones used militarily in foreign territories 
and the small drones that some police departments have in fact been 
acquiring for domestic use. Part of the normal pattern of militarisation 
is that a state’s police officers become armed with types of weapons that 
are also used (or have been used) by that state’s military personnel. This 
process tends to be criticised where ‘little thought [is] given to providing 
a weapon and ammunition specifically geared to the needs of civilian 
policing’.96 An example is the 1033 Program in the United States (insti-
tuted by section 1033 of the National Defense Authorization Security 
Act of 1997) which facilitates transfers of surplus military equipment 
such as mine-resistant vehicles, amphibious tanks and grenade launch-
ers to local police departments.97 In the case of drones, by contrast, it 
has not been the case that US police have been receiving and repurpos-
ing ex-military drones and the associated heavy firepower (Hellfire mis-
siles). Rather, police there and in some other countries have generally 
been purchasing smaller, commercially available drones of the kind used 
extensively by photographers and hobbyists. 
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Even so, a concern about militarisation remains valid in relation to 
another of its aspects: the potential for military ideas and attitudes to 
influence ideas and attitudes about policing. This influence is morally 
undesirable if, for example, police ethics begins to be replaced by mili-
tary ethics (which affords a greater degree of permission for harming 
people) as a guide to police action. A concern that this might happen 
is reflected in the ‘image problem’ that drones in general continue to 
have. In the popular imagination, fed by media coverage of drone tech-
nology that focuses largely on air strikes in war zones, drones tend to 
be strongly associated with heavy-handed and military-style violence.98 
This perception, acknowledged by the IACP, informs the Association’s 
current policy position that police drones ‘shall not be equipped with 
weapons of any kind’.99 The reasoning behind this position is couched 
in terms of likely public opposition to weaponisation: the ‘public accep-
tance of airborne use of force is . . . doubtful’, the IACP has explained, 
and this ‘could result in unnecessary community resistance’ to the use 
of unarmed police drones.100 However, this assessment by the world’s 
peak professional body for police leaders appears to be a pragmatic 
rather than principled argument against arming police drones; logically, 
the IACP’s opposition seems liable to diminish in line with any shift in 
public opinion. A stronger foundation for a policy position on this issue 
would be one that is instead couched in terms of the established ethical 
principles for police violence (or ‘use of force’).

Ethics of police violence

Where there is public concern that police drones might be used violently 
in the same way as military drones, one source of reassurance is the long-
standing expectation that police violence should be more restrained than 
military violence. The role of military personnel is (among other things) 
to be ready one day to fight or support fighters in war, but police use 
violence (on a more frequent basis) in the course of preventing crime 
and protecting public safety. This role difference is reflected in differing 
ethical standards for, on the one hand, police whose protective impulse is 
internally directed (to protect fellow citizens from each other) and, on the 
other hand, warriors whose defensive impulse is often externally directed 
(to protect citizens from foreign enemies). For example, while it is mor-
ally permissible in the context of armed conflict to attack and kill enemy 
soldiers without warning, no such moral permission is generally available 
against criminal suspects in the peacetime context of law enforcement. 
Also, whereas a police officer’s use of force ought never to put the lives 
of innocent bystanders at risk, combatants guided by traditional military 



Violent Law Enforcement  71

ethics may endanger civilians to a considerable extent on grounds of mili-
tary necessity.101 Moreover, there is an established expectation that police 
ethics and military ethics will remain distinct in their application, even in 
extreme cases of collective violence (such as riots) in a domestic setting 
where local authorities might feel tempted to respond aggressively.102

Other circumstances likely to warrant police possession and possible 
use of weapons include: shoot-outs between police and suspects during 
a bank robbery; the protection of government officials or foreign digni-
taries; a police officer’s chance encounter of a violent crime in progress; 
domestic violence involving emotionally disturbed individuals; sieges 
involving armed hostage-takers; and interceptions of suspected suicide 
bombers. Regardless of circumstances, however, the practice of policing 
is governed morally and fundamentally by respect for individual human 
rights, and especially for the right to life. Or, at least, this is how polic-
ing ought to be governed, according to a liberal notion of policing that 
assumes human rights are universal. It must be acknowledged that, in 
many illiberal societies throughout the world, policing is geared less 
towards serving and protecting the members of a policed community 
and more towards the (violent) domination of the local population.103 In 
non-democracies, police are ethically disadvantaged by the fact that their 
position and role in society are not ultimately authorised by the people. 
This means that, instead of being democratically empowered to treat 
citizens with equal respect, those police find themselves bound instead 
to serve only a ruling elite which deploys them against domestic oppo-
sition groups. Police in this position are more liable to be regarded as 
‘enemies’ rather than ‘servants’ of the people.104 Here, the moral distinc-
tion between policing and warfare is most vulnerable to breaking down, 
making unethical police violence (drone-based or otherwise) more likely 
to occur.

Guidance for police action can be found in two influential ‘soft law’ 
documents drafted by law enforcement and human rights experts: the 
Code of Conduct for Law Enforcement Officials,105 and the Basic Princi-
ples on the Use of Force and Firearms by Law Enforcement Officials.106 
The Code of Conduct includes a general ‘serve and protect’ principle 
to be observed at all times,107 and a ‘necessity’ principle for when vio-
lence is a possibility.108 The Basic Principles reinforce the latter principle, 
and they codify four other principles to guide police violence: legality, 
precaution, proportionality and accountability. Together, these interre-
lated principles establish a five-stage test applicable to any instance of 
police ‘use of force’: (1) whether force is being used in accordance with 
a domestic legal framework that satisfies the international human rights 
law prohibition of arbitrary killings (the legality principle); (2) whether, 
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when planning and initially organising a police operation, the state seeks 
to minimise the possibility of recourse to lethal force as well as death and 
injury (the precaution principle); (3) whether it is absolutely necessary at 
the time for police to use a certain kind and degree of force to achieve a 
legitimate objective (the necessity principle); (4) whether the anticipated 
harm caused by police to the suspect and to bystanders is proportionate 
(not excessive) in comparison to the seriousness of the threat posed and 
the legitimate objective to be achieved (the proportionality principle); 
and (5) whether, if police caused serious injury or death, the state con-
ducted an effective investigation of how this happened (the accountabil-
ity principle).109

For present purposes, the principles of legality and accountability are 
not of central concern because these are essentially procedural. Although 
it is morally important to establish sets of legally binding rules for police 
use of force (legality) and for actual uses to be assessed accordingly 
(accountability), the content of those rules and assessments is critically 
informed by the three substantive principles: necessity, proportionality 
and precaution. The principle of necessity imposes a duty upon police 
to act non-violently wherever possible, to use force only for a legiti-
mate purpose (for example, in self- or other-defence), and to use only 
as much force as is reasonable under the circumstances.110 According to 
Christof Heyns, ‘necessity’ is a qualitative, quantitative and temporal 
concept.111 A given use of force by police is qualitatively necessary if no 
other means (non-violent or less harmful) is available to achieve a legiti-
mate objective. The amount of force is quantitatively necessary if it does 
not exceed the amount required to achieve that objective. And the use of 
force is temporally necessary if it must be used quickly (within ‘seconds, 
not hours’) against a person who presents an immediate threat.112 When 
the instrument of force to be used is potentially lethal (a firearm, for 
example), the necessity threshold is very high: its use must be ‘strictly 
unavoidable in order to protect life’.113

The latter requirement relates also to proportionality: the principle 
that the amount of force used, and its potential to cause harm, must be 
strictly proportionate to the seriousness of the crime and the legitimate 
objective to be achieved.114 Accordingly, only the most serious of threats 
(potential loss of life) warrant the most serious (potentially lethal) uses 
of force by police. Preparing to use a certain type and degree of force 
‘proportionally’ thus involves a balancing of the risks posed by a crimi-
nal suspect against the potential harm to that individual as well as to 
anyone else nearby. Force is or can become disproportionate where the 
harm caused outweighs the advantages of its use.115 So, for example, 
shooting a firearm at a fleeing thief who poses no immediate danger to 
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anyone is impermissible,116 as is any police policy allowing lethal force to 
be used for a purpose other than to protect life.117 Importantly, the pro-
portionality principle is protective also of bystanders who might become 
unintended victims of police use of force. A bullet fired at a suspect on 
the street, for example, could pass through their body and go on to hit 
someone else. So, as a matter of proportionality, police are generally 
permitted to use low-velocity, expanding bullets which minimise the risk 
to bystanders from ‘over-penetration’.118

When force is used, the principles of necessity and proportional-
ity are more likely to be satisfied where policing operations have 
been carefully planned in a way that minimises the risk (to everyone 
involved) of death or injury.119 Such planning is required by the prin-
ciple of precaution which serves as a further safeguard of the human 
right to life. Taking reasonable precautions to respect life and prevent 
harm includes, for example: training police officers in the proper use of 
a variety of forceful techniques and instruments; requiring them (when 
appropriate) to issue a clear warning before using force; and ensuring 
that medical assistance is promptly available to potential victims.120 
Such precautious arrangements can be contrasted with operational 
plans that effectively lock police into taking forceful action, thereby 
potentially escalating criminal violence and risking a greater amount 
of injury and death.

The satisfaction of all three of the above principles is, in practice, 
supported by the ‘differentiated’ use of force. Ethical policing therefore 
critically involves the equipping of police with ‘various types of weapons 
and ammunition,’ including ‘non-lethal incapacitating weapons for use in 
appropriate situations’.121 So equipped, an officer is able to ‘choose from 
a range of instruments and techniques to use force in order to opt for the 
least intrusive and most proportional one in the circumstances to achieve 
the legitimate policing objective’.122 This means also that, where non-vio-
lent policing measures have been or are likely to be ineffective, the level of 
force used (ranging in effect from uncomfortable to injurious to deadly) 
can be ‘escalated as gradually as possible’.123 In the policing of a public 
assembly which has turned violent, for example, it might sometimes be 
ethically appropriate to apply ‘less-lethal’ force in the form of chemical 
irritants, electroshock weapons, rubber or plastic bullets, or water can-
nons.124 Here, a key rationale for choosing these kinds of weapons is to 
reduce the risk of escalating the violence by avoiding the spectacle of 
fatalities. By contrast, when police encounter a suspected suicide bomber 
in a crowded place, a rapid resort to lethal weaponry might be justified if 
such force is the only way to prevent mass casualties from an exploding 
bomb.125



74 MORALITIES OF DRONE VIOLENCE

Tele-present police and permissible drone violence

When the platform for a weapon is a camera-equipped drone, the police 
user of force acts at a distance from a suspect. Yet the idea of distanced 
policing is already familiar in many parts of the world from the perspec-
tive of ordinary citizens. Technological changes have caused increasing 
police remoteness from the public as staffed desks and stations have 
given way to telephone and online services.126 Now, drone technology 
too can enable police officers to spend less time interacting with citizens. 
This gives rise to broad concerns that such physical alienation might 
desensitise police to the concerns of the public,127 and that police remote-
ness is inconsistent with a ‘serve and protect’ ethos.128 If, in addition, 
an officer’s ‘tele-presence’ was extended to the use of force,129 satisfy-
ing ethical policing principles (necessity, proportionality and precaution) 
could be challenging. In considering that challenge, at least three factors 
are important: the reduction of risk to police; the quality of their drone-
based perception of criminal threats; and the potential for weaponised 
drones to escalate public disorder.

Police risk and self-defence

The most obvious and immediate advantage of deploying a police drone, 
instead of a police officer, into a dangerous situation is that it spares that 
officer from exposure to physical risk. Risk avoidance is itself morally 
important because governments have a duty to protect the human rights 
of their police personnel. The provision of adequate training and equip-
ment (including self-protective equipment), and the careful planning and 
command of police operations, helps to avoid the placing of officers 
in unnecessary danger.130 It seems consistent with such efforts, then, to 
substitute a drone if its performance of a policing function is equiva-
lent to (or better than) that of an on-scene officer. Less obvious, how-
ever, is whether reducing the risk to police in this way – removing them 
physically from the tense environment of an unfolding crime – is also 
essentially protective of suspects and bystanders. In this regard, when it 
comes to the police use of force, is deploying a tele-present officer better 
because they are less likely to act desperately, or is it worse because they 
are less likely to perceive enough of what is going on?

The Basic Principles provide that, for the purpose of ‘restraining the 
application of means capable of causing death or injury to persons’, 
police should ‘be equipped with self-defence equipment such as shields, 
helmets, bullet-proof vests and bullet-proof means of transportation, in 
order to decrease the need to use weapons of any kind’.131 Thus, as a 
matter of ethical policing, reducing risk to police is supposed to reduce 
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the likelihood of their resorting to force, to the ultimate benefit of the 
public being policed. This ideal of mutual risk reduction has been dem-
onstrated, for example, in Northern Ireland where ‘a drastic reduction 
in the use of force’ was achieved after police officers there were issued 
body-length shields and fireproof overalls.132 Similarly, one could argue, 
protecting the bodies of armed police by sometimes replacing them with 
armed drones is essentially precautious and therefore ethically justified. 
A tele-present officer need not act in self-defence and, in remaining unex-
posed to danger, they cannot fearfully use a weapon. As Kyle Stelmack 
has argued, that officer would be spared ‘direct contact with environ-
mental factors that lead to the stress and anxiety that oftentimes results 
in the use of force, especially excessive force’.133 From a safely remote 
position, and viewing imagery captured by their drone’s camera, police 
would perhaps have more opportunity to refrain from using force unless 
or until it would clearly be necessary and proportionate. And, in the 
meantime, a drone equipped with loudspeakers could broadcast an offi-
cer’s warning to a person acting dangerously to cease their actions, thus 
preserving the availability of a non-violent route to neutralising a public 
safety threat. The overall effect, then, of raising the practical threshold 
for permissible use of force would be a reduction in the likelihood of vio-
lence being used by police and of suspects or bystanders suffering harm.

Against this position, however, one could argue that drone-based 
reduction of risk to police would be detrimental to the public because an 
officer is not physically present. With regard to the precaution principle 
and the importance of differentiated force, a tele-present officer (being at 
no risk) would probably feel less pressured to escalate quickly towards 
the use of a (lethal) weapon. Even so, the overall range of response 
options available to police would be reduced if an armed drone were 
deployed in place of an on-scene officer. The option of non-violently 
persuading a dangerous suspect to surrender to an immediate arrest is 
unavailable where police commanders have arranged for arrest-perform-
ing personnel to be kept at a distance. And a tele-present officer is also 
operationally locked out of using the various, less-lethal bodily tech-
niques which are the most commonly used techniques in policing: for 
example, pushing with the palm of the hand or holding someone’s arm 
behind their back. In addition, the use of an armed drone renders impos-
sible the police use of instruments including batons, truncheons, shields 
(to push someone) and handcuffs.134 Instead, the application of force 
with a drone could only begin with the use of ranged instruments (such 
as tasers, rubber bullets and sprayed chemicals) even though the circum-
stances of a police encounter might mean it is necessary and proportion-
ate only to use milder techniques. Any temptation felt by police, then, to 
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use force only as they can (rather than as they should) is one that would 
tend to make policing actions riskier (to suspects and bystanders alike) 
and therefore less justifiable.

Police perception of circumstances

In the application of bodily force, the on-scene officer can literally feel 
what they are doing to another person. And, prior to their use of any kind 
of violence, potentially all of that officer’s other senses can be engaged 
in the perception of circumstances. The idea of deploying armed police 
drones has been criticised, in this regard, as an inferior form of violent 
policing because it only affords the drone’s remote operator an attenu-
ated sense of the harm they are causing. Arguably, ‘being there’ matters. 
The dangerousness of a situation might not be adequately assessable 
if, for example, a (potentially) violent suspect’s demeanour cannot be 
observed up close.135 And, to the extent that good perception relies upon 
police presence and proximity, a potential problem with the drone-based 
distancing of police officers is, as Jay Stanley has suggested, that ‘their 
judgment about when to apply force is more likely to be flawed . . . and 
excessive amounts of force are more likely to be applied’.136 

In the United States, some scholars have considered the potential 
police use of a drone-based weapon from the perspective of whether 
this would legally constitute a ‘reasonable seizure’.137 The US Constitu-
tion’s Fourth Amendment provides that ‘[t]he right of the people to be 
secure in their persons . . . against unreasonable searches and seizures, 
shall not be violated’. Sometimes, when US police have been accused of 
using excessive force in attempting to apprehend a suspect, such force 
has been alleged to be an unreasonable seizure in violation of the Fourth 
Amendment. In the case of Graham v. Connor, the US Supreme Court 
established the constitutional standard that ‘governs a free citizen’s 
claim that law enforcement officials used excessive force in the course of 
making an arrest . . . or other ‘seizure’ of his person’.138 This standard 
is that ‘[t]he ‘reasonableness’ of a particular use of force must be judged 
from the perspective of a reasonable officer on the scene’.139 And, as the 
Court explained, ‘reasonableness must embody allowance for the fact 
that police officers are often forced to make split-second judgments – in 
circumstances that are tense, uncertain, and rapidly evolving – about the 
amount of force that is necessary in a particular situation’.140

If an armed, camera-equipped drone were the only police asset ‘on the 
scene’, the legal question that would arise is whether the drone’s control-
ling officer would be able to use force reasonably. According to a strict 
interpretation of the Graham standard, the defence of reasonableness is 
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simply unavailable to any officer who uses force remotely rather than 
‘on the scene’.141 From an ethical perspective, however, the broader issue 
is whether a tele-present officer would be sufficiently capable of judging 
whether a particular use of force would be necessary and proportion-
ate under the circumstances. Could that officer, from a remote position, 
‘truly assess the situation and administer the proper amount of force’?142 
In some cases, discerning the truth of what is going on might be made 
easier by absenting an at-risk officer from the scene and replacing them 
with a tele-present drone operator. For example, when it comes to police 
shooting mistakes, these have sometimes occurred when an observed 
suspect makes a sudden movement that is perceived as their reaching for 
a weapon. It later becomes known that the person was in fact reaching 
for a phone or other object, and a police officer’s hasty resort to the use 
of a firearm is then explained by a concern for their own safety.143 Such 
a concern cannot arise if an officer is merely tele-present, in which case 
that officer could instead afford to refrain from the use of force while 
taking time to confirm the true nature of a suspect’s observed actions. 

Even so, there could still be operational pressure to use drone violence 
quickly for the sake of other-defence, and here the tele-present officer 
would still face an ethical challenge: to obtain (via their drone’s camera) 
an adequate understanding of the severity of a criminal threat to human 
life and to decide what forceful response (if any) would be necessary 
and proportionate. In circumstances where the threat appeared to be of 
moderate severity and there were many bystanders visible on the scene, 
the perception deficit from reliance upon drone vision alone might mili-
tate against the swift resort to violence. That is, a police decision-maker 
might decide it would be more precautious to await the acquisition (by 
additional means) of a stronger understanding of the unfolding situa-
tion. A more urgent decision to respond forcefully might yet be justified, 
though, if a drone on the scene was transmitting imagery of a severe and 
ongoing threat to life, and if there appeared to be no bystanders in the 
vicinity of a violent suspect. 

If, for example, a lone sniper in a tall building were spotted firing 
on a crowd below, sending up an armed drone to neutralise that threat 
would likely be both necessary and proportionate. Or, in the presence 
of bystanders, the risk of bullet overpenetration (a proportionality prob-
lem) might be less if it is fired from a drone directly overhead (compared 
to an on-scene officer firing laterally), although this could still present a 
ricochet risk (another proportionality problem) if the suspect is standing 
on a hard surface. In more complicated circumstances, the necessity and 
proportionality principles might be even harder to satisfy when an armed 
drone alone is used. Where a targeted hostage-taker is surrounded by 
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hostages, using a drone-based weapon would present a greater propor-
tionality challenge (the risk of police harm to innocents), just as would 
the presence of a suspected suicide bomber in a crowd. And, in both 
kinds of cases, the necessity of using force would arguably be more easily 
judged by an armed officer who is physically on the scene. That officer 
is in a better position to converse and negotiate with a hostage-taker 
(perhaps obviating the need for any police violence) and is able imme-
diately to accept a surrender. Or, in encountering a suspected bomber, 
the on-scene officer is able to observe closely the suspect’s demeanour 
and actions, and to bring a firearm quickly to within point-blank range 
(and less conspicuously than a drone can) if lethal force becomes nec-
essary.144 In such circumstances, for policing to be both effective and 
ethical, officers need to be present (and thus at risk), because deploying 
a tele-present officer’s drone instead would be a less suitable and less 
precautious approach.

Escalation risk

Precaution is just as important when police use of force is not intended 
to be lethal, and a police drone could also be armed with less-lethal 
weapons. As described earlier, the companies seeking to sell weaponised 
drones to law enforcement authorities often emphasise the potential util-
ity of this technology in the forceful policing of public assemblies. One 
envisaged scenario is that police could use a drone’s weapons to control 
a large crowd’s movement, ‘employing pepper spray or rubber bullets to 
prevent the crowd from moving past certain points’.145 Deploying tele-
present officers to respond to a riot, for example, would obviate the need 
to expose on-scene officers to the risk of harm, and the former would not 
feel a need to act desperately in self-defence. Even so, an ethical problem 
that might yet remain is that this policing tactic carries too great a risk of 
escalating (worsening) the overall threat to public safety. Planning to use 
police drones forcefully against assemblies of people would, then, not be 
sufficiently precautious with regard to protecting everyone’s right to life.

In 2016 the UN Human Rights Council published a report on the 
proper management of assemblies, jointly authored by the Special Rap-
porteur on the rights to freedom of peaceful assembly and of associa-
tion and the Special Rapporteur on extrajudicial, summary or arbitrary 
executions. The report advised that, on the basis of a risk assessment, 
‘equipment for law- enforcement officials deployed during assemblies 
should include . . . appropriate less-lethal weapons’, and it recommended 
police use of weapons and tactics which ‘allow for a graduated response 
and de-escalation of tensions’.146 With regard to the availability of a 
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‘growing range of weapons that are remote controlled’, the report urged 
the exercise of ‘[g]reat caution’ in the context of the policing of assem-
blies,147 but it offered no detail on the meaning of this recommendation. 
Subsequently, guidance published by the UN Human Rights Commis-
sioner recommended only that ‘[l]ess-lethal weapons and related equip-
ment that deliver force by remote control . . . should be authorized only 
if, in the context of their intended or ordinary use, it can be ensured that 
such use would comply with international human rights law’.148 The 
guidance did not, however, go on to explain how police drones armed 
with less-lethal weapons could be used in a necessary, proportionate and 
precautious way.

A good starting point for further considering this ethical challenge 
is the application of the precaution principle, which, in the planning of 
police operations, is important as an ethical precursor to satisfying the 
necessity and proportionality principles. For police commanders think-
ing of deploying drones during public assemblies, there would probably 
be at least two kinds of escalation risk worth anticipating in operational 
policies and plans. In considering drones armed with riot-control chemi-
cals (tear gas), for example, commanders would need first to recall the 
potential for such weapons (delivered by any means) to cause a crowd to 
panic and perhaps stampede.149 Second, they would need to consider any 
additional escalation risk associated specifically with police using drones 
as the means of weapon delivery. From the perspective of the policed 
public, in the context of an assembly, the necessity of police wielding 
even less-lethal weapons via drone might seem doubtful if no officers 
(requiring protection) are on the scene. And, because dispersed tear gas is 
inherently indiscriminate in generating debilitating effects, using drones 
for high-altitude dispersal might be (and appear) all the more excessive 
(disproportionate). It seems likely, moreover, that members of a crowd 
would react differently to drone use than they would to on-scene officers 
using force to control them. Perhaps, for example, a crowd’s outrage and 
despair at being unable to ‘fight back’ could add to whatever sense of 
grievance has inspired the assembly, thus leading to a worse escalation 
of violent disorder.

CONCLUSION

When the use of armed drones cannot plausibly be conceptualised as war-
fare and Just War morality is thus unavailable, such violence is left open 
to be condemned as impermissible homicide unless a non-war basis for 
justification can be found. In some circumstances, a state’s drone violence 
might instead be approached and justified as a practice of violent law 
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enforcement (punishment or policing), although here the moral require-
ments for restraint are stricter than they are during war. To the extent that 
the US government’s drone-based personality strikes have essentially been 
a means of punishing crime, the main problem with these has been that 
they are a morally flawed way of bringing criminals to justice. Without 
recourse to genuine legalism, punitive drone strikes against unconvicted 
terrorists will only ever amount to wild justice, and the associated moral 
risk of arbitrary killing will remain high. It does not necessarily follow, 
however, that involving a state’s independent judges in strike decisions 
would sufficiently tame drone violence of this kind. Pre-strike trials in 
absentia of accused terrorists could, in practice, be extremely difficult to 
conduct fairly. And, even if fair adjudication could somehow be achieved, 
the long-range use of a missile-armed drone as the method of execution 
would arguably carry too great a risk of harming any innocent people in 
the vicinity of a punitive strike.

In the practice of domestic policing, ‘violent law enforcement’ func-
tions primarily to protect rather than extinguish human life, and in this 
regard any future arming of police drones could have moral advantages 
and disadvantages. When criminal threats to public safety arise, reduc-
ing physical risk to police officers is important for its own sake. And, 
to the extent that police who feel protected are less likely to use force 
excessively, that risk-reduction can also benefit suspects and bystanders. 
If, arguably, weapons controlled remotely by tele-present officers are less 
likely to be used in haste or desperation, the arming of drones could be 
justified as enabling greater adherence to the ethical principles of police 
violence. On the other hand, there is a risk that the camera mounted on 
a police drone might not provide a tele-present officer with a sufficiently 
rich perception of events and circumstances. In which case, unnecessary 
and/or disproportionate uses of force by police might become more likely 
to occur because of misunderstandings and mistakes. Moreover, in the 
policing of an unfolding crime, substituting a drone for an on-scene offi-
cer could sometimes generate a precaution problem because a drone is 
less able to apply the full spectrum of violent and non-violent response 
options. This could be especially problematic in public assembly contexts 
(even if drones were armed only with less-lethal weapons) where it is 
morally important for police to avoid aggravating crowds and thereby 
inducing an escalation of violence.
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Chapter 4

THE PROBLEM OF ‘GREY’ DRONE VIOLENCE

In the discussion thus far, the use of armed drones has been assessed on 
the assumption that warfare and violent law enforcement are alterna-
tive concepts of state violence, and that these are the only such concepts 
capable of attracting moral justification. It might sometimes be the case, 
however, that drone violence is conceptualised as ‘grey’ violence. That is, 
a drone-using state might be tempted to blur or transcend existing para-
digms of justifiable violence when it is not clearly ‘at war’ but wishes 
to avoid the strict morality of law enforcement. To explore such a sce-
nario from an ethical perspective, this chapter focuses on circumstances 
in which a foreign government’s armed drones are a constant presence 
overhead.1 

On 20 January 2021, the day of Joe Biden’s inauguration as president 
of the United States, the incoming national security adviser issued an 
order for tighter controls on counterterrorism operations outside war 
zones (away from where there are US troops present). Under the Trump 
administration, military commanders and the CIA had reportedly been 
allowed to decide for themselves when to conduct drone strikes against 
suspected terrorists. Henceforth, by contrast, permission for such attacks 
needed first to be obtained from the White House, pending an inter-
nal review of policy and procedures.2 These largely secret ‘rules’ on US 
drones strikes, originally formulated during Barack Obama’s presidency, 
formed part of an ongoing attempt by the US government to control and 
legitimise a largely unprecedented form of extraterritorial state violence.

In continuing the covert use of armed drones outside war zones, suc-
cessive US administrations have apparently been unwilling or unable to 
assign this activity to either of the two existing paradigms for legiti-
mately using force – war and law enforcement – wherein there is a ready 
supply of internationally agreed rules. Rather, the US government has 
seemed content to convey the idea that some of its drone violence is 
essentially neither warfare nor policing and thus beyond the ordinary 
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sanction of humanitarian and human rights law. However, the vagueness 
of this conceptualisation – the contrived ‘greyness’ of such violence –  
has generated a concern about state impunity: that injustices caused by 
drone-based campaigns against suspected terrorists might escape notice 
and remedy. Amnesty International has argued, for example, that US 
policy and practice sets ‘a dangerous precedent’ for other drone-using 
states to ‘avoid responsibility’ for potentially unlawful killings.3

For drone strikes occurring outside areas of armed conflict to be 
properly judged and governed, an important first step is to arrive at a 
plausible conceptualisation of such violence. Accordingly, this chapter 
sets out to assess the nature and morality of US drone campaigns along 
America’s ‘terror frontier’, which include the recent experience of CIA 
operations in the Federally Administered Tribal Areas (FATA) of north-
western Pakistan. Here, for many years, drone violence was directed 
against a series of suspected terrorists identified according to behav-
ioural signatures deemed to indicate threats to US security. Although 
CIA ‘signature strikes’ in FATA appeared to have ceased at the time of 
writing, this form of violence remains worthy of consideration because 
of its potential to recur, not least because the number of states using 
armed drones has lately been increasing.4

Several authors have already sought to engage with the moral prob-
lem of ‘grey’ drone violence by offering conceptualisations beyond 
‘war’ or ‘law enforcement’. One suggestion has been to conceptualise 
some drone strikes as a form of vim (‘force short of war’) and to gov-
ern such force according to a jus ad vim framework adapted from Just 
War theory.5 Another approach has been to condemn US drone strikes 
outside war zones, in a way that combines conceptualisation with 
adverse judgement. According to some authors taking this approach, 
who emphasise the harmful effects of drone use upon innocents in the 
vicinity of strikes, this is essentially terroristic violence.6 And other 
authors, focusing on US foreign policy and behaviour in the world, 
have argued that drone violence against suspected terrorists is imperi-
alistic in nature.7 

All three conceptualisations are assessed in later sections, but vim, 
terrorism and imperialism are ultimately rejected here as unhelpful or 
inaccurate. Instead, this chapter proposes a conceptual reorientation, 
introducing the idea that the US use of armed drones in non-war circum-
stances (for example, in FATA) is ‘quasi-imperialistic’ violence. In essence, 
drone violence of this kind is wielded in the pursuit only of thin domina-
tion, and without taking responsibility for the welfare of the dominated, 
and as such it functions merely as an instrument for policing emergent 
terrorist risks. Even so, and because of these features, quasi-imperialistic 
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drone violence is open to condemnation as a violation of the human right 
to life.

THE ‘GREYING’ OF DRONE VIOLENCE

When the US government uses armed drones in places where there are 
conflicts going on (Afghanistan, Iraq, Libya and Syria), these aircraft are 
among numerous tools used together in a wider military effort. Drone-
launched missile strikes are often used to provide close air support in 
defence of friendly troops who are in contact with or otherwise threat-
ened by enemy troops. Here, the conceptualising of drone violence is 
generally not a problem. It is the violence of war, and war is generally 
understood to be one of two established paradigms for legitimate state 
violence. The other paradigm is law enforcement. Armed drones could 
one day be used for a domestic policing purpose (although no police 
department anywhere appears yet to have done so), or they could be 
used to punish criminal wrongdoing. For each of these paradigms, a set 
of principles and laws is available to be applied in determining whether 
an instance of state violence is just or unjust. There is human rights law 
which mainly applies in peacetime (for example, to criminal justice mat-
ters) and severely restricts killing, and there is humanitarian law which 
applies in wartime and is more permissive. 

Sometimes, however, armed drones are used in non-war circum-
stances and without obviously serving a policing or punitive purpose. 
Here, on the one hand, a concern arises that drone violence appears 
to lack any potential for legitimacy and thus amounts to impermissible 
homicide in violation of the right to life. On the other hand, as the US 
government has claimed, it raises the possibility that such violence can 
be legitimate despite being neither war nor law enforcement. To assess 
these rival propositions, this chapter focuses on the maintaining of drone 
programmes that involve the conduct of signature strikes in a foreign 
territory. Also known as ‘terrorist attack disruption strikes’,8 these are 
a ‘grey’ form of drone violence in the sense of being uncategorised or 
conceptually uncertain. 

US signature strikes, unlike ‘personality strikes’ against named indi-
viduals (as discussed in Chapter 3), are conducted and justified based 
on pattern-of-life analysis of information about people and places col-
lected from various sources. This analysis is undertaken to spot patterns 
that match one or more signature activities deemed to be indicative of 
a terrorist threat. Examples of suspicious activities, gleaned from public 
statements by US government officials, include ‘planning attacks’, ‘trans-
porting weapons’, ‘handling explosives’, and ‘consorting with known 
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militants’.9 The information used to identify these and other signatures 
reportedly includes metadata from computers and mobile phones, aerial 
surveillance footage, and voice patterns of callers which can be com-
pared to thousands of other stored voice samples linked to suspected 
terrorists.10 Under the Obama administration, as a guide for the conduct 
of signature strikes, the US government developed not a simple list of 
names but rather a ‘disposition matrix’; a ‘single, continually evolving 
database in which biographies, locations, known associates and affili-
ated organizations are all catalogued’.11 

The US government has reportedly conducted signature strikes in at 
least three territories where it is neither party to an armed conflict nor 
enforcing the local criminal law: in Yemen, Somalia and, most of all, 
in Pakistan’s north-western FATA region (which shares a highly porous 
border with Afghanistan). In these places, the sustaining of drone vio-
lence against a series of suspected terrorists has been intended to achieve 
a continuously disruptive effect. The apparent rationale is that, by forc-
ing members of ‘terrorist groups’ inside targeted territories to spend time 
and resources on trying to avoid detection and stay alive, they have less 
of an opportunity to recruit, train, organise and execute attacks against 
US interests.12

Even if signature strikes are thus effective in suppressing perceived 
threats to the United States, part of the moral difficulty associated with 
drone violence of this kind is that innocents sometimes end up being 
harmed as well. In mid-2016 the Director of National Intelligence 
reported that, during the previous seven years, the US government had 
conducted 473 counterterrorism strikes outside areas of active hostili-
ties. These had resulted in an estimated total of between 2372 and 2581 
‘combatant deaths’ and between 64 and 116 ‘non-combatant deaths’.13 
There are uncertainties about the accuracy of these numbers and about 
who the US government counts as ‘combatants’ and ‘non-combatants’ 
in the first place. However, for present purposes the most interesting fea-
ture of this report (and related official pronouncements) is that these cat-
egories of victim are used at all. The idea of being either a ‘combatant’ 
or a ‘non-combatant’ arises only in war circumstances, but on its own 
account the US government has sometimes used armed drones ‘outside 
areas of active hostilities’.14 

Military ethics and humanitarian law traditionally permit the unin-
tentional and proportional killing of non-combatants when enemy com-
batants are being targeted, so the US government is possibly making a 
claim on such permission when it employs some of the language of war 
in this way. The alternative to be avoided, presumably, is a default to 
the ethics applicable in the only other established paradigm of legitimate 
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state violence – the peacetime business of law enforcement – where there 
are no ‘combatants’ (only people) and there is a stronger presumption 
against killing. Accordingly, because the US government is unable plau-
sibly to claim it is at war but is unwilling to have its signature strikes 
judged according to the ethical expectations that obtain in peacetime, 
it has instead engaged in an expedient ‘greying’ of this form of drone 
violence. This has been done in a geographical sense and through legal 
innovation: by blurring the distinction between zones of war and zones of 
peace, and by asserting the existence of a category of legitimate state vio-
lence (‘self-defence targeting’) beyond the established categories of war 
and peacetime law enforcement.

The claimed legitimacy of wielding drone violence neither in war nor 
for a law enforcement purpose rests in part upon an argument that con-
ditions in certain parts of the world are ‘in between’ the conditions of 
war and peace. In such territories, the argument goes, the law enforce-
ment paradigm (and its associated framework of criminal justice ethics) 
does not apply in principle because law enforcement cannot in practice 
be conducted there. That is, some places where armed conflict is not 
occurring are nevertheless not to be regarded as zones of peace because, 
against the threat of terrorism, ‘law enforcement mechanisms . . . are 
not a viable option’.15 The perceived problem, in what Seumas Miller 
has labelled ‘disorderly jurisdictions’, is that ‘there is no effective law 
enforcement in relation to terrorists conducting attacks on liberal demo-
cratic states’.16 The discourse accompanying this argument is one of dan-
gerous ‘ungoverned spaces’, from which terrorist threats to the United 
States emanate.17 These places, as Majed Akhter has observed, are the 
‘global periphery’ towards which armed drones proliferate ‘despite the 
absence of a declared battlefield’.18 Indeed, most CIA drone strikes have 
occurred in Pakistan’s FATA, a frontier region historically scripted as 
‘ungoverned’.19

Another way in which the US government has sought to create nor-
mative space for its non-war drone violence has been to engage in legal 
innovation. In response to accusations that it was illegally using force 
in Pakistan, Somalia and Yemen, the Obama administration moved to 
reframe humanitarian and human rights law obligations to expand the 
legal scope for violent action.20 Ordinarily, from a legal perspective, 
‘armed conflict’ is limited to situations of intense and organised fighting, 
and only in such situations is humanitarian law (which is more permis-
sive of killing than is human rights law) applicable. Where there is greater 
doubt about whether a specific operation counts as armed conflict, the 
more difficult it is to claim that killing individual terrorist suspects in 
this context is lawful.21 So, to get around this difficulty while targeting 
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suspected terrorists in signature strikes ‘outside areas of active hostili-
ties’,22 the US government has asserted that killings do not need to be 
justified under human rights law as long as they represent legitimate acts 
of national self-defence. On this basis, drone violence has been presented 
not as falling into a legal vacuum between the war and law enforce-
ment paradigms (where no moral and legal basis for killing is available),  
but rather as an example of a third kind of legitimate state violence:  
‘self-defence targeting’.

In 2010 US State Department legal adviser Harold Koh argued pub-
licly that ‘[n]ot every resort to force in self-defense by a state is necessar-
ily undertaken through the conduct of armed conflict’, and that ‘a state 
that is engaged in an armed conflict or in legitimate self-defense is not 
required to provide targets with legal process before the state may use 
lethal force’.23 This was an assertion that states can legitimately engage 
in extraterritorial violence and yet not be engaged in an armed conflict 
(at least in the legal sense of that term). Six years later, this legal inno-
vation appeared also in an executive order issued by President Obama 
which stated: ‘Civilian casualties are a tragic and at times unavoidable 
consequence of the use of force in situations of armed conflict or in the 
exercise of a state’s inherent right of self-defense.’24 Here, official US 
reasoning extended to implying that non-combatants (‘civilians’) can be 
considered to exist (as a category) even in non-war circumstances (where 
US troops are not involved in combat).

This attempt at legally inventing a ‘grey’ version of drone violence 
(between the black and white bodies of law on war and law enforcement) 
attracted widespread criticism for its potential to weaken humanitarian 
and rights-based protections for individuals in international law.25 Two 
months after Koh’s speech, Philip Alston (then the UN Special Rappor-
teur on Extrajudicial, Summary or Arbitrary Executions) warned, in ref-
erence to armed drones, of ‘a highly problematic blurring and expansion 
of the boundaries of the applicable legal frameworks – human rights law, 
the laws of war, and the law applicable to the use of inter-state force’.26 
The principal concern here, which still endures, is that emphasising self-
defence to justify violence at the interstate level might enable a bypass-
ing of established legal standards governing violence against individual 
persons. If this were to happen, the issue of the permissibility of violating 
a targeted individual’s right to life (as a matter of conducting violence) 
would collapse, leaving only the issue of whether resorting to force in 
world affairs is permissible.

While ever the US idea of ‘self-defence targeting’ is unaccepted 
as an additional category of legitimate state violence, the conduct of 
non-war drone strikes against suspected terrorists in ‘ungoverned’ 
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territories is conceptually unsatisfactory. And the related problem of 
suspected injustice which remains is that unlawful killings might be 
occurring with impunity. In response to concerns that a drone-using 
state cannot be held accountable for the consequences of its ‘grey’ 
violence,27 a promising approach is to give another name to drone vio-
lence outside war zones in order to gain some moral and governance 
traction upon it. Alternatives include conceptualising signature strikes 
as vim (‘force short of war’) or terroristic violence, or as imperialistic 
or quasi-imperialistic violence.

DRONE VIOLENCE AS VIM 

In response to the US resorting to ‘legal ambiguity’ to justify some 
drone violence, one suggestion is to accommodate this by introducing a 
‘hybrid moral framework’.28 This is needed, it is argued, to cover ‘lim-
ited force that lies somewhere between law enforcement and just war, 
and combines elements of both’.29 If counterterrorist drone strikes were 
conceptualised as a third category of legitimate state violence – as vim 
(‘force short of war’) – they could then be either defended as just vim 
or condemned as unjust vim. In other words, ‘outside the “hot” battle-
field’,30 drone violence could be judged according to a framework of jus 
ad vim (the justice of resorting to ‘force short of war’). Advocates of 
such a framework are motivated by a concern to see that state violence, 
which putatively emerges in ‘a gray area between law enforcement and 
war’,31 does not escape subjection to ethical judgement and principled 
regulation. Assuming that this greyness is real (rather than merely a 
government’s self-interested assertion), the purported advantage of con-
ceptualising ‘grey’ drone violence as vim is to gain more moral leverage 
and bring about greater restraint of it than has thus far been achieved.

For example, the labelling of some kinds of drone strikes as vim (non-
war) rather than bellum (war) would bring into play a more restrictive 
ethics – jus in vi (the justice of conducting ‘force short of war’) –  
which is more protective of civilians than is jus in bello (incorporating 
the military ethics principles of necessity, discrimination and propor-
tionality). Accordingly, even the unintended killing of civilians could be 
entirely proscribed by a jus in vi requirement of ‘zero incidental civil-
ian harm’.32 Or, as Shannon Ford has suggested, ‘foreseeable collateral 
[civilian] deaths’ could be ‘either not permissible or equivalent to what 
we would be willing to accept in a standard [domestic] policing opera-
tion’.33 Nevertheless, according to its critics, the idea of a jus ad vim 
framework might yet be undesirable or unnecessary. One policy argu-
ment against introducing a third (hybrid) paradigm of legitimate state 
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violence is that this would weaken the theoretical protections enjoyed by 
civilians and criminal suspects ‘in areas that, under the current dichoto-
mous framework [war or law enforcement], generally are characterised 
as non-conflict zones’.34 Or, according to some moral theorists, jus ad 
vim might simply be redundant because Just War theory can already deal 
adequately with different magnitudes of force.35 If so, it would make no 
analytical difference if a jus ad vim morality were introduced for evalu-
ating drone violence.

In any event, the more important issue for present purposes is the 
strength of the vim concept itself as a basis for making moral judgements 
about political violence. The concept rests critically upon the notion 
that, when it comes to categorising force, size (and size alone) matters. 
Vim is force ‘short of’ war; it differs from war because it involves a 
lesser quantum of violence. Thus, the difference appears only to be one 
of degree rather than kind. Although jus ad vim advocates are admira-
bly keen to plug what they see as a gap in the principled governance of 
violence in the world, they have arguably not completed the conceptual 
groundwork that is necessary to open up space for normative analysis. 
Despite their insistence that vim is not war (because a jus ad vim frame-
work makes no sense otherwise), those advocates have not addressed 
adequately the challenge of determining whether a given instance of 
state violence counts as vim or war. As yet, there is no underlying ‘fall-
ing short’ (of war) theory addressing, for example, what the essential 
difference is between, on the one hand, war on a small scale or of short 
duration and, on the other hand, force ‘short of’ war. So, while ever the 
concept of vim remains vague in general, it is difficult to proceed con-
fidently towards moral judgement on the basis that drone violence in 
particular is vim.

Promoters of a jus ad vim framework have had much to say about 
what vim’s characteristics are from time to time – how much violence is 
involved, where it occurs, who resorts to it, and why – but they have not 
offered a compelling definition of its nature. Rather, vim has tended only 
to be (under-)described in negative and relative terms. As non-war vio-
lence it tends, moreover, to be compared only to ‘full-scale’, ‘widespread’ 
and ‘large-scale’ war.36 And so, when vim is discussed in this way, a dis-
tinction ends up being drawn not between ‘war’ and ‘force short of war’ 
but rather between ‘large-scale war’ and ‘force short of large-scale war’. 
The trouble, then, with trying to equate the amount of violence with 
its essence is that vim becomes radically susceptible to conceptual con-
testation, and the original problem returns: determining which (if any) 
moral framework is applicable to ‘grey’ violence. For example, violence 
that seemed small-scale to the stronger side in a political confrontation 
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(the self-styled deliverer of vim) could plausibly seem large scale to the 
weaker side (the self-styled recipient of bellum).

If the vim concept is thus too weak a foundation upon which to base 
moral judgements about drone strikes, only war and law enforcement 
remain as concepts of legitimate state violence. In which case, outside 
of war, any lethal violence not wielded for a law enforcement purpose 
could reasonably be presumed by default to be unjustly homicidal. After 
all, when thinking morally about violence, the human right to life is the 
starting point and it can sometimes be the endpoint too (in the sense 
that the permissibility or excusability of killing is never established). 
As Michael Walzer has put it, the problem in moral theory ‘is not to 
describe how immunity is gained, but how it is lost. We are all immune 
to start with; our right not to be attacked is a feature of normal human 
relationships.’.37 Accordingly, without a law enforcement or vim con-
cept available to support it, non-war drone violence (signature strikes 
against suspected terrorists outside conflict zones) could be condemned 
for involving attacks against persons whose immunity to attack remains 
in place. One possible explanation that then arises is that drone violence 
of this kind is essentially terroristic.

DRONE STRIKES AS TERRORISTIC VIOLENCE

Most drone strikes conducted by the CIA, a civilian agency of the US 
government, have taken place in Pakistan’s FATA region.38 Here, accord-
ing to numerous reports, the population at large was collectively terrified 
during periods (occurring between 2004 and 2017) when armed drones 
were a constant overhead presence.39 The maintaining of the threat of 
aerial violence was intended to have a continuously suppressing effect on 
the activities of ‘militants’ in that part of the world, but this effect was 
inevitably also oppressive of everyone else who was made to experience 
mortal fear from one day to the next. Ordinary people were caused to 
think that they could suddenly become a victim – seemingly anywhere 
and at any time – and sometimes the fear of this eventuality was so great 
as to cause psychological harm.40 

The fact of a widespread feeling of terror in FATA has occasioned 
several authors to conceptualise US drone use there as an example of 
terroristic violence. In contrast to war, law enforcement and vim, the 
‘terrorism’ concept traditionally comes with its own built-in judgement 
framework. To describe violence in this way is also to condemn it as being 
necessarily unjust. So, when confronted with the moral problem of ‘grey’ 
drone violence apparently going on in the world unchecked, a frequent 
response among some scholars has been to frame this phenomenon as 
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‘terrorism’. A 2018 issue of Critical Studies on Terrorism carried a collec-
tion of papers which all ‘situate drone-inflicted violence within the wider 
context of state terrorism’.41 According to Afxentis Afxentiou, ‘drone 
warfare should be investigated as a form of terrorist violence’,42 and for 
Laurie Calhoun it is a ‘fact’ that ‘drone campaigns terrorise entire com-
munities of people, just as did the plane attacks of 11 September 2001’.43 
Along similar lines, arguments have been advanced that the use of armed 
drones follows a ‘logic of terrorizing a population’,44 that drones ‘may be 
considered a form of terrorism’ to the extent that they ‘produce terror in 
civilian populations’,45 that drones ‘inflict mass terror upon entire popu-
lations’,46 and that the US drone programme is ‘a contemporary manifes-
tation’ of ‘imperial state terrorism’.47

Arguably, there is a problem with claims of this kind. Although drone 
violence can indeed have a generally terrifying effect where it occurs, it 
cannot properly be condemned as terroristic violence without evidence 
of deliberate targeting of civilians. In other words, for analytical pur-
poses a distinction should be drawn: the fact of civilians feeling threat-
ened by violence does not equate to the moral wrong of deliberately 
threatening with violence people who are understood to be civilians. As 
the latter is not the only possible cause of the former, the terrifying use 
of drones is potentially not an essentially terroristic act. Here it must be 
acknowledged that the meaning of ‘terrorism’ remains highly contested 
and, perhaps, has in some instances become ‘too ideologically freighted 
to have any analytic value’.48 Even so, in the careful assessment of a 
drone-using state’s violence, it seems reasonable to proceed as non-ideo-
logically as possible by using an object-focused definition of terrorism. 
Such a definition, unlike an agent-focused definition,49 can encompass 
non-state and state agents of violence. And it has the advantage also of 
emphasising that feature which is morally most distinctive about terror-
ism: the employing of violence, for a political purpose, against civilian 
(or non-combatant) targets.50

In the case of US drone violence that has occurred extraterritorially, 
outside war zones, and without a law enforcement purpose, conceptualis-
ing and judging it as terroristic is made difficult by the sparseness of the 
empirical record. Little, if any, evidence of deliberate targeting of civilians 
has come to light, if indeed it has been going on at all. There have been 
some reports of so-called ‘double-tap’ (or ‘second strike’) drone attacks 
occurring, which appear to involve the killing of people who are seen com-
ing to the rescue of victims of the first strike.51 If true, this killing has prob-
ably been done on the assumption that the rescuers too are members of the 
same group being targeted by the US government. But it seems implausible 
to frame these secondary targets as dangerous (non-innocent) allies of the 
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individuals who were struck first, especially in the moment when a drone’s 
mounted camera shows them providing medical assistance rather than bus-
ily posing a threat to the United States. At least in theory, then, ‘double-tap’ 
drone strikes in non-war contexts are open to be condemned as instances 
of terroristic violence.

In the absence of a wrongful intention, violence might still be prop-
erly described as terroristic if innocents are harmed by a violent actor’s 
recklessness. David Rodin has characterised the latter as ‘the culpable 
bringing about of unintentional evil consequences (or the risk thereof) 
that are in fact unreasonable and unjustified in the circumstances’.52 
And, with regard to war contexts, he has argued that this issue arises 
particularly in the case of ‘aerial bombardment against targets within 
or adjacent to civilian populations which is almost certain to generate 
noncombatant casualties’.53 On one occasion, in early 2010, a US drone 
was reportedly used to kill an al-Qaeda commander in Miram Shah, a 
small town in FATA’s North Waziristan district,54 and this could reason-
ably be described as a ‘recklessly terroristic’ drone strike in the sense that 
it almost certainly endangered many other people in the town. However, 
as with allegedly intentional ‘double-tap’ drone strikes, there is a pau-
city of evidence that the US government has been generally reckless by 
routinely conducting drone strikes in heavily populated urban areas. In 
any event, the notion of ‘reckless’ terrorism is not as well established 
in moral theory as is the straightforwardly intentional kind. The lat-
ter, arguably, is of greater moral significance (and perhaps it is the only 
proper notion of terrorism) because it involves bringing a ‘guilty mind’ 
to bear upon one’s violence.

On the whole, then, it is difficult to conceptualise and condemn the 
US government’s wider counterterrorist drone programme as terroristic 
in nature. In contrast to the view of some early theorists of airpower who 
claimed that this should be directed against an enemy state’s civilian pop-
ulation (to terrorise them into submission),55 the US government’s drone 
violence in FATA and elsewhere has proceeded according to a stated 
determination to avoid targeting innocents.56 Although this alone does 
not prove the absence of any terroristic intent, it is nevertheless worth 
noting that scholarly denunciations of US drone violence as ‘terrorism’ 
have thus far not been founded on evidence of intentional targeting of 
civilians. Some scholars have instead argued that, because the effects (on 
civilians) of drone strikes resemble the effects of terroristic applications 
of airpower that undoubtedly occurred in the past, contemporary drone 
violence amounts to terrorism too. Yet, even if it is a historical ‘fact’ that 
‘organised terror has always been a component of regimes of aerial con-
trol’,57 it does not follow that terrorism must be the essence of any or all 
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drone violence today. Unless or until evidence of intentional wrongdoing 
emerges, it is fairer to presume that the US government has not in fact 
wilfully engaged in a sustained enterprise – extending from one drone 
strike to the next – of wielding terroristic violence.

DRONE STRIKES AS IMPERIALISTIC VIOLENCE

If there are insufficient grounds to conceptualise drone violence outside 
war zones as terrorism, another concept worth considering as a basis 
for condemnation is imperialism. In much of the academic literature on 
armed drones, it has often been implied that contemporary US drone 
violence is wrong in the same way that ‘air policing’ in colonial history 
was wrong. Here, the ‘newness’ (and potential legitimacy) of drone vio-
lence tends to be disputed by claims about historical continuity and, for 
a number of authors, historicising such violence is a way of criticising it. 
This can be a quite persuasive approach given that so many violent acts 
from the past were either wrong at the time or would not be morally 
acceptable today. It is an approach mostly encountered in postcolonial 
and critical geography literature that situates the use of armed drones 
‘in a lineage of colonial technologies of pacification’.58 And this situat-
ing usually involves the drawing of ‘parallels’ between the rationales and 
technologies underpinning drone strikes and those underpinning the use 
of airpower by European imperial powers in the early twentieth century.59 

According to Priya Satia, the use of armed drones exhibits ‘critical 
continuities with earlier [colonial] uses of air power’,60 and Campbell 
Munro has argued that drones ‘undoubtedly mark a further evolution 
in imperial air policing’ by functioning as ‘a means to exercise asym-
metric imperial violence’.61 Similarly, others authors have claimed that 
the deployment of armed drones ‘resembles’ colonial war,62 that the 
drone ‘reactivates a colonial form of power’,63 and that the US drone 
programme for the targeted killing of terror suspects ‘builds directly on 
the British experience of imperial policing through air power’.64 Such 
arguments find circumstantial support in the fact that almost all drone 
violence to date has occurred in many of the same places which were pre-
viously the scene of imperial European air policing. Derek Gregory has 
noted, for example, ‘numerous dispiriting parallels’ between contempo-
rary US drone campaigns and British aerial counterinsurgency efforts in 
the 1920s along the North-West Frontier (later part of Pakistan) and in 
Mesopotamia (later Iraq).65 Other ‘wild spaces of the imperial periphery’ 
once subjected to ‘imperial control from above’,66 where armed drones 
have also since appeared, include Afghanistan, Libya, Palestine (now 
part of Israel), Somaliland (now part of Somalia), Syria and Yemen. 
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After the end of the First World War, the victorious European pow-
ers found that their imperial governance responsibilities had increased, 
but the material means of sustaining all of them had declined. Pre-war 
imperial garrisons around the world needed to be maintained, but the 
1919 Treaty of Versailles required Britain and France to govern also their 
post-Ottoman ‘mandate’ territories in the Middle East. It was Britain’s 
Royal Air Force (RAF) which introduced to the world the practice of using 
airpower to maintain civil order. This was done mainly because it seemed 
to be a cheaper means of maintaining the ‘imperial peace’ than the older, 
army-based method of sending punitive expeditions to quell local unrest.67

It is less certain, however, that the US government too has lately been 
using airpower for an imperial purpose in the sense that this has been 
part of a ‘process of establishing and maintaining an empire’.68 There is 
perhaps a broader debate to be had about whether the United States is 
an empire,69 but the narrower issue in this chapter is whether US drone 
violence outside war zones is imperialistic. Arguably, this kind of non-
war violence, unlike colonial air policing of old, cannot be conceptualised 
(and thereby condemned) as imperialistic. Although the ‘empire’ concept, 
like ‘terrorism’, remains a subject of definitional debate,70 one of the most 
frequently cited formulations is Michael Doyle’s: that empire is ‘a rela-
tionship . . . in which one state controls the effective political sovereignty 
of another political society’.71 Historically, such control is what critically 
enables imperial acquisition (of territory or other resources) and it mani-
fests in ‘civilizatory’ rule by the imperial power. For present purposes, then, 
a fair theoretical assumption is that imperialistic violence is essentially an 
instrument of exploitative acquisition and transformative administration.

In the 1920s, for example, British imperial control of Mesopota-
mia was both acquisitive and administrative in nature. The colonial 
administration, led by the RAF and reliant upon airpower, was geared 
towards the extraction of local oil wealth.72 And, according to Peter 
Lieb, Britain’s aerial operations there were influenced by a view of 
Arabs and Kurds as ‘semi-civilized’ peoples who had remained ‘sav-
ages’ while under Ottoman imperial, but who could yet be civilised by 
superior colonial rulers.73 Satia has described aerial ‘bombardment’ in 
British-ruled Iraq as ‘a permanent method of colonial administration’.74 
Thomas Hippler has observed that RAF airpower there had ‘established 
a genuine government from the sky’.75 And meanwhile, in British-ruled 
Sudan, Governor-General Sir John Maffey had reportedly described 
British airstrikes as a ‘swift agent of government’.76

By contrast, US drone violence against suspected terrorists in Pakistan, 
Somalia and Yemen has been instrumental neither for resource acquisi-
tion nor local administration. The use of armed drones in these places has 
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undoubtedly had a fearsome and coercive effect, but it has not risen to the 
level of ‘control’ (over ‘another political society’)77 such as would war-
rant conceptualising such violence as imperialistic.78 US drone violence 
evidences little by way of an imperial impulse to conquer, occupy, colonise 
and plunder these territories over which drones fly, and it does not support 
any broader US attempt at on-the-ground rule there.79 On the contrary, 
armed drones seem perfectly suited to avoiding those things while the US 
government instead restricts itself to the mere management of terrorism 
risks emerging along its ‘terror frontier’. 

The taking of the latter approach also suggests strongly that the US 
government’s drone violence is not instrumental in an imperial mis-
sion civilisatrice. Although the United States might well see itself as ‘a 
premier guardian of civilisation’, perceiving terrorists as ‘threats to a 
civilized way of life’,80 US drones do not practically support any effort 
to ‘civilise’ the Pakistani, Somali or Yemeni ‘wildernesses’ from which 
those threats supposedly emanate. The drones are not, in other words, 
instruments to force ‘progress’ in those places towards a ‘superior’ con-
dition of being. Rather, US drone violence does not aim for the even-
tual improvement of local life but only for the constant containment of 
individualised dangerousness and the suppression of security risks to a 
manageable level. Whereas once the American idea of a frontier imag-
ined ‘a spatially expansive progression of [European] civilization into 
the wilderness of the American continent’,81 the ‘terror frontier’ territo-
ries where US drones fly today do not seem destined to be brought into 
the fold of ‘civilisation’. Instead, there appears to be an acceptance by 
the US government that these are places to be merely policed – remotely, 
violently and perhaps in perpetuity. 

QUASI-IMPERIALISM AND US DRONE VIOLENCE

If drone violence of the kind described above is not genuinely impe-
rialistic, it may yet be conceptualised and criticised for being almost 
(quasi) imperialistic. Some authors have hinted at this, offering sugges-
tions (laced with paradox) that the constant overhead presence of armed 
drones amounts to ‘aerial occupation’,82 or ‘nonterritorial occupation’,83 
or even a ‘distinctly ambiguous’ form of occupation.84 A more straight-
forward approach, however, is to acknowledge that the exclusive use of 
armed drones by a foreign power really involves non-occupation. This 
reality can then be addressed as a defining characteristic of quasi-imperi-
alistic violence as well as a source of its moral problems.

In the study of international relations, the term ‘quasi-imperial’ has 
previously been applied by Martin Shaw. Writing in 2002, he used it while 
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trying to employ the ‘empire’ concept in an analytical (value-neutral) way 
and to encourage scholars to be ‘sharper about what is really imperial 
and what is not’.85 Shaw described some larger, non-Western states in the 
modern, postcolonial world as ‘reconstitutions of historic pre-European 
or European empires’.86 In places like China, India, Indonesia, Russia and 
Turkey, he observed national politics dominated by ‘quasi-imperial rela-
tions of rule’ involving ‘internal colonialism’ and the violent domination 
of one nation by another within state borders.87 Pakistan too could thus 
be described as exercising quasi-imperial rule over its FATA region, where 
formerly the ruling was done imperially. As was the case during the time 
of British colonial rule, when the 1901 Frontier Crimes Regulation (FCR) 
was introduced, the FATA remains to this day an exceptional legal space 
where (as a legacy of the FCR) human rights are not nearly as protected 
as they are in the rest of Pakistan.88 Inside what Madiha Tahir has called 
the FATA ‘containment zone’,89 any violence enacted by the Pakistani 
military is, on Shaw’s definition, quasi-imperialistic. However, US (drone) 
violence there is not, because the power dynamic this introduces is inter-
national rather than internal in character.

Or, pace Shaw, political violence could instead be conceptualised as 
quasi-imperialistic in an alternative sense: when it is wielded in further-
ance of a ‘temporary’ episode of liberal imperialism. The latter is the 
kind of quasi-imperialism implied by Michael Ignatieff’s idea of ‘empire 
lite’. Here, US rule of foreign territories is understood to be less than 
genuinely imperial because it is not intended to be permanent. Rather, its 
purported aim is to foster democratic nation-building in other countries. 
In his 2003 book Empire Lite, Ignatieff observed of the ‘Afghans’, for 
example, that ‘their best hope for freedom lies in a temporary experience 
of [US] imperial rule’.90 Through US-sponsored nation-building, that is, 
his idea was that the state of Afghanistan would soon become ‘strong 
enough to keep al-Qaeda from returning’.91 At the time, the US govern-
ment was heavily engaged in a ground-based counterinsurgency effort 
in Afghanistan, with some air support provided by armed drones. By 
contrast, in Pakistan, Somalia and Yemen, where drone violence (often 
used exclusively) has ostensibly served only a counterterrorism purpose, 
the US government has not pursued the ‘empire lite’ (nation-building) 
version of quasi-imperialism either. 

For present purposes, then, the term ‘quasi-imperialism’ needs to be 
understood differently: as a transnational political exercise in thin domi-
nation motivated by an open-ended commitment to anti-responsibility. 
In comparison to the use of piloted aircraft making short sorties, the 
long-endurance capacity of armed drones is much more conducive to 
achieving a continuous disruption of emerging and perceived threats. 
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Drone violence that is quasi-imperialistic in this sense is the violence of 
risk-management rather than rule, and it essentially avoids the respon-
sibility (for the welfare of the dominated) that is required (morally and 
legally) to be assumed by an occupying power.

In the broader context of counterterrorism, some authors have already 
identified a US preference for aiming only to managing risks rather than 
to solve problems.92 And the armed drone in particular, as an instrument 
for killing suspected terrorists, has appeared to be well-suited to the inher-
ently indefinite task of terrorism ‘management’.93 For other authors, drone 
violence of this kind is best captured by the notion of ‘policing’. Here, 
though, that notion tends to be employed not in the narrow (liberal) sense 
of fighting crime but instead to describe a process of ordering.94 On this 
understanding, the use of armed drones is certainly not policing as a com-
munity service, much less policing by popular consent. It is rather under-
taken solely for the benefit of the drone-using state as it seeks to minimise 
risks to its national security. And meanwhile, from the perspective of local 
populations who are ‘policed’, the practice of such violence carries the 
potential for privation (not provision) of personal security.

Maintaining internal security, ensuring public safety and providing 
basic services are among the obligations the United States would assume 
if it acted imperially in Pakistan, Somalia and Yemen.95 But by only 
employing armed drones in a quasi-imperialistic way, the US government 
has managed to avoid the responsibilities of occupation (as well as the 
associated financial costs and political risks). If, by contrast, it donned 
the mantle of the state and laid claim to the monopoly of legitimate force 
within the foreign territories where US drones fly, this would run the risk 
of triggering the law enforcement paradigm of state violence. And, in 
turn, the ethical expectations arising in that paradigm would require the 
wielding of (drone) violence to be much more restrained. 

This is not to suggest, however, that quasi-imperialistic drone violence 
can truly escape any moral judgement at all. The fact of non-occupation 
does not affect the fundamental presumption that every person (qua poten-
tial victim) has a right to life, so such violence remains open to be judged 
according to rights-based principles which are applicable by default. Even 
if the US government’s use of armed drones against suspected terrorists 
located outside war zones does not amount to violent law enforcement, the 
principles of necessity, proportionality and discrimination remain avail-
able for the purpose of moral assessment. Accordingly, as the next section 
shows, such drone use can be judged as morally unacceptable for three 
reasons that relate to the essential open-endedness of quasi-imperialistic 
violence: it is temporally unnecessary, excessively harmful over time, and 
eventually indiscriminate as between the ‘dangerous’ and the innocent.
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THE INJUSTICE OF QUASI-IMPERIALISTIC DRONE VIOLENCE

The right to life includes the right not to be killed arbitrarily. When 
killing is done for a public purpose (on a state’s behalf), it is not ‘arbi-
trary’, in the sense that it is not done as a matter of private (personal) 
whim. Beyond that, though, there needs to be a sound reason for taking 
a human life, and the most basic reason is that it is somehow ‘necessary’ 
to do so. In a war context, the relevant principle is military necessity, 
and this can generally be satisfied if violence is expected to achieve an 
advantage or reduce a risk. The use of an armed drone could be deemed 
militarily necessary because friendly ground troops are under fire and 
in need of air support. A necessity principle applies in law enforcement 
contexts too, although here it has a more restricted meaning: for exam-
ple, a police officer may only use a lethal weapon against a criminal 
suspect if there is no other available way to save the life of a person who 
is in immediate danger. Outside of these two established paradigms of 
legitimate state violence, it is more difficult to establish the necessity of 
killing someone. 

Indeed, in attempting to legitimise its quasi-imperialistic drone vio-
lence against suspected terrorists, the US government has been able to 
approach this task only by relying heavily on a critical but dubious claim 
about temporal necessity (the lack of any later opportunity to respond) 
and the ‘imminence’ of a threat. In 2011 White House advisor John 
Brennan argued that ‘a more flexible understanding of “imminence” 
may be appropriate when dealing with terrorist groups’.96 And the fol-
lowing year US Attorney General Eric Holder claimed that the immi-
nence of a terrorist attack depends on ‘considerations of the relevant 
window of opportunity to act, the possible harm that missing the win-
dow would cause to civilians, and the likelihood of heading off future 
disastrous attacks’.97 This official effort to stretch the ordinary meaning 
of imminence was roundly criticised (sometimes to the point of ridi-
cule) for being so obviously wrong from a conceptual standpoint.98 Rosa 
Brooks observed, for example, that the Obama administration’s defini-
tion of imminence ‘does not require actual imminence’, thus making the 
concept ‘as loose, ill defined, and self-serving as might be imagined’.99

The moral problem with conducting a drone strike well before 
a terrorist attack is genuinely imminent (about to happen) is that it 
restricts the scope for non-violent response options to be brought to 
bear, and thus it makes the occurrence of state violence more likely 
and more frequent. Such violence, when conducted so far in advance 
of a threat materialising, can appear to be essentially preventive, or 
even ‘merely “preferential”’,100 rather than necessary. And so there is 
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room to conclude that the US government’s quasi-imperialistic drone 
violence is arbitrarily abusive of the right to life in the sense that it 
occurs without a sufficiently good reason (from a temporal perspec-
tive) to kill a targeted individual now.

When the necessity of state violence is doubtful, it follows that the 
security benefit (threat reduction) to be derived from it might only be 
slight or negligible. It takes little foreseeable harm, then, to outweigh 
the moral value of that benefit and render the violence disproportionate 
(excessive). Empirically, the exact balance of benefits and harms derived 
from drone strikes outside war zones has been difficult to determine, 
especially over the long term.101 Even so, several factors appear to reduce 
the security benefit to be gained by US signature strikes. First, most of 
those killed in such strikes are reportedly not the most influential terror-
ists (commanders) but rather are low-level ones.102 Second, the use of 
‘signatures’ (an assemblage of probable indices of dangerousness) still 
leaves plenty of room for mistakes and misunderstandings, such that 
too few strikes might be killing people who in fact pose a threat to the 
United States.103 Third, the intelligence-led character of drone strikes 
against suspected terrorists creates perverse incentives for other actors 
in the foreign territories where targeting occurs. That is, local govern-
ments might secure forceful US assistance only by exaggerating the inter-
nal threat they face from insurgent (‘terrorist’) groups,104 or individual 
CIA informants might fabricate allegations and thereby encourage US 
drone strikes against individuals in furtherance of personal feuds.105 And 
fourth, even if a drone strike kills someone who really poses a threat, 
the very killing of that person precludes the gaining of a further benefit: 
actionable intelligence on terrorist operations they were planning with 
others who are still alive.106

If, in combination, these factors make quasi-imperialistic drone vio-
lence an enterprise that brings few or dubious benefits, they have the 
moral effect also of making it harder to excuse any harm which drones 
incidentally inflict upon innocents in the vicinity of targeted individuals. 
Moreover, the longer such violence persists, the more likely it is to become 
disproportionate (or more disproportionate). This is an especially serious 
moral risk given that the operational logic of quasi-imperialistic drone 
strikes against suspected terrorists located in remote areas is to continu-
ously disrupt their plans. To be achieving this effect on an ongoing basis is 
also to be continually running the risk that the imperfect, signature-based 
strike process will cause the wrong people to die. Armed drones already 
have the powerful potential to be a persistent presence in places where 
airspace is uncontested, and technological developments might increase 
this potential in the future.107 In addition, to the extent that US drone 
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strikes fuel the anti-US terrorist threat, they have the capacity to generate 
ever more targets in ‘a seemingly inescapable loop’.108 Morally, because 
violence cannot always be a good thing, the harm that results from it 
can only begin to be legitimised by trading it off temporarily against an 
expected benefit. Thus, the indefinite exposing of people in a foreign ter-
ritory to the risk of harm (intended or unintended) presents a problem 
of temporal disproportionality. In this way too, then, quasi-imperialistic 
drone violence can unjustly imperil the human right to life.

When a campaign of drone violence involves the indefinite endanger-
ment of innocents, it becomes ‘eventually’ indiscriminate. This is so even 
if, from one strike to the next, there is an intention only to kill the non-
innocent (suspected terrorists). The US government has repeatedly issued 
assurances that its drone strikes are conducted with great care to avoid 
‘civilian’ casualties,109 and in so doing it has highlighted the ‘precision’ 
capability of an armed drone.110 It is undoubtedly the case that, unlike 
piloted aircraft, drones can loiter above a prospective target for hours 
‘waiting for the ideal moment to strike’.111 However, innocents too are 
nevertheless sometimes killed unintentionally by exposure to the wider 
effects (blast waves and flying shrapnel) of ‘pinpoint’ missile strikes. Or, 
the death of an innocent who suddenly appears on the scene might result 
from the drone operator’s inability to steer away a descending missile in 
time (because of the delay of several seconds as a signal bounces between 
a drone, a satellite and the control station). 

In the context of US drone violence that aims to be continually disrup-
tive (of emergent ‘terrorist’ threats), such deaths are not a moral problem 
because of any wrongful intention. Rather, they are a problem because 
the US government must know, after long experience, that innocents will 
almost certainly keep getting killed in its signature strikes. Strictly speak-
ing, these killings are accidental in the sense of being unintended and 
undesired, and yet their occurrence is also the result of sustained and sys-
tematic endangerment. Eventually, and because quasi-imperialism essen-
tially involves an open-ended commitment to violent risk management, a 
pattern sets in of ‘routinely knowing’ that drone strikes in aggregate will 
kill innocents.112 And, once the morally undesirable outcome of a certain 
kind of violent action has become so highly predictable, it is arguably 
wrong to keep performing that action in the same way without trying 
hard to improve it.

The knowledge that innocents keep dying in signature strikes estab-
lishes a duty to take greater and greater precautions in the face of a 
highly foreseeable risk, but the US government has arguably neglected 
this duty by making too little effort to increase the degree to which its 
drone violence is discriminate in practice. When it comes to judging the 
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permissibility of state violence, Rodin has advocated using the concept 
of negligence (rather than intention) in order to focus attention on ‘what 
constitutes an appropriate standard of care’ in the use of force.113 And, 
in accordance with this alternative process of moral reasoning, Coady 
has suggested that ‘a number of drone attacks deployed by the United 
States in the war on terror . . . have been insufficiently concerned with 
the non-combatant deaths they cause collaterally’.114 Such concern could 
manifest in a serious effort to count and report the number of innocents 
killed and to be ever striving to improve targeting practices. 

Against this, in 2019 the Trump administration stopped disclosing 
estimates of how many suspected terrorists and innocent bystanders are 
killed in US drone strikes outside war zones.115 However, in the practice 
of quasi-imperialistic drone violence, the problem of insufficient care 
extends further than this. By using armed drones in remote areas, the 
US government arranges for itself to be largely incapable of morally 
improving this violence. Careful, on-the-ground evaluations of distant 
drone strikes are deemed infeasible, so there is limited scope to learn 
lessons (about the accuracy of targeting) which could immediately be 
applied (for the benefit of innocents) to the conduct of future strikes. 
It is arguably not enough, then, for a US president to set as ‘the highest 
standard’ a requirement of ‘near-certainty that no civilians will be killed 
or injured’ before any drone strike is taken.116 Rather, because a cam-
paign of quasi-imperialistic violence is essentially an open-ended one, 
there needs also to be a sincere and unrelenting effort to get ever nearer 
to actual certainty. To carry on running the risk of making the same 
mistakes, without trying constantly to reduce the number of mistakes, 
is effectively to accept an unreduced risk to innocents. Such a negligent 
disposition, towards violence that must eventually be indiscriminate, is 
destined to involve violations of the human right to life.

CONCLUSION

In using armed drones against suspected terrorists located far away and 
outside war zones, the US government has struggled to claim successfully 
that drone strikes count as war, and it has been unwilling to accept the 
restrictions on violence that apply in the peacetime law enforcement para-
digm. So, it has sought instead to claim that another (‘grey’) paradigm of 
legitimate state violence exists in between the established paradigms of 
war and law enforcement. Unless or until this notion is generally accepted, 
however, the greyness of some drone violence will keep generating concern 
that unjust killings are able to occur with impunity because there is no 
recourse to traditional principles of restraint. Gaining some governance 
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purchase on violence of this kind is an increasingly urgent task as more 
states acquire armed drones and look to the example set by the US gov-
ernment on how to use them. To this end, it is important first to establish 
a plausible conceptualisation of non-war drone violence which can then 
serve as a basis for moral judgement.

To conceptualise such violence as vim, with a view to judging it 
according to a jus ad vim framework, is unhelpful because the vim 
concept remains under-described and radically vague. As such, its use 
might only compound the problem of categorical greyness. However, 
two better-understood concepts – terrorism and imperialism – cannot 
plausibly be applied to US drone violence outside war zones either. 
According to an object-focused definition of terrorism, a campaign of 
drone strikes is not essentially terroristic if it does not involve the delib-
erate targeting of innocents. And nor is drone violence imperialistic 
if it is not wielded by a foreign power that is imposing imperial rule, 
imperially acquiring resources and assuming imperial responsibilities.

In Pakistan, Somalia and Yemen, the US use of signature strikes 
against suspected terrorists is better conceptualised as quasi-imperialistic 
in nature. Foreign armed drones have only thinly dominated the popula-
tions of these parts of the world, and the drone-using state has not been 
acting there out of a sense of responsibility to those populations. Rather, 
the United States has been engaging in an ongoing exercise of merely 
and aerially policing terrorist risks to its national security. Conceptual-
ised in this way, US drone use can nevertheless be assessed as a source 
of injustice, even if it has the immediate appearance of being less harm-
ful than the heavy domination that characterises imperialistic violence. 
The essential open-endedness of quasi-imperialistic drone violence still 
carries the potential for abuse of the right to life when it is temporally 
unnecessary, excessively harmful over time, and eventually indiscrimi-
nate. While ever violence of this kind endures, it is morally unacceptable 
so it ought to be avoided.
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Chapter 5

TELE-INTIMATE VIOLENCE

A practical problem associated with the perceived ‘greyness’ of some 
drone violence is that the individuals assigned to wield it on a state’s 
behalf might struggle to find a source of justification. In his 2021 book 
On Killing Remotely, retired US Marine Corps officer Wayne Phelps 
recorded what appears to be an instance of this struggle, which arose 
from uncertainty about whether war or law enforcement was the proper 
conceptual basis for determining the permissibility of state violence. 
Before 30 September 2011, when the US Government used an armed 
drone flying in Yemen to kill US citizen and suspected terrorist Anwar 
al-Awlaki, members of a US military drone unit had refused to perform 
this task. Their commander in chief, President Barack Obama, had 
decided that this man should be killed, but the assigned killers reportedly 
‘thought it was illegal’ to kill an American without trial.1 In their view, 
it seemed, this was a matter of criminal justice, not warfare. The unit 
commander was consequently dismissed, the job was instead ‘given to 
the CIA . . . [which] had different rules to fight under’,2 and, in Phelps’s 
assessment, this case of principled disobedience was ‘[o]ne of those leg-
endary moments’ of ‘moral courage’ within the military profession.3 As 
a matter of individual judgement, refusing to kill had been the right 
thing to do, even though refraining from such action carried a personal 
cost. And yet, arguably, those drone operators might thus have avoided 
a more serious cost: the moral self-harm potentially incurred by acting 
in a way that they personally judged to be wrong.

In much of the discussion of drone violence thus far, attention has 
focused on state agency in the use of armed drones and on the victimhood 
of targeted individuals (and others in the vicinity of a strike). This chapter 
shifts the focus towards the individual agency of drone operators and to the 
potential for these perpetrators of state-sanctioned violence to be included 
among its victims. When approached from this direction, the conceptuali-
sation of drone violence becomes less a matter of its political nature (as 
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war or violent law enforcement) and more a matter of the human experi-
ence of being violent. In this regard, the critically important feature of an 
armed drone is that it enables a person not only to be killed from afar but 
also to be closely observed. This remotely controlled and camera-equipped 
weapon system has an unprecedented capacity to reveal the humanity of 
a distant human target, and such revelation is morally significant in two 
potentially dissonant ways. It can facilitate a drone operator’s efforts to 
adhere to ethical principles for restraining violence, but it can also under-
mine that operator’s moral willingness to kill another person. 

To explore this tension, the chapter proceeds upon a concept of 
drone violence as ‘tele-intimate’ violence. As ‘tele’ (distanced) vio-
lence, it presents no physical risk to the individual user of force, but 
as ‘intimate’ violence it carries a moral risk. It is well established that 
humans, on a personal level, generally think it is wrong to kill each 
other, although a reluctance to do so can be overcome through a pro-
cess of justification. To kill in a way that adheres to principles of mili-
tary ethics or police ethics, for example, is often adequate to this end. 
However, such adherence is sometimes not enough on its own to make 
a killer feel justified in their actions, in which case they might then 
judge themselves as having betrayed their own sense of what it means 
to be a good person. To suffer badly from adverse self-judgement is to 
incur ‘moral injury’, and this is the kind of injustice with which this 
chapter is primarily concerned.

Only recently has it begun to be recognised that drone violence is 
potentially injurious to the moral well-being of drone operators. Part 
of the reason for this delay is that, during the last two decades of drone 
use, advocates and critics alike have tended instead to focus their argu-
ments on the geographical aspect of distanced killing and on the removal 
of state personnel from the physical risk of proximity to other violent 
actors. Daniel Byman, for example, has observed that ‘drones have done 
their job remarkably well’ and ‘at no risk to U.S. forces’.4 Dennis Blair 
has described drone strikes as ‘politically advantageous’ because they 
involve ‘no U.S. casualties’.5 And Michael Walzer has envisaged future 
wars fought with drones ‘in which there won’t be any casualties (on our 
side), no veterans who spend years in VA [Veterans Affairs] hospitals’.6 
Added to this, some scholars have insisted that, if there is an individual-
level problem with drone operators, it is rather that they are not capable 
of being morally harmed by their own drone strikes either. One such 
argument is that, by situating the killer ‘at maximum range’ from the 
victim, ‘killing is made extremely easy’ (and thus too easy) from an emo-
tional standpoint.7 Or, as another argument goes, the operation of armed 
drones introduces new humanitarian risks because operators watching 
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their on-screen kills are as morally disengaged from reality (and thus as 
immune to moral harm) as the players of violent computer games.8

Gradually, though, such assertions have become discredited as more 
empirical evidence to the contrary has emerged. To an increasing extent, 
and despite the access difficulties faced by non-military researchers, indi-
viduals’ accounts of their experience of operating armed drones have 
come to light.9 These accounts have tended to show that drone opera-
tors are morally engaged, and often deeply so. Numerous operators have 
reported experiencing a sense of intimacy towards the real people who 
are prospective targets, and sometimes those operators appear to find it 
personally difficult to justify the killing they do.10 This occasional dif-
ficulty suggests a plausible connection between wielding drone violence 
and incurring moral injury, and it establishes the possibility of drone 
operator ‘victimhood’ as a valid subject of normative inquiry.11

Even so, before embarking on that inquiry, it is worth anticipat-
ing the concern that doing so might afford undue prominence to the 
drone operator in relation to other kinds of victim. A scholarly focus on 
the perpetrators of drone violence, and on whether they ‘lose sleep at 
night’,12 could be rightly criticised if it were intended to draw attention 
away from the ‘real’ (physically affected) victims at the receiving-end of 
a missile strike.13 However, this is not the intention here. The purpose 
of this chapter is not to restrict the scope of moral concern but rather to 
cast the net wider in the search for potential loci of injustice that might 
otherwise remain obscure and unexplored. Inquiring into the experi-
ences and judgements of drone operators is necessary if the morality of 
drone violence, in all its aspects, is to be comprehensively assessed and 
debated. To consider that a drone operator might be the victim of one 
kind of injustice (moral injury) does not necessarily demote or displace 
the consideration of other kinds. On the contrary, as later sections of 
the chapter will show, a regard for the humanity of people who are (or 
might be) physically harmed in drone strikes is at the heart of why a 
drone operator is at risk of moral injury and should therefore exercise 
restraint.

The discussion begins with an account of the ‘tele-intimate violence’ 
concept, and attention then turns to the issues of individual moral agency 
and moral injury as they relate to the perpetration of violence on behalf 
of the state. The core issue to be addressed in the chapter is why one per-
son might be morally injured by wielding drone violence against another 
person, especially after closely observing them. Following on from this, a 
question of prospective moral responsibility arises: what should a drone-
using state do, as an employer of drone operators, to address this poten-
tial form of injustice? In response, the chapter concludes with a suggestion 
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that that state should safeguard killer-employees’ moral well-being in the 
workplace by empowering them to exercise discretion and by valorising 
moral courage. However, a crucial condition for any efforts to prevent 
moral victimhood in this way is that they should tend also to reduce the 
risk of injustices occurring among the physical victims of drone violence. 
Short of avoiding the perpetration of such violence altogether, it is argu-
ably important not to eliminate the risk of moral injury, because these 
other victims benefit from this risk as a source of extra-legal restraint 
upon the individual agency of a conscientious drone operator.

CONCEPTUALISING DRONE VIOLENCE AS  
TELE-INTIMATE VIOLENCE

One perspective on the advent of armed drones, and on their use for 
war or counterterrorism purposes, is that this is merely another step 
in a historical process of removing a violent actor further away from 
their opponent and thus making that actor safer.14 According to this 
view, drone violence is neither new nor especially interesting because 
its evident effects (damage, injuries and deaths) are readily comparable 
to those generated by other weapons, and the moral imperative to pro-
tect victims from any unjust effects is the same. A humanitarian lawyer 
would probably claim, moreover, that the remoteness that character-
ises drone violence is unremarkable too. A missile fired from a drone 
is no different, they might argue, from any other weapon in common 
use; all that matters, legally, is whether specific uses comply with the 
rules of international humanitarian law (assuming a drone strike occurs 
where a war is going on).15 What such a perspective lacks, however, is 
an account of a camera-equipped drone’s capacity to bring its operator 
closer – visually – to a prospective human target, notwithstanding the 
fact of geographical separation. Even if drone violence technology is not 
revolutionary, it is undoubtedly revelatory, and moral reasoning needs to 
engage with this characteristic.

In the contemplation of armed drones, there is an understandable 
temptation to obsess over physical distancing, because the control of 
these aircraft from potentially thousands of miles away seems to achieve 
remoteness to the maximum possible extent. And yet, when it comes to 
considering the experience of those individuals who directly engage in 
remote-control violence, a quite different conceptual emphasis is more 
relevant. Geography is effectively transcended by the rapid transmission 
of data between drones and controllers via satellite. Physical distance 
then becomes less important, conceptually speaking. Rather, as a mat-
ter of ‘hands-on’ practice, what matters most is that drones are ‘deadly 
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surveillance platforms’.16 The operator of an armed drone can, in real-
time, watch and respond to the imagery captured by a faraway drone-
mounted camera. A lot of the time, that means watching video footage 
of the actions of people in foreign territories. The humanity of those 
people is thereby revealed repeatedly to a drone operator, sometimes to 
the point of establishing a one-sided familiarity with their habits and 
relationships. Thus, when a remotely located but closely observed per-
son is subsequently targeted in a drone strike, it arguably makes sense 
to conceptualise what the drone operator experiences as ‘tele-intimate’ 
violence.

Based on reports of how the US and UK governments conduct drone 
strikes, the term ‘drone operator’ refers here to either of two people who 
work closely together in a ground station filled with data screens and 
control instruments. One person is the sensor operator, who controls 
the drone’s cameras and related technologies, and the other person is 
the drone’s pilot (seated immediately adjacent) who controls its flight.  
In the moment of executing a strike, the pilot acts to trigger the release 
of a missile from the drone, and the sensor operator then maintains 
aim with a targeting laser as the missile descends.17 Before and after 
this, though, the greater part of each drone operator’s work consists of 
watching other people. In media interviews with ex-operators,18 and in 
a variety of academic analyses of drone violence, a prominent idea is 
that a drone operator can come to experience feelings of intimacy with 
those watched and targeted individuals. Nicholas Brown has observed, 
for example, that a ‘deep level of intimacy’ arises when a drone opera-
tor conducts ‘panopticon-like surveillance’ and so becomes ‘privy to the 
most quotidian and personal details of the everyday lives’ of prospective 
targets.19 Bianca Baggiarini has argued that drone-based killing involves 
‘a battle space . . . where the enemy is intimately known’.20 And Dave 
Blair and Karen House have described a drone operator’s ‘relational 
attachment to a human target’ as ‘Cognitive Combat Intimacy’.21

Importantly, the achievable degree of intimacy is not uniform across 
all types of missions. When a drone strike occurs while providing air 
support to friendly troops who are under attack (or at risk of attack), the 
pre-strike observation of enemies to be targeted might only be fleeting 
or of short duration. By contrast, in the long-planned ‘targeted killing’ 
of a suspected terrorist, that individual will often have been watched 
for a prolonged period until the emergence of a favourable opportunity 
to attack (when it would not also harm too many innocents). In which 
case, the drone operators assigned to do this will have perceived (over 
consecutive days, weeks or months) an abundance of the prosaic and 
familiar features of the targeted individual’s life. When or if the time 
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comes for drone operators to kill a person whose humanity has thus 
been so constantly and richly revealed to them, the drone violence to 
be wielded then is of a highly tele-intimate nature. But, regardless of 
how long a target was watched previously, after any strike the drone 
operators also observe what the extinguishing of humanity means in 
grisly detail. Unlike others who kill from a distance, they are prevented 
from conceiving their causation of death in abstract terms only. Rather, 
the human consequences of drone operators’ lethal actions are immedi-
ately and clearly displayed to them on a video screen. Whereas, histori-
cally, artillery soldiers and high-altitude bombardiers, for example, have 
merely supposed that they killed ‘some people’, today’s drone opera-
tors know it. And, sometimes, in the routine post-strike surveillance of 
severed body parts and the evident anguish of a victim’s nearby family 
members, they know also that they have killed someone they came to 
‘know’ in their own tele-intimate way.

STATE VIOLENCE, INDIVIDUAL AGENCY AND  
THE PROBLEM OF MORAL INJURY

Intimacy is a useful concept, not only in accounting for drone opera-
tors’ novel and peculiar experience of killing, but also in the way it 
partially draws attention away from ‘the state’ as an abstract agent of 
violence. Strictly speaking, states don’t kill; people do. So, to build a 
more complete picture of the true meaning of political violence, it is 
important to understand the agency of individuals who act violently 
on the state’s behalf. And, for the purpose of ethical assessment, their 
moral agency is of particular interest. According to Seumas Miller, it 
is possible to distinguish institutional and noninstitutional cases of the 
use of lethal force. The first kind involves killing by ‘institutional actors 
in their capacity as institutional actors’, and the second kind of killing 
is done by ‘ordinary human beings in their noninstitutional, natural 
capacities’.22 Miller points to ‘police officers and military combatants’ 
as paradigmatic cases of institutional actors who deploy lethal force.23 
However, it is arguably the case that people who come to wield vio-
lence from within state institutions do not entirely cease to be the natu-
ral (noninstitutional) actors that they were before. A member of the 
military or law enforcement profession may be licensed to kill, under 
certain circumstances, by a public authority. Even so, their individual 
agency might not be entirely subsumed by performing an institutional 
role. If, instead, a person’s pre-institutional sense of self endures, they 
cannot be regarded as being only an instrument of the state when it 
comes to the use of force.
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Competent performance of an institutional role involves dutiful 
adherence to the institution’s rules, and this effort will often be in har-
mony with a person’s original sense of what it means to do the right 
thing. For many institutional killers, who would feel averse to killing 
in the course of their private lives, the knowledge that they are acting 
violently as an agent of the state might be a great and sufficient source of 
moral comfort. Some other killers, though, struggle morally with what 
they do, even if it is done in strict accordance with externally imposed 
rules. Killings that are permitted or excused by others remain open to be 
condemned by the killers themselves, because a person’s sense of ‘being 
ethical’ does not necessarily equate to the fact of rule-following. That is, 
acts or omissions which are legally right (or not unlawful) can sometimes 
be (or seem to be) morally wrong. Some killers (or would-be killers) in 
a state’s employ thus seek to ascribe moral meaning to lethal action on 
a personal (non-institutional) level, even though state institutions are 
sometimes not well prepared for facilitating this. For example, accord-
ing to one former commander of a British nuclear missile submarine, his 
‘sailors . . . would want to discuss and understand personally the ethi-
cal ramifications of our mission’, which was ‘not something covered in 
official publications’.24

On the other hand, within Western militaries more generally, there 
is a strong tradition of applying Aristotelian virtue ethics to decisions 
about violence.25 Here, the emphasis is on individual moral agency and 
the cultivation of a good (virtuous) character, and the expectation is 
that a person will increasing know (through education and practice) 
what virtue to exhibit when confronting morally challenging situa-
tions.26 Martial virtues are commonly understood to include courage, 
loyalty and self-sacrifice,27 and a warrior who exhibits these is seen (and 
can often see themselves) as a ‘good warrior’. Moreover, ethics training 
provided by military institutions often emphasises virtues (as distinct 
from written rules) as a useful basis for making important decisions 
quickly.28 In war, this cultivated habit of being virtuous can nevertheless 
reinforce decision-making by reference to international laws of warfare 
and national rules of engagement. For example, whereas the deliberate 
killing of civilians in war is to be avoided because it is illegal, it is mor-
ally undesirable also because it is vicious (anti-virtuous): a cruel and 
cowardly act.29 At other times, however, virtue ethics and individual 
moral agency might lead a decision-maker away from rule-following. 
‘Being ethical’, then, involves decisions to act beyond or against rules; 
doing less or more than is permitted or required. Such a situation can 
arise where the rule to be followed is itself unjust, or where it would 
obviously be immoral under the circumstances to follow a general rule 
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(such as ‘obey orders’).30 Alternatively, an individual’s sense of virtue 
might sometimes occasion them to refrain from doing what a rule per-
mits (for example, killing an enemy soldier) because that individual 
alone judges this to be what a virtuous (merciful) person would do.31

Perpetration and moral injury

To act against one’s own sense of right is, in severe cases, to run the risk 
of ‘moral injury’. This term derives from the narrower idea of ‘moral dis-
tress’ which Andrew Jameton first used in 1984 to describe what some 
nurses feel when institutional regulations prevent them from acting in 
what they believe to be an ethically appropriate manner.32 A decade 
later, Jonathan Shay’s book Achilles in Vietnam introduced the idea of 
moral injury to the study of military working environments,33 and this 
expanded analytical attention towards the distress a person might expe-
rience as a result of their own (not others’) wrongdoing. The term has 
since been used by other psychologists seeking to describe emotional 
problems that are not captured by ‘trauma’ or other diagnostic terms,34 
yet moral injury is also widely understood not to be a clinical diagno-
sis. Rather, it has remained an essentially ethical concept which informs 
analyses of individual experience from within and beyond the field of 
psychology.35 Moral injury as an injustice has been assessed when it 
arises out of a sense of betrayal by others.36 However, when assessing 
the experience of people who are employed to kill, a more suitable focus 
is the potential for lethal action to generate profound and debilitating 
feelings of self-betrayal. Such feelings include guilt (if a person perceives 
that their actions were vicious) and/or shame (if they believe that this is 
what other people perceive).

In a widely cited article from 2009, Brett Litz and his colleagues defined 
moral injury as involving ‘an act of transgression that creates dissonance 
and conflict because it violates assumptions and beliefs about right and 
wrong and personal goodness’.37 Since then, other studies have sustained 
a particular interest in the causal relationship between perpetrating trans-
gressive acts and suffering moral injury. For example, William Nash and 
others have referred to the perpetrating of acts that ‘transgress deeply 
held, communally shared moral beliefs’.38 Kent Drescher and his col-
leagues have argued that moral injury is brought about by ‘perpetration 
of immoral acts, in particular actions that are inhumane, cruel, depraved, 
or violent, bringing about pain, suffering, or death of others’.39 And Shay, 
for whom the moral injury of a person begins with the ‘betrayal of what’s 
right’, has maintained that such injury is ‘the soul wound inflicted by 
doing something that violates one’s own ethics, ideals, or attachments’.40 
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Previously, the idea that a perpetrator of wrongdoing could also become 
a victim had been explored by Rachel MacNair in her 2002 study of ‘per-
petration-induced traumatic stress’.41 Although this was done in the nar-
rower context of post-traumatic stress disorder (PTSD), MacNair made 
clear that PTSD symptoms can emerge in the absence of guilty feelings, 
and vice versa.42 Consistent with that finding, a recurrent theme in the 
literature on moral injury is that it is not the same as PTSD (a diagnosis 
related to a person’s loss of safety).43 So, any conflation of the two when 
considering the experience of killers would tend to obscure rather than 
illuminate the potential moral self-harm produced by the physical harm-
ing of other people.

Moral disengagement and the ‘problem’ of humanisation

The prohibition on people killing each other is deeply entrenched in the 
ordinary moral thinking of social human beings. It can often be a pro-
found challenge, then, for individual agents of state violence to somehow 
overcome a personal sense of its wrongness. In the military profession, 
for example, Karl Marlantes has observed that ‘warriors of good con-
science’ have struggled for centuries to reconcile ‘the moral conduct we 
are taught as children with the brutal actions of war’.44 This struggle has 
also been acknowledged by the military historian Samuel Marshall, who 
argued in his 1961 book Men against Fire:45

[The American soldier] is what his home, his religion, his schooling, 
and the moral code and ideals of his society have made him. The Army 
cannot unmake him. It must reckon with the fact that he comes from 
a civilization in which aggression, connected with the taking of life, is 
prohibited and unacceptable. The teaching and ideals of that civilization 
are against killing, against taking advantage. The fear of aggression has 
been expressed to him so strongly and absorbed by him so deeply and 
pervadingly – practically with his mother’s milk – that it is part of a 
normal man’s emotional makeup.

For the person raised and socialised to cherish life, both dying and kill-
ing are potentially fearsome prospects. Physically, we fear dying, but we 
morally fear killing. If the latter fear cannot somehow be overcome by 
a would-be killer, to go on and kill anyway is to run the risk of moral 
injury. Often, in human experience, such harm does not occur, because 
sufficient ‘moral disengagement’ is achieved as to avoid subsequent dis-
tress and guilt. Sometimes, though, this approach fails, and the killer 
remains vulnerable to the injurious effect of adverse self-judgement. For 
present purposes, moral disengagement and the object of it (killing) need 
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not be regarded as inherently bad things. Rather, this concept is merely 
used analytically here to help identify circumstantial factors that are rel-
evant to the risk of falling victim to moral injury.

From within a social cognitive theory of morality, Albert Bandura 
has identified eight mechanisms of moral disengagement which, indi-
vidually or in various combinations, enable people to ‘do harm and live 
with themselves’.46 Beyond the restraining effect on transgressive con-
duct generated by social sanctions (fear of external punishment), each 
of these mechanisms can be conceived as a way of loosening the pur-
chase of personal sanctions (self-condemnation of bad behaviour). One 
mechanism is moral justification, whereby an ordinarily bad act is made 
personally acceptable by situating it in the service of a morally worthy 
purpose. Euphemistic labelling, in the form of sanitised or complicated 
language, can be a mechanism for downplaying the malign character 
of activities or making them sound benign. Advantageous comparison 
of one’s harmful conduct with something ‘much worse’ can be used in 
attempting to excuse that conduct. Through displacement of responsibil-
ity, one is spared from self-censure by viewing another agent (such as a 
public authority) as fully responsible for an action. Or, though diffusion 
of responsibility, one’s involvement in an act is diluted and rendered 
morally acceptable by highlighting how other people were involved 
in it too. Disregarding or distorting consequences is a mechanism for 
avoiding personal responsibility by ignoring, misrepresenting or deny-
ing the harmful effects of one’s actions. Attribution of blame involves 
self-exculpation by claiming that one’s victims somehow deserved to be 
harmed. And self-censure can be blunted also by dehumanisation which, 
by divesting victims of their human qualities, makes them seem easier 
(morally) to harm.47

Regarding the specific harm of killing, it is unlikely that all these 
mechanisms of moral disengagement are always invoked by all killers. 
And, when it comes to individuals who kill on behalf of the state, some 
mechanisms might be more applicable than others. Moreover, the rel-
evant state institution might try to facilitate moral disengagement for the 
sake of achieving a public and greater good. Even so, the state-sanctioned 
killing that is done for a war or law enforcement purpose could still entail 
a residual risk of moral injury to warriors and law enforcers respectively, 
especially when circumstances make it difficult to dehumanise victims.

Executioners

Capital punishment is widely regarded as wrong in principle, and more 
than half the world’s countries have abolished it.48 Where this practice 
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persists, though, state authorities require executioners who are willing 
to enforce the law by lethally punishing criminal wrongdoing. For exam-
ple, when Sri Lankan prison authorities sought to fill two hangman posi-
tions in 2019, the advertisement in the state-run Daily News stated that 
applicants should have ‘an excellent moral character’ and should pass a 
test of their ‘mental strength’.49 In the past, an executioner’s moral confi-
dence in performing their lethal role in society was sometimes and partly 
derived from a personal commitment to ensuring the victim’s physical 
comfort. When James Berry worked as an executioner in England in 
the late nineteenth century, he developed the ‘long drop’ technique of 
hanging (‘by varying the length of [the rope] in accordance with the 
physical characteristics of the criminal’) while striving for ‘dislocation 
without mutilation’.50 And the English executioner Albert Pierrepoint is 
remembered for refining a technique of hanging that ‘snapped the spinal 
cord at exactly the correct place to bring about a death that was instant 
and painless’.51 However, even without making such a commitment (to 
achieve ‘a good kill’), an executioner might be able to take some moral 
comfort from the fact that their killing of a criminal was preceded and 
justified by a process of adjudication and sentencing.52 Provided that the 
victim’s trial was fair, and any appeals against the death sentence were 
fairly rejected, the executioner could then feel somewhat reassured that 
the victim truly deserved to be killed.

Sometimes, when there is concern that such reassurance is not enough, 
additional measures are needed to safeguard the moral well-being of 
a state executioner and thus smooth the way towards punitive killing. 
In particular, the state might seek to facilitate moral disengagement by 
arranging for the killing to be done under conditions conducive to dif-
fusing responsibility. As was noted in a 2015 UN report, the tendency 
among wealthier states that retain the death penalty is to carry it out ‘in 
an increasingly organized, technical, and bureaucratic manner, favour-
ing teamwork and a piecemeal approach, without thorough reflection, 
emotion or individual responsibility’.53 Within the United States, this has 
been described as an effort by governments to ensure that, in the design 
of execution practices, ‘nobody is responsible for everything’.54 In the 
case of execution by firing squad, for example, moral disengagement by 
diffusing responsibility can involve the use of a dummy round inserted 
randomly into one of the rifles used by a squad of volunteer marksmen. 
Each squad member is thus enabled potentially to derive some moral 
comfort from not knowing for sure whether the shot they fired was a 
deadly one.55

Even when moral disengagement is pursued in this way, an executioner 
might nevertheless remain morally burdened by feeling mainly responsible 
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for causing another person’s death. In the context of a complex criminal 
justice process, a sentenced victim is not killed because of the executioner, 
but he or she is undoubtedly ‘killed by the executioner’.56 This truth might 
be bearable if, previously, an executioner becomes convinced that the vic-
tim has ‘a bestial [inhuman] aspect to their nature’.57 But, alternatively, if 
a victim’s perceived humanity remains intact and is confirmed by personal 
interaction, their life might be much harder for an executioner to extin-
guish without afterwards experiencing moral anguish. In one execution 
in Oregon in the 1990s, for example, Semon Frank Thompson struggled 
with giving up some of his virtue (‘empathy’) in the process.58 Part of the 
‘problem’ was the exquisite humanity he encountered in one of his vic-
tims who, immediately prior to receiving a lethal injection, asked for the 
straps binding him to the gurney to be loosened because they were hurting 
him. After the straps were adjusted, ‘he looked [Thompson] in the eye’ 
and touchingly said: “Thanks, boss”.’59 At Jerry Givens’s first execution 
(involving an electric chair) in Virginia in 1982, he could ‘smell the burn-
ing flesh’, and he later recalled how difficult it was ‘to transform myself 
into someone who could go and take the life of another person’.60 And, for 
Allen Ault, a psychologist who supervised executions for the US State of 
Georgia, close involvement in such killing became a source of unrelenting 
regret. He later insisted: ‘No-one has the right to ask a public servant to 
take on a life-long sentence of nagging doubt, shame and guilt.’61

Killer-warriors

Other servants of the state who run the risk of moral injury are its 
warriors. In war circumstances, too, the perceiving of victims’ human-
ity can sometimes thwart attempts at moral disengagement. But, even 
when a warrior’s act of killing is not as intimate an experience as an 
executioner’s, some killer-warriors still struggle morally with what they 
must do or have done. As a matter of intention, state authorities do not 
send their warriors to die in war, though there is often an acknowledged 
risk of this. Dying is not the essential purpose of warriors. Rather, they 
are sent to war to kill people (and break things) for a political reason 
(good or bad), and this task can be morally significant on an individual 
level too. As Nancy Sherman has observed, ‘having to kill others’ is seen 
by some soldiers as ‘the greatest threat of war’, because ‘[b]ecoming a 
killer is what’s evil, even if sanctioned by wearing a uniform’.62 Some 
forms of killing in war, such as the intentional slaughter of civilians, 
might be especially degrading,63 so the humanitarian laws that prohibit 
this can be regarded as protective of both victims and perpetrators. 
From a protection perspective, however, a more challenging prospect 
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is that a risk of moral injury might also accompany lethal acts that are 
within the established rules of warfare.

For many warriors, the moral question about killing (‘Is it right?’) 
is perfectly answered by recourse to the Just War morality that under-
pins humanitarian law; lawful action is right action. However, for 
some others who seek to make moral sense of killing, it is not enough 
to receive assurances that they acted in accordance with prescribed 
standards of warfighting. Rather, these external sources of justification 
(related to the jus in bello principles of discrimination and proportion-
ality) fail to dispel these warriors’ sense of guilt and self-betrayal about 
taking a human life. For them, killing ‘justly’ still feels wrong. Thus, 
for example, causing the death of an innocent person might be morally 
injurious, even though a limited amount of ‘collateral damage’ is gen-
erally regarded as permissible in war.64 That is, after unintentionally 
killing a civilian, a self-judging warrior might not feel morally excul-
pated by a reminder that only an intentional killing of this kind is a 
jus in bello violation. Moreover, as Timothy Kudo has suggested, such 
a reminder could make matters worse: ‘You can’t [just] tell someone 
who has killed an innocent person that he did the right thing even if he 
followed all the proper procedures before shooting.’65

A risk of moral injury might also arise if a warrior intentionally 
kills a non-civilian, especially if that victim’s humanity had previously 
become conspicuous. In military training and subsequent warfighting, 
dehumanisation is a critical and often successful mechanism for over-
coming warriors’ reluctance to kill.66 The euphemistic labelling of ene-
mies (for example, as ‘targets’, ‘bastards’, ‘bad guys’ or ‘madmen’) can 
facilitate this, because it effectively deprives them of individuality and 
humanity.67 Then, when the killing occurs, many warriors are thereby 
enabled to remain morally untroubled by the experience. Occasionally, 
however, dehumanisation fails, the reluctance to kill resurges, and a war-
rior risks morally harming themselves if they proceed to kill someone 
anyway. According to Sherman, killing is hardest at moments when an 
enemy individual ‘seems most clearly to suggest the shared role of fel-
low human’.68 Katherine Baggaley and her colleagues have observed that 
military personnel tend to refrain from killing ‘when their antagonists 
evince a human side’.69 And, in exploring the phenomenon of the ‘naked 
soldier’, Walzer has argued that an empathetic sniper might become mor-
ally inclined to spare an enemy from death after watching them behave 
in unthreatening and familiar ways. In witnessing an enemy’s ‘prosaic 
acts’, the would-be killer’s sense of ‘common humanity’ is restored, and 
so killing becomes more difficult to justify (as a matter of individual 
agency).70 This element of pre-kill witnessing is present also in the case 
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of violence emanating from a camera-equipped drone. And, as discussed 
in the next section, it likely forms part of the reason why some drone 
operators are at risk of incurring moral injury.

WIELDING DRONE VIOLENCE AND RISKING MORAL INJURY

Even before the morality of killing is considered, the practical experience 
of operating a drone for prolonged periods can itself be highly stress-
ful. In the United States, where this problem is well documented, drone 
operators routinely risk boredom, fatigue and other mentally unhealthy 
outcomes by working long sequences of long shifts.71 This high-tempo 
work practice has resulted from the US government’s constant and heavy 
demand for drone deployments in operations worldwide, and from the 
chronic difficulty of recruiting and retaining enough personnel to ser-
vice that demand.72 Sometimes, the US government has described work-
related stress among drone operators as merely a ‘burnout’ problem,73 
perhaps to avoid turning it into a medical matter that might endanger a 
much-needed operator’s position and career.74 However, there have also 
been clinical diagnoses of PTSD recorded among US drone operators, 
albeit not at a high rate relative to the US military as a whole.75

In 2020 an Independent Medical Expert Group, which the UK Ministry 
of Defence had tasked to investigate the impact of drone use on operators, 
reported that ‘moral injury’ was another possible risk.76 In so doing, it 
noted that drone operators are ‘required to kill . . . without risk to them-
selves’ and face the risk of ‘direct visual exposure to atrocities’, and it rec-
ommended further study in this context of ‘the impact on mental health of 
killing humans’.77 Previously, a variety of authors had suggested that moral 
injury was a worthwhile area of inquiry. From within the US military, 
USAF officer Joseph Chapa has acknowledged that moral injury among 
drone operators is something ‘one can easily see’ as a possibility.78 And 
Douglas Pryer has predicted that ‘cases of moral injury will only increase 
as sensors become more advanced and killing becomes more intimate for 
drone operators’.79 Other authors have argued that moral injury is ‘a harm 
that drone combat is especially prone to cause’,80 that the circumstances 
of drone-based killing are ‘corroding the souls’ of operators,81 and that 
‘the concept of moral injury has provided the ideational means’ for drone 
operators ‘to express the harm they feel’.82 

It is difficult to substantiate such claims empirically by, for example, 
counting the number of operators who judge themselves harshly and 
incur moral injury when they kill. This is partly because that community 
of individuals – heavily shrouded in official secrecy – is notoriously dif-
ficult for non-military researchers to access.83 Also, the few ex-operators 
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who speak publicly (and mostly negatively) about their experience of 
killing might not provide a representative picture of what drone violence 
feels like for most of those who wield it. Even so, for present purposes, 
it is worthwhile to consider a few reasons why drone-based killing could 
(in theory) be morally injurious to the killer.  

It must first be acknowledged, though, that an individual drone opera-
tor might in fact manage to avoid moral injury entirely. Some operators 
have sometimes publicly expressed pride in the moral importance of their 
work.84 For others, being confident in their adherence to jus in bello princi-
ples might be enough to overcome any feelings of guilt or shame. And moral 
disengagement, too, could be a factor in reducing a drone operator’s reluc-
tance to kill. Diffusion of responsibility, for example, might be achieved by 
emphasising the involvement of many other people in the whole process of 
executing a drone strike.85 Although, as Chapa has pointed out, the numer-
ous intelligence analysts involved in that process do not share with a drone 
pilot the specific experience of pulling a trigger to release a weapon that 
causes death.86 The dehumanisation of human targets could be facilitated 
by institutional language which instead refers simply to ‘targets’.87 Or, as 
in the case of US targeting parlance, potential victims’ humanity could be 
obscured by using standard acronyms like ‘MAM (military-age male)’,88 
and by referring to a drone strike’s destructive effect as its ‘bugsplat’.89 
In addition, there is evidence that drone operators sometimes invent their 
own dehumanising language. According to former USAF airman Michael 
Haas, for example, young children appearing in video footage captured by 
drones have sometimes been labelled ‘TITS’ (terrorists in training) because, 
as he has explained, the drone operators watching these children have felt 
compelled ‘to remove their humanity’.90

If such efforts to morally disengage fail, there are arguably at least 
three factors which could underpin drone operators’ reluctance to kill 
and the risk of moral injury if they do kill. First, there is the potential 
for a drone’s powerful video-camera to restore a targeted individual’s 
humanity and thus increase the moral weight of taking a human life. 
The second factor is the requirement for drone operators to maintain 
violent (military) and peaceful (civilian) identities, and the difficulty of 
constantly transitioning between these identities. The third factor is the 
traditional notion that warriors’ assumption of physical risk is what 
affords them some moral permission to harm others physically.

Humanity revealed and knowingly destroyed

When drone violence is conceptualised as war and Just War morality 
is accordingly applied, the power of a drone’s camera can readily be 
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regarded as an asset. For the purpose of adhering to jus in bello prin-
ciples, there is arguably a moral advantage in an armed drone’s ability to 
hover over an area for lengthy periods while relaying imagery via satellite 
to its ground control station. In the context of deciding when or whether 
to release a missile, drone operators are able to obtain and maintain a 
vivid picture of what is happening in that area. So, if the observed situ-
ation suddenly altered (for example, a small child wandered into view), 
a planned strike against an enemy could be quickly aborted and an 
unintended harm avoided. An armed and camera-equipped drone thus 
appears to provide a strong basis for applying force in a discriminate 
manner. However, when drone violence is conceptualised differently – 
as tele-intimate violence – a powerful capacity for observation can be 
understood to impose a great moral weight upon the conscience of the 
individual who is positioned to kill. Even if a drone operator tries to 
dehumanise a targeted person, this effort is liable to be thwarted by 
the camera’s revelation of that person’s humanity.91 Revealed humanity, 
being hard to deny, might then be hard to extinguish. Compared to other 
forms of distanced killing, drone violence perpetrated against a physi-
cally remote victim does not have the same capacity to reduce a person’s 
ordinary resistance to killing. Thus, a tele-intimate killing with an armed 
drone is arguably more likely to feel wrong on an individual level and to 
cause moral injury to the killer.

In his book On Killing, Dave Grossman referred to a spectrum of ‘dis-
tance and ease of aggression’ to illustrate the ‘direct relationship between 
the empathic and physical proximity of the victim, and the resultant dif-
ficulty and trauma of the kill’.92 At one extreme, Grossman argued, is the 
cold-blooded, close-range, execution-style killing of someone who repre-
sents no significant or immediate threat to the killer. This, the worst kind 
of killing, is intensely traumatic for the killer, who ‘has limited internal 
motivation to kill the victim’, and the ‘close range of the kill severely 
hampers the killer in his attempts to deny the humanity of the victim and 
. . . [his] personal responsibility for the kill’.93 At the other extreme on 
Grossman’s spectrum is the situation of bomber aircraft crews who, dur-
ing the Second World War, were able to bring themselves to kill civilians 
(by droppings bombs from high altitude) ‘primarily through application 
of the mental leverage provided to them by the [vertical] distance fac-
tor’.94 Although the crews understood at an intellectual level the horror 
of what they were doing, the distance factor ‘permitted them to deny 
it’ emotionally.95 In other words, those high-flying bombardiers killed 
easily with only abstract knowledge, because they never observed the 
physical characteristics and emotional behaviours of particular people 
before killing them. 
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According to Grossman’s scheme, physical remoteness can facilitate 
killing that would otherwise feel morally difficult to do, but this holds 
true only if increased remoteness reduces killers’ sensory perception of 
victims. This is not the case when a camera guides and illuminates the 
application of drone violence. Rather, the camera puts the drone opera-
tor on notice that real humans are at stake in moral decision-making; not 
just the abstract concepts of ‘legitimate targets’ and ‘collateral damage’. 
Prior to engaging in tele-intimate violence, a drone operator can ‘experi-
ence the ‘human face’ of their target’,96 acquiring intimate knowledge of 
what it means for a watched individual to live a life. And, by witnessing 
the many and repeated prosaic acts that confirm a prospective victim’s 
humanity, the human object of an operator’s violence is concretised and 
contextualised. For example, in published comments from US drone 
operators, a common theme is their witnessing of a prospective target’s 
ordinary, familiar and peaceful acts: drinking tea and shopping for cig-
arettes,97 attending evening prayers,98 doing laundry and having sex.99 
According to USAF officer Hernando Ortega, witnessing these ‘regular 
old life things’ can be distressing for drone operators because ‘some of 
the stuff [you watch] might remind you of stuff you did yourself’, and 
he has suggested that gaining that familiarity ‘makes it a little difficult to 
pull the trigger’.100 

A feeling of wrongness about a killing might also arise from an appre-
ciation of the kind of human relationships that the killer and the would-
be victim have in common. For example, in his First World War memoir, 
Storm of Steel, Ernst Jünger recounted the moment when he was about 
to kill a panicking French soldier. At the last moment, the soldier held 
up a photograph of himself surrounded by family, and Jünger (who then 
refrained from killing) described this revelation as ‘a plea from another 
world’;101 a peaceful ‘world’ of home life from which both men had come 
and to which both presumably hoped to return. In the case of today’s 
drone violence, when an individual selected for killing continues to live 
among the local population, they often remain enmeshed within a family 
and neighbourhood. This means that, prior to attacking, a drone opera-
tor’s perception of that individual’s humanity includes the ordinary ele-
ments of familial and neighbourly connections. The operator witnessing 
these might thus be reminded of their own parents, children and friends, 
and of why those relationships are morally valuable. Consequently, it 
might become morally more difficult to kill a father, for example, than 
it is to kill a mere ‘target’.102 And, in proceeding with a missile strike 
anyway, the potential to incur moral injury could then be all the greater, 
especially if the drone operator later observes family members’ anguish 
at the swift transformation of a living person into a ruined corpse.103
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Alternation of violent and peaceful selves

A second factor relevant to the risk of moral injury among drone opera-
tors is the peculiar circumstance of repeatedly transitioning, from one 
day to the next, between two radically different ‘worlds’: the violent 
world of professional life and the peaceful world of private life. An 
operator working at the USAF’s Creech Base, for example, can travel 
daily from and to a family home in the northern suburbs of Las Vegas. 
One part of their day then involves wielding and witnessing violence in 
a foreign territory, and another part involves the peaceful activities of 
ordinary civilian life in the United States. As between each situation, the 
moral expectations regarding the permissibility of killing are poles apart. 
And, arguably, if these expectations are constantly being thrown into 
contrast, it could become gradually more difficult for a drone operator 
to reconcile them within a single sense of moral selfhood.

For soldiers who have experienced combat in the army, transitioning 
out of military life can sometimes produce the distressing experience of 
identity ‘fragmentation’. This involves the splitting of a soldier’s self by 
their inability to regard a military identity and violent actions as mor-
ally reconcilable with a civilian identity and the attendant social norm of 
non-violence. As Paul Berghaus and Nathan Cartagena have observed, a 
combat veteran returning from deployment in a war zone can later find 
it ‘extremely difficult to integrate their professional and personal moral 
selves’,104 especially if they killed someone while deployed. That killer’s 
moral self might then remain fragmented if, while continuing to identify 
as ‘a good soldier’, they cannot also identify as ‘a good person’. Such 
is the challenge, as Sherman has described it, of acquiring ‘a moral self 
capacious enough for both civilian and warrior sensibilities’;105 somehow, 
that is, one must ‘overcome one’s aversion to killing while in uniform but 
then regain it in the return to civilian life’.106

It seems likely that fragmentation could also become a problem for 
the operator of an armed drone who remains ‘at home’ when they go ‘to 
war’.107 When that operator kills, they do something that is unacceptable 
in the peaceful life of a civilian. And yet, in contrast to the experience of 
a deployed soldier, the moral expectations that go along with civilian life 
are being constantly reinforced by the drone operator’s daily return to it. 
Thus, it could become harder, at the level of individual moral agency, to 
justify killing another person when one is being frequently reminded that 
this is ordinarily forbidden. A soldier who deploys abroad for long peri-
ods can have a settled sensation of living (and killing) in ‘a world apart’. 
However, the drone operator who stays behind must instead endure 
what Shane Riza has called the ‘two-lives paradigm’ and the ‘two-worlds 
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phenomenon’,108 involving ‘the constant yo-yo of emotion between gear-
ing up for the business of death and winding down so as not to bring it 
home’.109 Other authors have described this as an experience of ‘“whip-
lash” between war fighter and civilian roles’,110 of struggling to adapt to 
‘highly antithetical environments’,111 or of being ‘caught up in two very 
different moral worlds’ that pull the lives of drone operators in different 
directions.112

Although deployed soldiers who survive combat do eventually return 
home, they do not return regularly to a civilian milieu steeped in peacetime 
morality. Only drone operators do that, and only they must be always 
readjusting to the exquisite tranquillity of ‘normality’. Their situation 
involves being called upon to do something (killing) that is both accept-
able and encouraged in a world of violence, but they must then eschew 
and condemn that same thing immediately because it is impermissible in 
their between-shifts world of peace. Moreover, for the drone operator 
who moves quickly out of and back into a civilian-like existence, there 
might not be as much time available as there is for a soldier deployed 
abroad to reflect (with colleagues) on whether it felt right to kill another 
person. In which case, drone-based killing can end up being done, but 
never deeply discussed, amid ‘a daily routine that involves the sights and 
sounds of a normal . . . life’.113 This routine has the capacity to serve as a 
constant reminder that killing is normally wrong, which could then make 
it increasingly harder for some drone operators to judge their violence 
and themselves favourably. And if, instead, adverse self-judgement is the 
result of wielding drone violence, it carries a risk of moral injury.

Physical risk and moral permission

The third factor worth considering as a basis for moral injury is physical 
risk, to which many drone operators are notoriously not exposed. Despite 
the normal prohibition on killing within the peaceful context of civilian 
society, killing on behalf of that society is often encouraged, and citizens 
who volunteer to wage war are often admired by their fellows. This admi-
ration stems partly from an attitude that the killing of dangerous enemies 
is a valuable service to society. But it is also based on ascribing moral 
value to the way warriors sometimes put their bodies and lives at risk in 
the process. In turn, by exposing themselves to some degree of physical 
risk, they are arguably better able to justify endangering other people. In 
this way, traditionally, risk-taking and endangerment are morally pack-
aged together, and the practice of war emerges as an exceptional moral 
circumstance that affords each at-risk warrior a special permission to kill. 
As Martin Cook has observed, volunteer military personnel enter into a 
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morally unique ‘contract’ with the state.114 One part of this contract is an 
acceptance of ‘the obligation to put their lives and bodies at grave risk’, 
and another part ‘requires them to kill other human beings’.115 Critically, 
according to this view, an attribute that warriors on either side of a con-
flict have in common is potential victimhood, in the sense that they all 
have a bodily stake in the same violent contest. That mutual physical risk 
is what effectively ‘buys’ permission for lethal violence; a preparedness to 
die is given in exchange for a licence to kill.

Where a killer-warrior is instead highly unlikely to become a victim 
of some physical harm, they are arguably more likely to feel personally 
that the traditional justification for killing in war is unavailable to them. 
Absent mutual victimhood, that is, their lethal violence could seem to lose 
its moral value if it more closely resembled mere slaughter. An aversion to 
such killing was apparent, for example, among some US military pilots 
during the Gulf War. In February 1991 a road between Kuwait and Iraq 
became known as the Highway of Death after repeated air strikes against 
Iraqi soldiers who were using the road to retreat. One US pilot reportedly 
compared flying missions against these fleeing people to ‘shooting fish in 
a barrel’,116 and other pilots expressed misgivings about ‘shooting up Iraqi 
troops who were powerless to defend themselves’.117 Nevertheless, in this 
instance of extremely asymmetric violence, where there was little immedi-
ate risk of retaliation, the killers still had to endure a degree of danger. Even 
without suffering an enemy’s anti-aircraft fire, it is inherently hazardous 
for a person to be airborne. For example, a pilot sitting in a cockpit is at 
risk from mechanical failure that forces a descent by parachute into hostile 
territory, or they might crash due to loss of consciousness at high altitude.

By contrast, none of these things endangers the ground-based and 
often remotely located operators of armed drones, so it is hard to secure 
for themselves the additional moral cover that physical risk-taking tra-
ditionally bestows upon killers in war. Even if individual instances of 
killing were deemed by others to have adhered to jus in bello principles, 
for example, the one-sidedness of physical risk (experienced only by the 
targeted person) could remain a ‘burden’ to the drone operator,118 lead-
ing to adverse self-judgement and possibly to moral injury. However, it 
would be wrong to presume that the weight of this burden must be equal 
in all circumstances and that the risk of becoming morally injured will 
always be high. Although a drone operator does not directly experience 
danger, it might be somewhat easier (morally speaking) for them to kill if 
this were protective of someone else who is immediately at risk of attack. 
That is, urgent other-defence could feel more justifiable (and could thus 
be less likely to be morally injurious) than drone violence which does not 
seem to be essentially defensive.
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A drone strike can be conducted in an established conflict zone to pro-
tect at-risk civilians or to support friendly (or allied) troops. Or, it can 
be directed against someone who is far away from an ongoing conflict 
and therefore not immediately threatening to anyone. To the extent that 
drone operators tend to prefer the former, this might indicate that urgent 
other-defence feels to them like a firmer moral basis for killing. Some 
UK drone operators have ‘prioritized the protecting of allied troops on 
the ground above the killing of the enemy’,119 by individually and collec-
tively adopting a ‘guardian’ identity.120 And other operators, in the United 
States, reportedly ‘love’ the feeling that they are ‘protecting our people’.121 
There, according to USAF officer Lewis Pine, ‘success’ for a drone opera-
tor means being able to say: ‘Hey, I just saved guys on the ground today 
because I was able to put one of my missiles into a group of bad guys that 
were shooting at them.’122 In this way, it seems, the faraway drone opera-
tor can come to invest self-justification with the deployed soldier’s imme-
diate experience of physical risk. Accordingly, for them, the moral value 
in killing now is that others may now be spared death. Moreover, there is 
relatively little opportunity in a swift tactical encounter with an enemy for 
their humanity to be revealed via video camera. So, the ‘protective’ drone 
operator’s feeling of moral rectitude is less likely to be undermined by a 
humane reluctance to take a targeted person’s life, thus also possibly low-
ering further the risk that killing them will cause moral injury.

That risk is probably greater, though, when drone operators kill people 
who are located away from a conflict zone. When an armed drone is fly-
ing over a scene in which friendly and enemy troops are exchanging fire, 
the tactical and moral imperative to protect others is clear. So too is the 
dangerousness of prospective victims and the legitimacy of killing them 
in other-defence. By contrast, in circumstances where targeted humans 
are ‘outside of active firefights’ and ‘not behaving like combatants’,123 it 
is arguably harder for an operator to characterise and justify their lethal 
violence as essentially defensive, because it has no immediate life-saving 
value. And, if a long-planned killing (of a suspected terrorist, for example) 
was preceded by prolonged observation, the drone operator might have 
added to their own moral burden by becoming highly cognisant of the 
targeted victim’s humanity.

A STATE EMPLOYER’S RESPONSIBILITY TO THE MORALLY 
AT-RISK DRONE OPERATOR

Once it is established that the wielding of drone violence in different 
ways can carry a greater or lesser risk of moral injury, one challenge 
this generates is to address that type of injustice in the context of drone 
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operators’ work practices. The idea that drone violence victims can 
include its perpetrators might seem at first to be politically unpalatable 
for drone-using states, as this idea goes to the heart of why governments 
send armed drones into dangerous places: to spare their personnel from 
exposure to risk. From an ethical perspective, however, the idea of drone 
operator victimhood cannot easily be dismissed by a government that 
aims to be a caring and responsible employer. If trying to avoid physical 
injury among individuals who act violently for the state is important, it 
is arguably important also to protect them against any moral injury pos-
sibly arising from that violence. Accordingly, when tele-intimate killing 
with an armed drone is acknowledged as being morally hard labour, a 
question of policy worth exploring is: how should a state employer pro-
tect drone operators’ moral well-being?

Although military and law enforcement personnel are servants of 
the state, as human beings they have inherent as well as instrumental 
value. State authorities have a prospective moral responsibility towards 
those they place at risk in pursuit of the state’s objectives. This is why 
it is reasonable for police officers to expect not to be placed in unneces-
sary danger by authorities, and for soldiers to expect that their lives will 
not be squandered by commanders and political leaders. In wartime, 
the moral concern to spare civilians from harm is well known, but it is 
worth recalling that the global humanitarian movement to protect war’s 
victims originated in response to the battlefield sufferings of wounded 
combatants.124 Today, the notion of regarding military personnel as mere 
‘cannon fodder’ is widely regarded as a vile anachronism, and in many 
parts of the world this attitude has been replaced with a concern to 
protect the rights of individuals who violently serve the state. This con-
cern derives partly from an understanding that the state owes a recipro-
cal responsibility of care to ‘the people who voluntarily put themselves 
in harm’s way for the protection and defense of their compatriots’.125 
In addition, in some Western countries, such service to the state has 
increasingly come to be treated more as a technical occupation rather 
than as a heroic vocation,126 with recruitment efforts often focused upon 
economic incentives and career advantages.127 And, in this sociological 
turn towards state violence as ‘work’, the state has increasingly acquired 
a responsibility for safeguarding the ‘occupational’ well-being of its 
killer-employees.128

Since the advent of armed drones, some states have elected to care 
for their military pilots’ bodies and lives by no longer requiring them 
to climb into a cockpit and fly. Moreover, from the perspective of occu-
pational well-being, it could be argued that the state (as a responsible 
employer) should sometimes use armed drones. Indeed, this might be 
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regarded as the ‘healthier’ choice if the only other way of achieving a 
necessary objective involves using a riskier, functionally equivalent, non-
drone method of violence. In advocating this choice, Bradley Strawser 
has referred to a ‘principle of unnecessary risk (PUR)’.129 His argument 
is that, if a state can arrange for its military to use armed drones to carry 
out missions instead of ‘inhabited’ weapons systems, with no loss of 
capability (including the capacity to act justly), then ‘via PUR . . . the 
state has a clear ethical obligation to do so’.130 Here, though, it would 
need to be the case that a state was determined to use some kind of 
violence anyway, to the exclusion of non-violent methods of problem-
solving. Otherwise, the choice to use armed drones would be harder to 
justify as an exercise in caring for state personnel, because not resorting 
to force at all would be another available way to reduce the risk of physi-
cal harm. 

Once a government has committed itself to drone violence, its respon-
sibility to care for the violent agents it employs is arguably not fully 
discharged by locating them in ground control stations far away from 
where a drone strike occurs. Rather, a state employer that reduces 
employee risk by using drones has a responsibility also to reduce the 
risk of using drones. Specifically, a concern to reduce the physical risk 
of dying should be accompanied by attention to the non-physical risks 
of killing. In countries where the risk to drone operators’ occupational 
well-being of perpetrating violence is a concern at all, it has mainly been 
approached as a psychology and mental health challenge. In the United 
States the Air Force recruits operators by reference to suitable ‘psycho-
logical attributes’,131 incorporating stringent ‘behavioural requirements’ 
into the selection process.132 Then it continues to investigate drone oper-
ators’ ‘psychophysical performances’ for the purpose of optimising the 
military effectiveness of drone technologies.133 Such investigation is also 
undertaken in the United Kingdom to anticipate and remedy psychologi-
cal problems. For example, in 2019 when the UK Ministry of Defence 
asked medical experts to investigate the impact of drone use on British 
operators, it was motivated by a concern that financial claims for ‘mental 
health disorders’ under the UK’s Armed Forces Compensation Scheme 
were continuing to increase.134 Some academic researchers, too, have 
highlighted the risk of mental illness, by referring to the ‘psychological 
needs . . . specific to drone operators’,135 and to the ‘special therapeutic 
needs’ that arise from ‘killing and witness the impact of their confirmed 
killing on screen’.136

Consistent with such framing of occupational well-being as a men-
tal health matter, at Creech Air Force Base in the United States there is 
reportedly a policy requiring drone operators to contact a psychologist 
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every time they deploy a weapon.137 That psychologist is part of a Human 
Performance Team on the base, and all team members possess security 
clearances that allow them to confer freely with drone operators working 
there.138 It is reasonable, then, to conclude that any emergent mental illness 
among the operators of US armed drones has the potential to be spotted 
early and that swift treatment of symptoms would be available. However, 
as the root cause of mental illness, or in the absence of it, a drone operator 
who has killed might yet experience a moral difficulty, and psychological 
methods alone cannot resolve that. If so, where a state employer is focused 
only on the psychological risk that attends the perpetration of drone vio-
lence, there is a danger that a killer-employee’s moral injury will remain 
unaddressed or be mischaracterised as sickness. In this scenario, an indi-
vidual drone operator’s guilt could end up being unduly pathologised,139 
and their expressions of ethical concern about why and how a drone strike 
occurred could more easily be dismissed by institutional superiors as the 
worthless outpourings of a diseased mind.140 Indeed, a government might 
be keen to suppress in this way the ‘subversive’ notion of individualised 
moral costs being incurred ‘on the home front’, especially if it is struggling 
to maintain popular confidence that its outward engagement in drone vio-
lence is justified.141 

For the sake of drone operators themselves, it is arguably better to 
approach moral well-being as something that is inherently worthy of 
protection, regardless of whether it is connected to mental health. This 
would be consistent with the ‘shield approach’ to military ethics whereby, 
through the personal exercise of restraint, a wartime killer’s humanity is 
protected as against the killing they do (so they can ‘live with themselves 
afterwards’).142 Already, in the United States and the United Kingdom 
there has been some movement beyond the mental health paradigm of 
caring for state-employed drone operators. Specifically, an American or 
British operator’s moral concern about killing can also be explored as 
a spiritual matter with the help of military chaplains embedded within 
drone units.143 In increasingly secular societies, however, the availability 
of religious guidance will probably have a declining capacity to address 
the risk of moral injury. A more durable alternative might be to approach 
the avoidance of moral injury among drone operators as a matter of pro-
fessional empowerment. A state employer’s responsibility, then, would 
be to enable moral self-care by allowing greater individual autonomy in 
the hands-on practice of drone violence.

Within military units, obedience is ordinarily very important. Through 
combat training individuals are conditioned to act reflexively in response 
to commands, and this disciplined capacity for swift action can often 
be critically protective of fellow combatants when exchanging fire with 
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an enemy. By contrast, in the wielding of drone violence, it is some-
times not as urgent for commanders to be able to bypass an individual’s 
moral autonomy in this way. If, for example, an armed drone is flying 
where there are no friendly personnel in immediate need of protection, 
it is harder to claim that a drone operator must (obediently) kill a tar-
geted person now. Rather, in this circumstance, there may be a temporal 
opportunity and therefore a moral requirement for the would-be killer 
to reflect upon whether a planned drone strike is justified. 

Reportedly, members of UK Reaper crews have been allowed to refuse 
(and have sometimes actually refused) to release a missile when civilian 
deaths could result.144 And, in the provision of close air support by US 
drones, a USAF Reaper pilot must ‘consent to release’ a weapon upon 
receiving clearance from a ground commander for a drone strike.145 Given 
the deep secrecy that typically surrounds these states’ military and coun-
terterrorist operations, it is difficult to know whether the exercise of such 
discretion by drone operators is generally permitted or only occasionally 
tolerated. But, in any event, drone operators who receive mere authorisa-
tion (rather than an order) to kill might still find themselves under heavy 
pressure to ‘obey’. For example, if a government’s political urge to kill a 
‘high value target’ were strong, this might occasion senior commanders 
to take a close interest in a planned drone strike. This institutional pres-
sure could limit a drone operator’s ability to account for any individual 
experience of tele-intimacy towards a prospective victim, and they might 
then find it harder to avoid killing reluctantly and incurring moral injury. 

A suggested alternative is that the state employer of drone opera-
tors could instead arrange to empower them, institutionally, by formally 
encouraging the discussion of moral doubts.146 And, arising from this, 
as Janina Dill has proposed, any refusals to kill could be respected and 
protected by instituting ‘a rule of conscientious objection on a strike-by-
strike basis’.147 Such an arrangement would provide more scope for a 
drone operator to act according to their own judgement of what is right, 
and it could make feelings of self-betrayal less likely to emerge. Even so, 
in conscientiously refusing to wield drone violence, there might yet be a 
professional risk associated with thereby angering fellow personnel. In 
which case, a state employer’s responsibility would need to extend also 
to the valorising of moral courage as a key virtue for the operator of an 
armed drone.148 Here, though, the emphasis would not be upon killing 
(perhaps tele-intimately) as a courageous thing to do,149 because that 
would tend to encourage increased exposure to the risk of moral injury. 
Rather, as a matter of workplace culture, the morally courageous drone 
operator would be the one who can refrain from killing when it feels 
wrong, even if everyone else watching disagrees.
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CONCLUSION

Among the many kinds of injustice that might result from the use of 
armed drones, the victimhood of drone operators themselves deserves 
some consideration, even though theirs is clearly less severe than what 
is experienced by victims at the receiving-end of a missile strike. By 
conceptualising drone violence as tele-intimate violence, the potential 
injustice of perpetration-induced moral injury is brought to the fore, 
and this can then be added to the other reasons why restraint of such 
violence is required. As a matter of military ethics, if being ‘a good 
warrior’ is approached only in terms of rules and rule-following, 
there is a risk of failing to capture all the morally significant aspects 
of an individual’s experience of killing another person. In the case of 
drone operators, the making of moral judgements needs to account 
for the distinctive capacity of a camera-equipped weapon platform 
to reveal the humanity of a distant target in real time. To the extent 
that such revelation can undermine an operator’s willingness to kill, 
the state that employs them has a responsibility to minimise the risk 
of moral injury. And, as dehumanisation is unlikely to be an effec-
tive risk-reduction measure in these circumstances, a better approach  
is needed if a government is unwilling to abandon drone violence 
altogether. 

In future, the provision of psychological and spiritual support might 
not be enough to protect drone operators while they undertake the mor-
ally hard labour of tele-intimate killing. In which case, one approach 
to addressing the risk to these employees’ well-being in the workplace 
could be to enable greater self-protection through the exercise of dis-
cretion. This would involve the fostering of a professional culture of 
encouraging moral courage and the allowing of courageous refusals to 
kill. Thus, an individual charged with wielding drone violence would 
be empowered with more control over their exposure to the risk of 
moral injury, but a degree of moral vulnerability would nevertheless be 
preserved as a source of restraint for the benefit of others. In an alterna-
tive future scenario, however, protecting drone operators’ well-being 
might be approached by instead reducing their involvement in the oper-
ation of armed drones. That is, if some functions within drone-based 
weapon systems were able to be performed by artificial intelligence (AI) 
technologies instead of humans, this too could be a way for the latter  
to avoid the most disturbing aspects of the experience of killing. And 
yet, as the next chapter will show, the notion of ‘devolving’ drone vio-
lence from humans to AI is one that raises an additonal set of moral 
concerns.
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Chapter 6

DEVOLVED VIOLENCE

In 2014 a USAF officer named Michael Byrnes, who then had over 2,000 
hours of experience operating MQ-1 (Predator) and MQ-9 (Reaper) 
drones, published his ideas about a hypothetical aircraft (FQ-X) which 
could bring ‘unmatched lethality to air-to-air combat’.1 Freed from the 
remote-control of human pilots in ground stations, the purpose of this 
‘machine-piloted aircraft’ would be ‘to find and destroy enemy aircraft’.2 
Incorporating ‘computer vision software’ to ‘positively identify the tar-
get’, the FQ-X itself would execute ‘the underlying mathematical truths 
of what human combat pilots do in the cockpit, doing so more quickly 
and with more precision’.3 

Byrnes’ vision at the time was of a future in which control of drone 
violence had passed from humans to artificial intelligence (AI), and the 
technology that might enable such a change has since been advancing. In 
late 2018 increasing capacities to apply AI for violent purposes prompted 
European Commission vice-president Federica Mogherini to observe 
that ‘[w]e are entering a world where drones could independently search 
for a target and kill without human intervention’.4 Then, less than two 
years later, a technological breakthrough was achieved: an AI fighter pilot 
virtually ‘killed’ a human fighter pilot. In August 2020 the US Defense 
Advanced Research Projects Agency had organised the AlphaDogfight 
contest to demonstrate the potential for AI to perform critical military 
tasks that are ordinarily performed by humans. In one demonstration, 
an algorithm controlling an F-16 fighter aircraft in virtual reality (VR) 
competed with a real F-16 pilot using a VR headset and a simulated set 
of F-16 controls. The notional aircraft under AI control was repeatedly 
able to outmanoeuvre and ‘destroy’ the human’s aircraft with a well-timed 
and long-distance shot, showing clearly (in theory) that an AI system is 
capable of prevailing in a ‘dogfight’ even against highly trained humans.5

It is currently far from clear, however, whether such a capability would 
be ethically acceptable if it were ever to become a reality in world affairs. 
The violent use of aircraft without a human controller on board is a 
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practice that already generates serious ethical challenges associated with 
physical human–machine distancing. Beyond that, if humans were to 
become further ‘distanced’ from drone violence by a technology-driven 
reduction in their control over it, this development too could arguably 
become a source of injustice. Accordingly, in this chapter attention turns 
to the morality of drone violence conceptualised as violence devolved 
from humans to AI.

For present purposes, the key characteristic of an armed drone is 
that it is a multifunction system. Within this system, certain ‘critical’ 
functions (for example target identification and fire control) relate to 
violence and thus are especially significant from an ethical perspective. 
Other, less significant functions (for example take-off, landing and aer-
ial manoeuvring) are already able to be performed by AI in some exper-
imental drone systems. For example, the X-47B (made by Northrup 
Grumman) has been able to perform tasks by itself that are difficult for 
human pilots (aerial refuelling and landing on an aircraft carrier),6 and 
the MQ-20 Avenger (made by General Atomics) has performed ‘basic 
aviation behaviors . . . while reacting to geo-fences’ under the control of 
the USAF’s AI-based Skyborg system.7 In addition, there is now a rea-
sonable prospect of AI also controlling or dominating the function of 
deciding whether or how to apply violence. And, as some governments 
have continued to pursue plans to incorporate more and better AI tech-
nology into various weapon systems, this has fuelled an ethical debate 
among scholars and policymakers about how to respond.

The chapter begins with an explanation of what ‘devolving’ drone 
violence from humans to AI means, and then situates this potential 
development within the ongoing ethical debate about ‘lethal autono-
mous weapon systems’. A critical issue in that debate is whether any 
system can or should incorporate ethical decision-making by AI (func-
tioning as an artificial moral agent), but progress has arguably been 
inhibited by confusion over the meaning of ‘autonomous’. In response, 
the chapter outlines an alternative, differentiated approach to the ethical 
assessment of armed drones incorporating AI, based upon the emergent 
principle of ‘meaningful human control’. It is an approach that focuses 
on the performance (by humans or AI) of functions within weapon sys-
tems, and it involves assessing AI function-performance as an enabler 
of drone violence against human and non-human targets, for different 
purposes, in armed conflict or law enforcement circumstances.

DEVOLVING DRONE VIOLENCE TO ARTIFICIAL INTELLIGENCE  

In contrast to dystopic fantasies about machines seizing power from 
humans (for example the Terminator scenario),8 a common idea in 
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recent literature addressing AI and violence is that humans choose to 
empower AI. Some authors have called this a process of ‘delegating’ to 
AI some of the powers and functions ordinarily controlled by humans,9 
but the notion of devolving control is arguably more useful because it 
better describes something that can occur in degrees. That is, as in mat-
ters of government, the devolution of functions within a multifunction 
system can be either partially or completely achieved. If every govern-
mental function were devolved to a substate territorial authority within 
a larger state’s territory, that would amount to complete devolution (the 
granting of independence). A more familiar arrangement, however, is 
the devolving of some functions and the reserving of others. The idea 
of devolution is usually understood in the context of the governance of 
a sovereign territory comprising multiple region-based identities. Under 
the United Kingdom’s current devolution settlement, for example, some 
governmental functions (including health, policing and education) are 
devolved from the UK government to the Northern Irish, Scottish and 
Welsh governments, while other functions (including defence and for-
eign policy) are reserved. Moreover, such partial devolution is open to be 
understood either as an endpoint or as a pathway towards the eventual 
granting of full governmental control.

Similarly, in a technological system (such as a weapon system) com-
prising multiple functions which might each be (or become) performable 
either by a human or AI, devolution can involve the performance by AI 
of one, some or all functions previously performed by humans. Incor-
porating AI into a system does not necessarily render the whole of that 
system AI-controlled, and what it usually achieves is the establishment 
of a new distribution of function-performance roles among the AI and 
human elements of the system. This is to assume, though, a ‘narrow’ 
(functional) notion of AI. Consistent with the current reality that most 
AI research aims to ‘provide useful tools’,10 AI is understood here as a 
technology for substituting human control of a specific function with 
control by a narrowly intelligent machine (qua information-processor). 
The broader notion of a single AGI (artificial general intelligence) entity, 
exhibiting ‘human-level’ intelligence and independently controlling a 
complex combination of functions, is highly speculative and thus is less 
relevant to the present discussion.11

Among the many types of weapon systems in the world that might 
incorporate AI technology to some degree, armed drones deserve spe-
cial attention. For at least two reasons, they are likely to be prioritised 
for AI incorporation, especially when it comes to the use of violence 
on an air-to-air basis. First, from an operational perspective, securing 
dominance of the air domain is always a priority, and incorporating  
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one or more AI elements within a drone-based weapon system might 
afford a critical advantage to that end. Assuming that some govern-
ments will continue sometimes to prefer using armed drones over 
placing on-board human pilots at risk, AI incorporation seems likely 
to be seen as a way of increasing the resilience and effectiveness of 
an armed drone (for example by making it faster and more manoeu-
vrable) in a contested aerial environment. This is fundamentally 
important because, once air control has been fought for and secured, 
any surface-based weapon systems (on land or at sea) are spared the 
risk of enemy attack from above, and it also enables other air power 
roles (strike, transportation and surveillance) to be performed without 
aerial interference. 

The second reason for prioritising drones for AI incorporation is tied 
more closely to ethical concerns, and it relates to the relatively ‘unclut-
tered’ nature of the air domain. To the extent that incorporating AI 
into a weapon system brings or increases the risk of causing unintended 
harm, the open sky is a relatively low-risk and ethically less complicated 
environment in the sense that it typically contains very few humans. 
Something could go wrong when deploying an experimental AI technol-
ogy intended to enhance, for example, a drone’s ability to evade or strike 
airborne enemy assets (personnel or materiel). However, any damage 
caused during such deployment would probably be less than if a new 
AI technology were incorporated into a ground-based weapon system 
designed to operate in the land domain where potential human victims 
are generally more plentiful.

Unless or until AGI technology emerges, incorporating AI into a 
drone-based weapon system will continue to involve assembling dif-
ferent types of narrow AI technology that are tailored to particular 
functions within the system. Those functions fall into five categories 
of capability for an armed drone. In the category of mobility (the abil-
ity to govern and direct a system’s motion within its environment), AI 
might perform a take-off, navigation or collision-avoidance function. 
Health management (the ability to manage system functioning and sur-
vival) might include AI performance of a fault detection or self-repair 
function. Interoperability (the ability for the system to collaborate with 
other machines or humans) might involve AI performance of a mass 
coordination (drone swarming) function. In the category of intelligence 
(ability to collect and process relevant data), AI might perform data 
collection or data analysis. And use of force (the ability to search for, 
identify, track, select or attack targets) might involve the devolution, 
from a human to AI, of control over a target-detection, target-selection 
or fire-control function for a particular on-board weapon.12
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For present purposes, the capability categories of intelligence and use 
of force are of greatest relevance because the various functions therein 
relate most directly to the potential devolution of drone violence. More-
over, when considering the possibility of AI incorporation, it is impor-
tant to acknowledge that such violence is not a single act but rather a 
multifunction process. This is reflected, for example, in the USAF con-
cept of a ‘kill chain’, known also as ‘F2T2EA’ (‘find, fix, track, target, 
engage, and assess’).13 The chain describes a sequence of steps that is 
followed before and after striking targets, and it provides a structure 
for thinking about the placement of human or AI function-performers 
at each step of the process. To ‘find’ is to find a target within surveil-
lance or reconnaissance data, or using other intelligence means. To ‘fix’ 
is to obtain specific coordinates for the target either from existing data 
or by collecting additional data. To ‘track’ is to keep track of the target 
until either a decision is made not to ‘engage’ the target, or the target 
is in fact engaged. To ‘target’ is to select an appropriate weapon to use 
on the target to create a desired effect, and then to assess the value of 
the target and the availability of appropriate weapons. To ‘engage’ is to 
use the weapon against the target. And to ‘assess’ is to evaluate, using 
intelligence means, the effects of the engagement.14

From an operational perspective, a desire to devolve some pre-violence 
and violence-enabling functions from humans to AI is understandable in 
the light of at least four factors: personnel, speed, communication and 
data. Although an armed drone flies without a pilot on board, a large 
number of people on the ground can be involved in sustaining its opera-
tion,15 and for the USAF especially this has persistently presented a serious 
staffing challenge. Despite heavy demand from US ground commanders 
for drone overflights in support of deployed soldiers, recruiting and retain-
ing drone operators has sometimes been difficult.16 Thus, the prospect of 
being able to achieve the same military benefits with fewer personnel – 
because more functions within a drone system would be performed by AI 
instead – is one that understandably appeals to some commanders. 

Even so, human contributors to a weapon system can be perceived 
as a problem not only because they are scarce but also because they are 
human. Here, one concern is that the cognitive limits of the human brain 
(as a processor of information) might in future ‘delay’ the operation of 
a system when there is an operational imperative to keep outpacing an 
enemy. AI could seem like an attractive substitute, then, if it afforded a 
capacity for performing a certain function at superhuman speed.17 For 
example, a drone with an AI-controlled manoeuvre function might be 
valued for its ability to execute an evasive response to an incoming missile 
more quickly than could an on-board pilot or a ground-based controller. 
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Moreover, from this perspective, the ability to achieve further increases 
in operational speed (by devolving more functions to AI) would become 
increasingly significant if an enemy too were using a weapon system that 
similarly incorporated AI.18

A third operational factor driving support for devolution to AI is the 
current challenge of maintaining communication (via satellite) between 
armed drones and their distanced operators. One downside of removing 
a pilot from an aircraft is that remote control is more vulnerable to being 
lost or compromised, potentially leading to crashes and mission failures. 
However, that vulnerability could in theory be overcome if enough func-
tions were devolved to on-board AI technologies so that, in the event of 
a communication breakdown, an armed drone could carry on flying a 
mission. Or, if a commander simply wished to avoid trying to maintain 
communication in an environment that made this difficult, they might 
be attracted to the idea of having AI obviate any need for the ‘tethering’ 
(by data links) of drones to human operators.19 

Lastly, there is the matter of the data itself which, if collected in 
vast quantities by drone-mounted cameras (and other sensors), must 
be transmitted, analysed and exploited. Here, devolution could seem 
like an attractive remedy to a self-inflicted and risk-laden problem of 
information overload.20 In devolving intelligence-related functions from 
humans to AI, a drone-user might hope to make data analysis timelier 
and exploitation of analyses more effective. For example, one idea is 
that AI could somehow be rapidly applied to cross-checking imagery 
of a person’s face (captured by a drone’s camera) against a database of 
‘suspected terrorist’ face images.21 Indeed, former US Deputy Defense 
Secretary Bob Work appears to have had such capabilities in mind when, 
in 2017, he established Project Maven and directed it to ‘rapidly develop 
and field technology to automate the processing, exploitation, and dis-
semination . . . of data from tactical-scale drones and full motion video 
from Predator and Reaper systems in support of US military opera-
tions’.22 The following year, however, Project Maven lost a major corpo-
rate partner (Google) when its employees (including many AI engineers) 
publicly objected, on moral grounds, to helping the US military conduct 
drone strikes.23 On this occasion, a concern for the operational utility of 
AI had collided with a concern for its ethical application.

ETHICAL DEBATE OVER ‘LETHAL AUTONOMOUS  
WEAPON SYSTEMS’

For the purpose of morally assessing the devolution of drone violence 
functions from humans to AI, a useful starting point is the broader and 
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ongoing controversy over so-called ‘lethal autonomous weapon systems’ 
(LAWS). The debate about whether or how AI should be combined with 
violence (drone-based or otherwise) has, in recent years, been pursued 
most prominently in formal diplomatic meetings. These have been con-
vened in Geneva, Switzerland, under the auspices of the 1980 Conven-
tion on Prohibitions or Restrictions on the Use of Certain Conventional 
Weapons Which May be Deemed to be Excessively Injurious or to Have 
Indiscriminate Effects (the Convention on Certain Convention Weapons, 
or ‘CCW’). In December 2016, at the Fifth CCW Review Conference, 
representatives of member states decided to establish ‘an open-ended 
Group of Governmental Experts (GGE) related to emerging technologies 
in the area of lethal autonomous weapons systems (LAWS) in the context 
of the objectives and purposes of the Convention’.24 Since then, at meet-
ings held from late 2017 onwards, discussions at GGE meetings have 
traversed a range of issues that had earlier been brought to public atten-
tion by human rights lawyers and arms control activists calling for the 
legal regulation or prohibition of LAWS.25 Before that, however, an ethi-
cal debate among academics had begun in which proponents of machine 
‘autonomy’ in weapon systems have generally claimed that this will pro-
duce ethically better outcomes than those expected when humans retain 
control over violence. Opponents have usually insisted that weapons can 
only be sufficiently restrained by the exercise of human moral agency.26 

The debate is driven by different and possibly irreconcilable under-
standings of what it means to be ethical and to achieve moral progress, 
and it has often focused on the performance of the most morally signifi-
cant function when it comes to state violence: decision-making. Con-
tributors who are agency-focused tend to argue that only humans are 
capable of making moral decisions, and contributors who are outcome-
focused tend to be open to the idea that AI involvement might result 
in better moral decisions overall. Vincent Boulanin and his colleagues 
have highlighted this divide in the context of international humanitarian 
law (IHL) rules (derived from military ethics principles), observing that 
there are diverging deontological and consequentialist perspectives on 
what the fundamental purpose of IHL is. The first perspective empha-
sises the importance of ‘ensuring the non-delegable role of humans  
in . . . deliberative processes’ because they are essential to IHL rule-
adherence.27 And the second perspective deemphasises rule-adherence by 
agents (human or AI) in favour of maximising ‘the avoidance of unlaw-
ful effects’.28 Accordingly, the ‘regime’ of IHL is either to be approached 
as one that ‘mandates evaluations and judgements by human beings in 
the conduct of military operations’ or as ‘solely an effects-based regime, 
permitting militaries to use any combination of humans and machines 
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to undertake military action as long as the anticipated or actual effects 
are not unlawful’.29

The consequentialist case for using LAWS (in which AI performs the 
decision-making function) is simple and intuitively appealing: it could 
reduce the risk of injustices resulting from state violence. Given humans’ 
historically poor record of adhering to relevant ethical principles, it seems 
plausible not only that AI could somehow be made to do a better job 
of this but also that states have a duty to allow and pursue such moral 
improvement for the benefit of potential victims in the future. Whereas 
the committing of atrocities is often driven by humans’ physical and emo-
tional responses to violence, so the argument goes, AI would be incapable 
of feeling these responses (such as fear and anger) and so would be less 
likely overall than humans are to generate unjust effects. Keith Abney, 
for example, has highlighted ‘bloodlust’ and desires for ‘revenge’ as being 
among ‘human characteristics that lead to war crimes’.30 Ron Arkin has 
argued, therefore, that ‘lethal autonomous unmanned systems . . . will 
potentially be capable of performing more ethically on the battlefield than 
are human soldiers’.31 And, with regard to the problem of ‘excessive use 
of force’ in law enforcement, Michael McGuire has suggested that auto-
mated ‘policebots’ could bypass the ‘emotion, bias . . . and other human 
frailties’ which ‘distort [police] performance – often with tragic results’.32

In approaching an unpredictable future, these and all other consequen-
tialist claims remain open to contestation. For example, one outcome-
focused counterargument is that, even if the introduction of AI-controlled 
violence demonstrably caused a reduction of unjust harms on an incident-
by-incident basis, this benefit might yet be outweighed by the harm of an 
AI-driven increase in the overall risk of violence occurring in the world. 
Such an objection to LAWS reflects a fear that, if AI were to increase the 
tempo of attack and defence dynamics beyond humans’ capacity to com-
prehend, violent conflicts would be more likely to escalate quickly, to the 
overall detriment of stability and peace worldwide.33 On consequentialist 
grounds, one could also criticise the ‘superior performance’ justification 
for replacing humans with AI as one that carries the potential for lowering 
the standard of acceptable ethical conduct in the exercise of state violence. 
LAWS proponents tend to use as their moral benchmark the record of 
human frailty rather than the potential for human improvement. So, if the 
ethical standard of violent human behaviour were to decline in the future 
(hastened perhaps by an AI-induced moral deskilling effect), there would 
be room (according to proponents’ logic) to tolerate a deterioration in the 
relative ‘performance’ of LAWS too. 

In any ethical debate, countervailing consequentialist claims are by 
nature difficult to substantiate and reconcile. Even if introducing AI into 
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weapon systems can reasonably be anticipated to usher in some moral 
improvement, this is clearly not the only pathway for reducing human-
authored injustices in the world,34 and it might not turn out to be the 
best way. Setting anticipated outcomes aside, however, opponents of 
LAWS have also deployed deontological arguments, and here again the 
focus has been on AI performance of a weapon system’s decision-making 
function. Such performance, it is argued, would in principle (and thus in 
all circumstances) be morally unacceptable for one or more of three rea-
sons: to be killed by AI would offend human dignity; AI is incapable of 
moral agency; and AI cannot bear moral responsibility for wrongdoing.

The making of dignity-based argument against LAWS sometimes 
begins with the intuition that there is something ‘morally repugnant’ 
about the idea of affording machines a discretion to kill humans.35 This 
potential and purported substitution of agency is regarded as a problem 
by those who suggest, for example, that the very minimum of respect a 
prospective human victim deserves is to have ‘another human’ decide to 
harm them.36 Were this not to occur, because AI had instead performed 
that function, killing would have become no more respectful than ‘set-
ting a mousetrap’37 and treating human beings ‘like vermin’.38 Robert 
Sparrow has gone so far as to argue that ‘[k]illing people with robots 
would be disrespectful in (roughly) the same way that – but to a much 
higher degree than – spitting or urinating on people would be or . . . 
mutilating their corpses would be’.39 However, the drawing of such com-
parisons raises the questions of whether or why the involvement of AI 
in lethal decision-making is more offensive to human dignity than any 
other mode of killing. Other authors have suggested that it is not,40 in 
which case dignity-based arguments do not weigh more heavily against 
LAWS in particular. So, it might rather be more accurate to claim that 
violence per se is degrading and that violence in any form, when applied 
contrary to a person’s desire to remain unharmed, is what essentially 
violates human dignity to some or other degree. 

Other objections to LAWS focus instead on the inherent capacities of 
AI and humans to exercise moral agency. Capacity-based objections tend 
to be based on the claim that any promise of AI performing ‘ethically’ 
is a non-starter because only humans can ever exercise moral judge-
ment, choose whether to act in accordance with ethical requirements, 
and then be meaningful recipients of praise or blame. To the contrary, 
some authors have considered the general possibility of artificial moral 
agents,41 and this has sometimes extended to suggestions that it might 
become more appropriate to conceptualise LAWS as warriors rather 
than as weapons. Such agents have accordingly been foreshadowed, for 
example, as an emergent ‘class of combatants’42 and as ‘warfighters who 
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are no longer merely human’.43 However, the notion of AI being a moral 
agent (be it involved in violence or not) can be challenged on metaethi-
cal grounds. Such a notion necessarily relies on the assertion that moral 
properties are reducible to physical properties. And, relatedly, it pur-
ports to reduce ‘ethics’ itself to a radically thin concept. 

As a matter of metaethics, an ethical ‘naturalist’ is open to reducing a 
moral property to a physical property. For example, a hedonist reduces 
‘goodness’ to pleasure, such that their feeling of pleasure is at once a 
physical and morally desirable condition. But a ‘non-naturalist’ insists, 
by contrast, that moral properties exist independently of the natural 
world and are not reducible to anything that can be physically sensed.44 
This distinction is relevant to the LAWS debate because proponents of 
AI incorporation sometimes put great store in processes of sensing, mea-
suring and calculating, when they are offering a justification. 

In some predictions of how AI will ‘behave ethically’ in wartime, the 
achieving of in bello discrimination (between legitimate and illegitimate 
targets) is discussed in terms of the sensing (using cameras, laser scan-
ners and/or other tools) of entities and phenomena in an environment 
of potential violence. One idea is that armed drones could incorpo-
rate ‘machine vision’ AI technology which is programmed, trained or 
enabled to learn not to target protected symbols (like the red cross) or 
small-statured people (like children).45 Or AI could be tasked to distin-
guish, in video footage, an unarmed civilian from a motorcyclist carry-
ing a machine gun.46 Or AI could target ‘enemy’ weapons of a recognised 
type (like AK-47 rifles) which are presumed to be in the hands of hostile 
(targetable) individuals. In each such instance, however, AI would not be 
discriminating morally because it would not also be making contextual 
judgements, as a human agent would.47 Merely sensing a thing which 
has the size and shape of a rifle, for example, does not involve judg-
ing who (what kind of person) is carrying that rifle and why (for what 
kind of purpose). Such judgement is an inherently imprecise rather than 
physically determinate thing, and it is also essentially reflective in the 
sense that it brings to bear both learned ideas and lived experiences.48 
The morality of a situation-in-context is thus only partially captured 
when dealing only with physical properties that stand as nonmoral prox-
ies for moral requirements. Genuinely moral discrimination by AI alone 
is impossible, then, because the critical element of judgement is missing, 
and this irreducibility of moral properties to physical properties is argu-
ably what makes AI-driven ‘discrimination’ impermissible.

When it comes to the principle of in bello proportionality, the purported 
exercise of moral agency by AI relies on an assumption that ethics is com-
putable. One idea is that AI could be tasked with ‘properly computing the 
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minimal force necessary for military success’,49 which fits with a broader 
notion that increasing decision speed in the military requires the compo-
nents of a decision to be ‘computationally tractable’.50 This would involve 
reducing ‘to numbers’ the alternative decisions available, the relevant pos-
sible results of decisions, the likelihood of each result, and the relative value 
of each result.51 The proportionality principle would thus be approached 
as a kind of ‘moral arithmetic’,52 with correct ethical conduct arrived at 
through ‘algorithmic reasoning’.53 From a scientific perspective, however, 
‘mathematical simplification’ for the sake of computational tractability runs 
the risk, when tasking AI to find solutions to problems, of constructing ‘an 
unrealistic . . . search space’.54 An enduring reality which is bypassed in any 
strictly numerical approach to a proportionality challenge is the incom-
mensurability of qualitatively different values (for example human lives 
and military objectives) to be counted and compared by a decision-maker. 
On this argument, judgement (about the instrumental and inherent worth 
of competing values) is, again, held to be an essential element of moral 
agency. And, as this element cannot be captured by AI (which is capable 
only of computation), it follows that ‘doing’ proportionality requires a 
human, and that non-human (AI) adherence to this principle is impossible 
to achieve.

Further to the issue of AI capacity for moral agency, another reason 
offered for rejecting the idea of an artificial moral agent is that this idea 
would impoverish the meaning of morality itself. That is, if the element 
of judgement were removed from our understanding of what it means to 
behave ‘ethically’ (such that the exercising of moral agency was reduced 
to abstraction and calculation), this would unhelpfully deny the essential 
contestability of ethics.55 A thin concept of ethics could well appeal to an 
engineer or user of AI because it would seem to make the challenge of 
being ‘ethical’ more tractable.56 However, it might not take long, then, 
for attempts by AI to ‘do the right thing’ (while denying the contestabil-
ity of ethics) to run into trouble. Suppose, for example, that the rightness 
or wrongness of an AI decision were considered only to be a matter of 
following or violating rules, respectively. Even if such ‘rules’ as discrimi-
nation and proportionality were able to be encoded within a machine’s 
operating system, a particular situation might yet prove that achieving 
good behaviour does not equate to rule-following. 

In some situations where competing values are at stake, it will appear 
to be the case that both following and violating a rule will lead to a bad 
outcome. This problem of ‘moral dilemmas’ can often arise in war, for 
example, due to the irreconcilable tensions that exist between deonto-
logical and consequentialist modes of moral reasoning within military 
ethics.57 Alternatively, good behaviour might be difficult to equate to 
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rule-following because a particular rule is itself unethical, either in prin-
ciple or under certain circumstances. Here, the breaking of a rule can be 
considered a good action because it is the virtuous thing to do. Through-
out military history rule-breaking has occasionally taken the form of 
disobeying orders or even betraying a leader for the sake of a greater 
good, and it has taken moral courage for a person to do this.58 Also, 
people have sometimes refrained from doing what a rule permits them 
to do (for example killing an enemy soldier) and have instead exhibited 
the virtues of compassion and mercy towards a fellow human being. 
Such transcendence of a rules-based concept of ethics can sometimes 
be morally admirable in practice. And yet, as some opponents of LAWS 
have argued, it is a form of goodness that is beyond the capacity of AI 
to achieve.59 For all that greater AI incorporation might seem to promise 
a moral gain (increased civilian protection), there could also be a loss of 
moral opportunity (to be virtuous) when humans are doing less.

Lastly, in the ethical debate over LAWS, there is the issue of AI capac-
ity to bear moral responsibility. Some scholars have warned that the 
reduction or removal of human involvement in decisions about violence 
would render impossible the apportioning of blame and the administer-
ing of punishment for any wrongdoing.60 That is, if AI cannot ever plau-
sibly be held responsible, and if sometimes there is also no human who 
can fairly be blamed, the danger then is that a responsibility gap emerges 
whereby injustices caused by LAWS are able to occur and recur with 
impunity. In the absence of any real moral agency being brought to bear 
upon a situation, no wrong (or right) acts would be done; rather, ‘[t]
hings’ would ‘just happen’.61 If a deployed AI technology was designed 
to adapt its operation to a changing environment, that very unreliability 
could render it impossible and unfair to ascribe blame for any wrongdo-
ing to the humans who originally designed that technology.62 Or, if an 
AI technology being used by a military commander could not be shown 
to be under their effective control when an injustice occurred, assigning 
blame to that commander would likewise be a problem.63 

Alex Leveringhaus has even suggested that incorporating AI into 
armed drones could ‘essentially take us back to a pre-Nuremberg 
world’.64 The now-defunct legal defence that ‘I am not to blame for 
wrongdoing because I only followed orders’ would be replaced, he has 
argued, by ‘a similar defence: “I am not to blame because the drone did 
it”’.65 Alternatively, a human who is not genuinely responsible for the AI 
performance of a function (because they cannot cognitively comprehend 
such performance) could nevertheless be designated as a scapegoat for 
any injustice caused, though here again the problem of a responsibility 
gap would endure. Moreover, even if the blameworthiness of AI could 
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somehow be made plausible in theory,66 the consequent requirement of 
punishment could never be fulfilled in practice. After all, taking moral 
responsibility means receiving praise and reward for good conduct or 
receiving criticism and punishment for wrongdoing. However, unless a 
‘culpable’ AI technology were to become treated as a moral patient (by 
virtue of being sentient and able to suffer),67 punishment of an unembod-
ied entity would seem to be unavailable as a way for the victims of unjust 
harm to achieve ‘meaningful retributive justice’.68

In the face of these various ethical objections to the idea of AI agency 
in state practices of violence, no government participating in the diplo-
matic debate over LAWS has unambiguously advocated the full devolu-
tion (from humans to AI) of weapon system functions. Some official 
pronouncements appear to leave room for a policy shift in that direction. 
For example, the US Defense Department stated in a 2018 report that it 
‘does not currently have an autonomous weapon system that can search 
for, identify, track, select, and engage targets independent of a human 
operator’s input’.69 However, even if such a high degree of devolution to 
AI never occurs, the use of a weapon system (such as an armed drone) 
that incorporates AI might still be morally unacceptable. When human 
moral agency is at stake, it is not straightforwardly the case that non-
‘autonomous’ weapon systems may be used and ‘autonomous’ ones may 
not. Rather, much depends on the way in which a weapon system’s mul-
tiple functions are distributed among AI or human elements of the sys-
tem, and on the conditions under which each function is then performed. 
When approached in this way, moral permissibility becomes a matter of 
whether a weapon system is subject to ‘meaningful human control’.

THE PRINCIPLE OF MEANINGFUL HUMAN CONTROL

At CCW meetings in Geneva about LAWS, progress in international nego-
tiations has often been frustrated by problems of terminology. Specifi-
cally, some states have insisted upon adopting either narrower or broader 
definitions of ‘autonomy’ when considering what kinds of weapon sys-
tems would be covered by any future regime of international governance. 
For example, since 2012 the US government has defined an ‘autonomous’ 
weapon system narrowly as one that is able, after activation, to ‘select 
and engage targets without further intervention by a human operator’,70 
and the International Committee of the Red Cross adopted a similar defi-
nition in 2021.71 The UK government, by contrast, has used a broader 
definition: an ‘autonomous system is capable of understanding higher-
level intent and direction . . . [and] of deciding a course of action . . . 
without depending on human oversight and control’.72 According to the 
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narrower definition, more systems (including some systems that already 
exist) would be covered, whereas the broader definition would seem to 
cover only systems that are under the overall control of some highly 
sophisticated AI that might emerge in the future. 

Unfortunately, then, the question of why a particular type of weapon 
system ought to be permitted or prohibited (because of the way it incor-
porates AI) often gets overtaken by disagreement about what ‘auton-
omy’ in general ought to mean. This problem is only compounded when 
terms such as ‘semi-autonomous’ or ‘partially autonomous’ are used 
to describe a weapon system,73 as they beg the question: which half or 
which parts of the system are autonomous? Moreover, these terms do 
not illuminate the important issue of whether the functions to be per-
formed by AI (rather than humans) fall within the most morally signifi-
cant ‘half’ or ‘part’ of the system. Sometimes, too, the use of a weapon 
system is held to be justified because it is not ‘fully autonomous’ (in the 
manner of a ‘killer robot’),74 yet this term misses the point that even an 
increase in the number of weapon system functions performed by AI 
(falling short of all of them) might still reduce human control of that 
system to a morally unacceptable level. 

The idea of ethically requiring a ‘meaningful’ level of human control 
was introduced into the LAWS debate discourse in 2014 by the UK-based 
organisation Article 36,75 and it has since become a more tractable alter-
native to the tricky concept of ‘autonomy’ as a focus for discussions. The 
concept of meaningful human control (MHC) prompts consideration of 
whether, in the context of a given weapon system’s operation, human 
control over violence is genuine or illusory, and it rejects the proposition 
that any form or degree of human involvement is necessarily a sufficient 
safeguard against injustice. In considering whether human control of a 
system is ‘meaningful’, the central issue is not whether humans or AI 
should exercise moral agency, but rather: how should AI technology be 
used in a way that assists (or avoids disrupting) the proper exercise of 
human moral agency? As a guiding principle for thus limiting the devo-
lution of violence from humans to AI, the content of MHC has yet to 
be precisely defined and agreed upon internationally. However, there are 
arguably at least six indicators of meaningfulness. Human control of a 
weapon system is ‘meaningful’ if it: (1) involves control of the system’s 
‘critical’ functions; (2) is exercisable in a timely fashion; (3) does not 
involve excessive trust in AI; (4) avoids the anthropomorphism of AI; (5) 
is able fairly to attract the attribution of blame for any wrongdoing; and 
(6) is a feature of the system’s design.

Regarding the control of a weapon system’s ‘critical’ functions, in dis-
cussions of LAWS these are generally understood to include (but are not 
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necessarily limited to) selecting targets and engaging (firing at) targets,76 
as these are the functions that most directly enable violence to occur. 
In the operation of an armed drone, for example, some other functions 
(take-off and landing, navigation, and in-flight manoeuvring) might be 
devolved to AI without raising any serious ethical concerns, but the 
drone’s violence could still be regarded as remaining under meaningful 
human control if its critical functions were performed by humans. It is 
less certain, though, whether the non-violent functions of collecting and 
analysing intelligence are always ‘critical’ for MHC purposes. On one 
view, AI performance of these functions could be regarded as consistent 
with MHC because it merely provides a foundation for well-informed 
decisions by humans. Or, as some authors have argued, intelligence func-
tions can be regarded as critical (and thus non-delegable) because they 
are morally significant as precursors to violence.77 If so, it would not be 
permissible, as a matter of MHC, for an armed drone system to incor-
porate an on-board AI ‘analyst’ that identified targets based on data 
collected from the drone’s sensors.78

The meaningfulness of human control can also be understood in a 
temporal sense. Here, adherence to the MHC principle requires that 
human function-performers within a system can understand and inter-
act with its AI function-performers in a timely way. Human control of 
AI-assisted violence is temporally meaningful only if the opportunity 
exists to override AI and thus prevent or mitigate injustices resulting 
from malfunctions or mistakes.79 This might involve, for example, hav-
ing time for a human to check whether the AI performer of an intelli-
gence function has correctly tagged a target as ‘legitimate’. Or it might 
involve the preservation of an opportunity for careful checking of an 
AI-generated estimate of the damage likely to be caused if the weapon 
system were used under certain circumstances. Already, some weapon 
systems incorporating AI operate so quickly that their human ‘control-
lers’ feel outpaced and overwhelmed,80 so the use of such systems could 
sometimes be hard to reconcile with the MHC principle. And this might 
especially be the case in complex situations where an accommodation of 
the ‘slowness’ of human deliberation is rather required for control over 
violence to be meaningful.

Another indicator of MHC is non-excessive trust in the AI compo-
nents of a weapon system. From an operational efficiency perspective, it 
is well understood that human function-performers within that system 
need somehow to establish a sense of trust. However, an ethical concern 
can arise thereafter from the potential for humans to overtrust AI. This is 
a problem if it precludes genuine moral agency in the exercise of violence, 
to the point perhaps of reducing the ‘value add’ from human involvement 
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in a weapon system’s operation to merely ‘rubber stamp[ing] the deci-
sions made by computers’.81 Sometimes, excessive trust in AI might relate 
to undesirable behaviour (human complacency and overconfidence), and 
at other times this might be largely attributable to unfavourable circum-
stances (information overload). If human operators of weapon systems 
experience ‘automation bias’,82 this can lead to an overestimation of the 
accuracy and reliability of information provided by AI. This form of over-
trusting was probably the cause, for example, of some past incidents of 
friendly fire involving the Patriot air defence system, where human opera-
tors failed to override the false identification of an enemy target.83 Alter-
natively, if humans become confused by situations that are fast-paced 
and complicated, they might feel that they have no choice but to trust in 
an AI-generated output that is possibly not trustworthy.84 Here, too, the 
meaningfulness of human control and the purchase of moral agency are 
undermined, because the bestowing of ‘trust’ in AI (to enable good out-
comes) is forced and therefore false. 

The problem of overtrusting might be compounded if humans were 
somehow to infer humanity in an AI function-performer, so the avoid-
ance of anthropomorphism is itself worth counting as an indicator of 
MHC. Historically, humans have a strong appetite for projecting human 
characteristics onto non-human creatures or objects. In the field of AI 
research, public demonstrations of technology have sometimes fed this 
tendency by featuring ‘natural-sounding voices, facial expressions, and 
simulated displays of human emotions’.85 Some AI-enabled communi-
cation technologies, for example, include a female-sounding voice as a 
way of encouraging and facilitating their use.86 However, the risk in such 
‘fanciful anthropomorphisms of machines’,87 especially when applied to 
processes of direct human–AI interaction, is that humans will deceive 
themselves into thinking that something human-like should be treated 
‘just like a human’.88 In practice, such treatment could involve affording 
to AI as much trust, protection and respect as a human deserves. And, 
in the operation of a weapon system, a possibility then is that automa-
tion bias could be reinforced by anthropomorphic bias. An anthropo-
morphised AI, as a function-performer within the system, would thus 
become positioned not only to be trusted excessively but also to be des-
ignated (erroneously or mendaciously) as a proper recipient of praise or 
blame. At that stage, though, a commitment to the importance of mean-
ingful human control would be harder to sustain while also pretending 
that AI too can exercise moral agency and bear moral responsibility.

A capacity for moral responsibility, including the ability to be held 
accountable for wrongdoing, is yet another part of what it means to be 
genuinely in control.89 As an indicator of MHC, a commitment to human 
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accountability for the operation of a weapon system serves as a check 
against the purported blaming and punishing of an AI technology that is 
inherently unblameable and unpunishable. Beyond this, however, there 
needs to be more than a commitment only to make any human account-
able. For human control to be meaningfully connected to moral respon-
sibility, the holding of someone to account must still be fair. It would 
not satisfy the MHC principle if, for example, an instance of wrongdo-
ing was strictly blamed upon one person who was clearly incapable of 
understanding and intervening in the performance of a certain function 
by AI. That predesignated scapegoat would not be genuinely responsible 
for the wrongdoing, and its true source (whatever it was) would remain 
unremedied. The violent effects of a weapon system operated in this way 
could not, then, be reasonably described as ‘under control’, because the 
other humans involved could not feel restrained in their conduct by the 
possibility of punishment.

The strength of a commitment to meaningful human control is indi-
cated, lastly, by the way in which a weapon system is designed. Here, 
part of the challenge is to avoid excluding human operators from nec-
essarily performing the system’s critical functions. This could require 
designing the interfaces between human and non-human elements of the 
system to make the latter more understandable.90 And achieving MHC 
by design could also involve ‘built-in limitations’ on AI behaviour,91 
including deliberately limiting the speed of AI information-processing 
so that human function-performers are less likely to be cognitively over-
whelmed. In addition, an important consideration is whether a particu-
lar function within a system is set up (from a technical perspective) to 
be performed only by a human. Where this is not the case, because that 
function is performable by a human or AI, adherence to the MHC prin-
ciple is merely a matter of choosing how to use a weapon system. But 
choices are more easily changed than are the engineered features of a sys-
tem. So, if control over a critical function were instantly transferrable to 
an AI function-performer (perhaps by a human finger flicking a switch), 
that design feature would be one that enabled the rapid fulfilment of 
any temptation to release a weapon system from human restraint. The 
human control over such a system would thus be less meaningful because 
it could so easily be given away.

A weapon system incorporating AI can have built-in restraints and 
still not be under meaningful human control, and this problem is well 
illustrated by one type of ‘loitering munition’ (used by the Israeli Defence 
Force): the Harpy. Although it is sometimes referred to as a ‘suicide’ or 
‘kamikaze’ drone, the non-reusable Harpy might more accurately be 
described as a flying mine. It is designed, once activated, to aerially survey 
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a large area of land until it detects an enemy’s radar signal, whereupon 
it responds by crashing itself into the source of the signal and explodes. 
Thus, the devolved performance of the Harpy’s critical functions (target 
selection and engagement) does not require the maintenance of a com-
munication link to a remote operator. Lacking such a continuous oppor-
tunity for human intervention, this loitering munition is still temporally 
and spatially restrained by design. That is, its operation cannot exceed a 
set time limit and it cannot fly outside set geographical boundaries. From 
the perspective of MHC, however, the risk is that this weapon system will 
be insufficiently sensitive to morally significant changes in its operating 
environment that might arise even within a short timeframe. Although, 
by design, a Harpy’s only potential targets are non-human ones (radar 
installations), it is also not designed to deactivate itself (or to be always 
able to be deactivated remotely) if humans unexpectedly come close to 
its materiel target.92 Here, the moral problem with a lack of meaning-
ful human control would essentially be one of non-discrimination: the 
inability of the weapon system’s targeting function (as devolved to AI) to 
spare any nearby human from harm, let alone a civilian human.

DRONE VIOLENCE AND HUMAN–MACHINE INTERACTION: A 
DIFFERENTIATED APPROACH TO ETHICAL ASSESSMENT

If it is accepted as a matter of principle that all weapon systems should 
operate under meaningful human control, it does not follow that achiev-
ing such control in practice always requires the same (one-size-fits-all) 
approach. Rather, because context is morally relevant,93 there is poten-
tial for different systems operating in different situations to satisfy the 
MHC principle in different ways. Moving beyond discussions of whether 
the ‘autonomy’ of whole weapon systems is permissible, a differentiated 
approach to ethical assessment instead involves consideration of who (or 
what) performs certain functions within a system. In the remainder of this 
chapter, such an approach is demonstrated by focusing on the meaning-
ful human control of one kind of weapon system – the armed drone –  
and by addressing the questions: which functions may (or may not) be 
devolved to AI, subject to what control arrangements, in what kind of cir-
cumstances, and why? A useful term for this purpose is ‘human–machine 
interaction’ (HMI), which usually refers more generally to the interaction 
between humans and computers.94 Here, it is well suited to thinking about 
the distribution of functions to be performed, and it has the immediate 
linguistic advantage of locking in a minimal presumption against artificial 
moral agency: that AI is always in some way interacting with a human 
(and thus never acting on its own) when a weapon system is operating.
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To satisfy the MHC principle in some contexts of drone violence, it 
will be morally more important to have HMI arrangements in place that 
are highly restrictive of AI function-performers within the drone system. 
And in other contexts, as Daniele Amoroso and Guglielmo Tamburrini 
have argued, ‘milder forms of human control will suffice’.95 Either way, 
though, attention needs to focus on the devolution of two functions that 
relate most directly to the justness or otherwise of drone violence: iden-
tifying and selecting targets, and violently engaging those targets. Some-
times, circumstances might require HMI in an armed drone system to be 
arranged on what could be called a ‘green-light’ basis. This would involve 
a built-in presumption against engaging a target selected or recommended 
by AI, whereby the engagement function could be performed only if or 
when a human operator decided to go ahead. In different circumstances, 
only a ‘red-light’ HMI arrangement would be morally required for MHC 
purposes. There would then be a built-in presumption in favour of pro-
ceeding towards engaging a selected target within a set timeframe, but 
this process could be overridden by a human operator deciding to stop it. 
Green-light HMI might be suitable where, for example, there is a higher 
moral risk associated with excessive human trust in AI, and red-light HMI 
might be suitable where a lengthy opportunity for human intervention is 
morally less important. In other kinds of situations, it might be the case 
that neither mode of HMI will suffice because it is too risky to devolve to 
AI the performance of any of an armed drone’s critical functions. 

Different targets, purposes and environments

When it comes to determining which (if any) mode of HMI is morally 
acceptable in the exercise of AI-assisted drone violence, it is worth con-
sidering a combination of contextual factors including the type of target, 
the purpose of the violence, and the prevailing environmental conditions. 
More specifically, the meaningfulness or otherwise of an arrangement 
for human control can be judged, firstly, according to whether an armed 
drone incorporating AI is to be used against materiel targets (for exam-
ple, incoming missiles) or against human ones. Secondly, it is important 
to consider whether this is for an offensive purpose, for the purpose of 
defending the drone itself, or for the purpose of defending a human who 
is under attack or at immediate risk of attack. And thirdly, the permis-
sibility of a mode of HMI can depend upon whether drone violence is to 
occur in an environment of armed conflict that is ‘cluttered’ (with civil-
ians and/or friendly forces) or ‘low-clutter’, or whether it is instead to 
occur in a law enforcement environment in which stricter (peacetime) 
ethical standards apply to a state’s violence.
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Anti-materiel or anti-human targeting

Morally, it is a less serious matter to target inanimate objects than it is 
to target living human beings. So, to the extent that the MHC principle 
serves a humanitarian end, it is reasonable to distinguish anti-materiel 
targeting from anti-human targeting when determining what kind of 
HMI arrangement is permissible. Directing drone violence against mate-
riel can, of course, carry a risk of harm to untargeted humans nearby. 
For example, a drone releasing on-board munitions to destroy an incom-
ing missile might result in those munitions striking a civilian aircraft 
farther away. What matters more here, though, is that anti-materiel tar-
geting by a specially designed weapon system is ‘non-lethal’ in the sense 
that it is not intended (by the designer) to kill anyone. Thus, it is unfor-
tunate, for ethical assessment purposes, that this important distinction 
between non-lethal and deadly violence has sometimes been overlooked 
in the broader debate about LAWS, largely due to the efforts of some 
non-government organisations to raise awareness of the perceived need 
to prohibit ‘killer robots’.96  

A better, more expansive approach to addressing concerns about vio-
lence and AI is to ask: against what type of target is a weapon system to 
be used, and under what kind of arrangement for human control may 
AI perform the functions of selecting and engaging targets? Accordingly, 
it could be easier to justify a mode of HMI whereby human operators 
within a drone system exercise only low-level (supervisory) control over 
AI as it fires anti-missile missiles (or some other defensive anti-materiel 
countermeasure). This is because meeting the technical challenge of cor-
rect target-identification is relatively straightforward when dealing with 
missiles moving on a trajectory that can be tracked. By contrast, it is 
technically much more difficult, and perhaps impossible, for AI alone to 
correctly target humans whose relevant intentions and behaviours are 
more amenable to being accurately recognised by fellow humans.97 In 
which case, assigning AI to perform an anti-human targeting function 
while under only low-level human control would be harder to justify by 
reference to the MHC principle.

Offensive, drone-defensive or human-defensive purposes

Beyond the issue of target type, it is useful also to draw distinctions 
regarding the purpose of a potential instance of AI-assisted drone 
violence. This, too, affects the permissibility of relying upon a par-
ticular mode of HMI. An armed drone could be used for an offen-
sive purpose such as attacking another drone, a piloted aircraft or a 
human on the ground. Alternatively, drone violence could be applied 
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for a drone-defensive purpose (to protect the drone itself) or a human-
defensive purpose (to defend humans who are under attack or imme-
diately threatened). The latter could include, for example, using an 
air-to-ground weapon in defence of friendly troops or using an air-to-
air weapon to defend the pilots of friendly aircraft nearby.

From an ethical perspective, violence for offensive purposes tends to 
be harder to justify, especially if it is essentially aggressive. This is because 
the urgency of self-preservation (while under attack) does not arise at 
the moment of offensive violence occurring, and it is not available as an 
excuse for not taking more care (when acting violently) to avoid generat-
ing unjust effects. It follows, then, that adhering to the MHC principle 
in the offensive use of AI-assisted drone violence would tend to require a 
higher rather than lower level of human control. Similarly, violence with a 
drone-defensive purpose could be more difficult to justify where the HMI 
arrangement involves low-level human control. However, here the critical 
issue is a drone’s lack of a morally valuable ‘self’ to defend. The benefit 
gained from such defence would carry little weight, potentially, against the 
risk of thereby causing unjust harm (to nearby civilians, for example).98 By 
contrast, the successful defence of humans under attack is a benefit that 
carries more moral weight. And, for this reason, there could be a stronger 
moral case in some circumstances for permitting a mode of HMI in which 
there is a higher degree of devolution of an armed drone’s critical functions.

Low-clutter, cluttered or law enforcement environments

The third factor to be considered when determining the permissibility 
of different HMI arrangements is the kind of environment in which 
AI-assisted drone violence is to occur. In the context of warfare, some 
operating environments can be described as ‘low-clutter’ in the sense 
that there are few or no civilians or friendly personnel present who 
would be endangered by a drone-based weapon system. Most aerial 
and maritime environments fit this description, although many land 
environments (such as cities) do not. Other environments are instead 
‘cluttered’ with potential victims, so using an armed drone there against 
enemy targets (materiel or human) carries a greater risk of breaking the 
wrong things or killing the wrong people. Outside of warfare, such a 
risk is of even greater concern, so it is useful also to consider a third 
type of operating ‘environment’ in which state violence is only nar-
rowly permissible: law enforcement.

Fewer ethical challenges would be likely to arise where an armed 
drone incorporating AI was used in a low-clutter environment, because 
here legitimate targets are more easily recognisable by analysing data 
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derived from the drone’s on-board sensors.99 It could be morally more 
acceptable, then, to run the risk of having in place a mode of HMI in 
which less human control is exercisable over the drone system’s critical 
functions. Even so, it would be important to ensure that that armed 
drone stayed in such an environment. Other AI-assisted weapon sys-
tems are designed to operate, under minimal human supervision, in low- 
clutter (aerial) environments against materiel targets (incoming air-to-
surface missiles) – for example Israel’s ground-based Iron Dome and the 
US Navy’s ship-based Phalanx system – but these usually occupy a fixed 
position.100 By contrast, an airborne drone is highly mobile, so it could 
more easily be moved into a cluttered environment where low-level 
human control of drone violence is riskier and harder to justify. Amid 
the ‘clutter’ of civilians and friendly forces who need to be spared from 
harm, target recognition (by AI or humans) is a more difficult function 
to perform. For this reason, HMI within a drone-based weapon system 
would arguably need to feature a greater degree of human control, and 
especially in instances of anti-human targeting.

Whatever ‘meaningful’ human control means in a war setting, it has a 
stricter meaning when the state uses a weapon system to violently enforce 
its domestic criminal law. Where an armed drone is to be used for this 
purpose, the moral expectation for taking care with human lives is greater, 
and the scope for permitting AI-assisted drone violence is likely to be much 
narrower (if there is any at all). This is partly because the political stakes 
when police encounter criminal suspects are generally far lower than they 
are when a military contest is ongoing, and also because a law enforce-
ment environment is deeply and structurally ‘cluttered’ by the strong, 
rights-based moral presumption against killing in peacetime.101 The essen-
tial objective of policing is neither to neutralise nor defeat enemies but 
rather to protect the lives of all citizens. Accordingly, as was discussed 
in Chapter 3, police violence is subject to ethical principles (of necessity, 
proportionality and precaution) that are less tolerant of human harm than 
are military ethics principles. When it comes to drone violence, adhering 
to the MHC principle should thus involve taking a stricter view of what 
system functions should count as ‘critical’ and of when (if ever) AI may 
perform such functions, even with humans being closely involved.102 A 
mode of HMI that is permissible in war might, then, be harder to justify 
within a drone system that is to be used for violent law enforcement.

Permissible HMI in different circumstances

When the various combinations of contextual factors are accounted for, 
it remains to consider what (if any) mode of HMI is morally suitable 
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under different circumstances of AI-assisted drone violence. Assuming 
that anti-materiel targeting does not apply to law enforcement environ-
ments, there are fifteen possible contexts (see Table 6.1). Arguably, in six 
of these contexts only a stricter arrangement for human control (green-
light HMI) is justified. There are six other contexts in which a milder 
arrangement for human control (red-light HMI) is permissible as satisfy-
ing the MHC principle. And in three contexts, AI-assisted drone violence 
would not be permissible on any HMI basis.

Table 6.1 Different HMI requirements for human control of AI-assisted  
drone violence
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Anti-human, offensive drone violence (AI-assisted or otherwise) in a law 
enforcement environment is impermissible because the notion of attack 
(offense) is foreign to the protective essence and ethos of policing. ‘Offen-
sive’ law enforcement is, if anything, more akin to extrajudicial execu-
tion. Also, it would be impermissible in a law enforcement context for 
drone violence to be wielded in defence of the drone itself. This is because 
the associated risk of harming any nearby humans would far outweigh 
the benefit of ‘saving’ a non-living thing. Similarly, in a cluttered war-
time environment, AI performance of an armed drone’s critical functions 
(even on a green-light HMI basis) would likely involve too great a risk 
of unjust harm when it is done for an offensive purpose (in the absence 
of an immediate threat). As aggressive violence is already more difficult 
generally to justify than is defensive violence, this factor would not weigh 
favourably against the MHC risks (such as overtrusting AI) that attend 
any HMI arrangement within a weapon system. Where a system incor-
porating AI was to be used very near to an enemy target (on a ground-
based platform, for example), there might be more moral scope to permit 
offensive violence in a cluttered environment, because opportunities for 
timely human intervention in AI function-performance could be greater. 
However, in the case of drones strikes conducted over vast distances, the 
remoteness of a human controller from a prospective victim can weaken 
the temporal element of MHC. That is, when imagery data can take sev-
eral seconds to transmit between a drone’s camera and a human observer 
via satellite, some time to intervene (to prevent an injustice) is lost. In 
which case, even a stricter HMI arrangement would arguably not suffice 
to make AI-assisted drone violence permissible when that violence was 
merely offensive rather than essentially defensive in its purpose.

Red-light HMI permissions

In other circumstances, when contextual factors combine differently, the 
balance of ethical risks and benefits will differ too. While it will then, as 
always, be necessary to adhere to the MHC principle, it might sometimes 
be the case that such adherence is achievable by distributing a drone sys-
tem’s critical functions among humans and AI on a red-light HMI basis. 
In other words, some situations might justify deploying a system in which 
selecting and engaging targets are jointly controlled functions: able to be 
initiated by AI and halted by a human. Here, though, the human element 
of control would critically depend upon the maintenance of a reliable 
communication link. So, an important safeguard in any red-light HMI 
arrangement would be to ensure (by design) that drone violence could 
not continue if that link were ever broken or compromised.
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In a low-clutter environment of warfare, anti-materiel drone violence 
based on red-light HMI would probably be permissible for any pur-
pose (offensive, drone-defensive or human-defensive). Even if a human 
function-performer were prone to overtrust the drone system’s AI, or 
if they had limited time in which to intervene, this arrangement could 
still constitute a morally acceptable degree of human control. This is 
because, under such circumstances, the likelihood of any human being 
harmed is extremely low. Humans would not be the target of drone vio-
lence, and few if any civilians and/or friendly personnel would be present 
and potentially endangered by AI-assisted drone violence operating on a 
red-light HMI basis. By contrast, in a cluttered environment, the risk of 
unjust harms occurring is greater, so there is less moral scope for permit-
ting red-light HMI. Such an arrangement for human control is less open, 
in this situation, to be justified as sufficiently ‘meaningful’ if the pur-
pose of AI-assisted drone violence is merely offensive. It would be easier, 
though, to justify heavier reliance upon rapid AI function-performance 
if anti-materiel targeting in a cluttered environment were done for a pur-
pose with greater moral weight: the direct defence of humans who are 
under attack or immediately at risk. 

Red-light HMI might also be permissible for a drone-defensive pur-
pose, although here the building-in of a lengthier opportunity for human 
intervention in the weapon system’s relevant functions would arguably 
be required. After all, quickly ‘saving’ a non-living drone is a morally less 
urgent objective than is taking more time (when responding violently to 
materiel threats) to avoid causing harm to humans. Similarly, a strength-
ening of the temporal element of MHC is also morally worthwhile when 
it comes to anti-human targeting in a low-clutter environment for a 
human-defensive purpose. Here, the risk of unintentional harms arising 
from AI-assisted drone violence is less than in a cluttered environment, 
and this affords more justification to allow speedy AI performance of 
targeting and engagement functions on a red-light HMI basis. Such a 
capability would be militarily valuable if, for example, the armed drone 
was flying in formation with a friendly inhabited aircraft under attack 
by a nearby enemy pilot.103 However, when another human’s life (rather 
than an inanimate object) is at stake, this arguably warrants allowing at 
least a little more time for that drone’s human controller to override its 
AI if the wrong person would otherwise be killed.

Green-light HMI permissions

In other contexts, a temporally enhanced mode of red-light HMI would 
not suffice for human control of AI-assisted drone violence to count as 
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meaningful, and only a stricter arrangement for distributing a drone 
system’s critical functions would be permissible. Then, as Byrnes has 
explained, an armed drone system (with many functions performed by 
AI) would need to be designed to ‘reach back to its human operator at 
key junctures’ when circumstances created a ‘moral need to limit the 
diffusion of responsibility to nonhuman actors’.104 To this end, green-
light HMI does not involve joint AI–human control over the selecting 
and engagement of targets. Instead, AI function-performance under this 
arrangement is more subordinate to human control because violence can-
not proceed without a human function-performer deciding and acting 
to make this happen. Consequently, more time for human consideration 
of morally relevant circumstances can be taken beforehand, and the risk 
associated with excessive human trust in AI is potentially reduced. This 
is because, within a drone system designed for green-light HMI, a human 
function-performer can decide whether or when to initiate violence rather 
than possibly deciding in a rush to stop (with a ‘red light’ intervention) 
AI-initiated violence that is already under way. Moreover, when seeking 
to ensure MHC (and avoid overtrusting AI) in this stricter way, a drone’s 
AI is better regarded as not ‘deciding’ but merely ‘recommending’ the 
selection of a target.105

In a low-clutter environment, anti-human targeting requires this extra 
care to be taken when its purpose is not as important as human-defence. 
At this point, because violence for a lesser (offensive or drone-defensive) 
purpose is harder to justify, it becomes morally necessary for a drone sys-
tem incorporating AI to operate instead on a green-light HMI basis. In 
the absence of an immediate threat, from an operational perspective, the 
performance of a drone system’s critical functions does not need to be 
especially speedy. Indeed, some USAF drone operators have reportedly 
appreciated how, currently, they are sometimes able to wield violence 
in a more deliberative manner and without the ‘urgency of time’.106 In 
any event, ethically speaking, the introduction of another physical risk 
(through offensive violence) to innocent or friendly humans is too seri-
ous a matter, even in a low-clutter environment, to be conducted accord-
ing to a milder (red-light HMI) standard of MHC. And, in a cluttered 
environment, even if the targets of offensive violence are only materiel 
ones, the higher risk of unintended harms occurring there is a good rea-
son for preferring green-light HMI in those circumstances too.

Where anti-human targeting is to serve a drone-defensive purpose, a 
key challenge while operating on a green-light HMI basis would be to 
avoid assigning too much value to drones in relation to human beings, 
especially within a cluttered environment. Here, a commitment to anti-
anthropomorphism could rise in importance as one of the indicators 
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of MHC. Although a drone is generally less likely to be anthropomor-
phised (and thus overvalued) than a humanoid weapon system, descrip-
tions of some prototype drones as being ‘loyal wingmen’ to airborne 
human pilots reflect a slight tendency in this direction.107 And, if the use 
of such language also increases the risk of excessive human trust in AI, 
this would add to the case for preferring the stricter (green-light) mode 
of HMI when drones alone are to be defended from human aerial attack-
ers. If action is to be initiated to harm an enemy human pilot in order to 
protect a drone in a warfare context, it should at least be done (or not 
done) as matter of human (not AI) judgement. 

The defence of one or more humans is, by contrast, a morally more 
important purpose for anti-human targeting in a cluttered environment. 
However, in such circumstances a green-light mode of HMI is arguably 
still required. As much as the urgency of fulfilling a human-defensive 
purpose might seem to warrant a milder approach to MHC, the lives of 
the many potential innocent victims of AI-assisted drone violence remain 
of sufficient moral worth as to demand a higher standard of care and 
control. If, instead, a drone system operated according to red-light HMI, 
there would be a high humanitarian risk associated with human control-
lers failing to stop AI-initiated violence when necessary to avoid unjust 
harms. Thus, it would be harder for such human control to be plausibly 
described as meaningful, so green-light HMI would be better.

When state violence is wielded, moral expectations for preserving 
human life are higher within a law enforcement environment where police 
are charged with confronting dangerous criminals and protecting public 
safety. Outside warfare, everyone is a ‘civilian’ and there is a strong pre-
sumption against killing people, so the scope to permit AI-assisted drone 
violence here is narrow: anti-human targeting, for a human-defensive 
purpose only, and always on a green-light HMI basis. For the reasons 
discussed in Chapter 3, there would likely be few circumstances in which 
police violence would be morally improved by using an armed drone. 
And there would perhaps be fewer still in which a police drone system 
would be morally improved by devolving the performance of a criti-
cal function to AI. For the most part, this is because an aerial platform 
is usually not well suited to police officers’ professional need to make 
careful observation of human behaviour and then exercise their judge-
ment. It is important to do this, for example, in determining whether a 
criminal suspect really poses a serious threat to the lives of others. And 
yet, observing and judging people is more easily done on the ground and 
up-close to where that suspect is, rather than remotely and from the air.

If circumstances clearly justify the use of violence in response to a sus-
pect’s ongoing threat to life, it might sometimes be the case that devolving 
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only the function of target engagement to AI is permissible. For example, 
after a human involved in controlling a drone system has decided that 
only a lethal response can neutralise a particular hostage-taker or suicide 
bomber, having AI control over the precise timing of the ‘kill shot’ might 
be safer to bystanders than having human control.108 However, beyond 
such rare and obvious instances of threat, it is doubtful whether any 
moral advantage could be derived from devolving a critical function to 
AI technology. Within a drone system operating in a law enforcement 
environment, the function of recommending a target is certainly critical, 
because there is less tolerance here than there is during a war of running 
the moral risk of harming the wrong person. The difficulty with devolv-
ing that function to AI, though, is that suspicious human behaviour is 
not apt to be recognised as such by a non-human function-performer.

AI image-processing technologies exist which purport to identify sim-
ilarities between faces (facial recognition) and the emotional cause of 
facial expressions (affect recognition), and they have been widely criti-
cised for being inaccurate and discriminatory.109 But even if these forms of 
AI were to improve, they would arguably still fail to replicate the greater 
part of what it means for a police officer to exercise judgement about 
another person’s likely intentions (criminally harmful or otherwise). 
Such judgement must be brought to bear also upon infinite varieties of 
bodily movement, spoken language and verbal intonation, and these can 
be especially challenging to ‘decode’ when police encounter vulnerable 
people (for example the mentally ill, intoxicated or disabled).110 More-
over, that judgement critically draws upon an officer’s lived experience 
and capacity for empathy, whereas AI is non-living and feels nothing. 
To devolve the function of recommending human targets to AI would, 
therefore, probably increase the risk of police violence being unjust. So, 
as a matter of system design, the HMI arrangement would need to be 
most restrictive of AI where an armed drone was operating in a law 
enforcement environment.

CONCLUSION

As armed drones continue to proliferate, and as they are increasingly 
deployed to seize or exploit the control of airspace, drone-using states are 
likely to remain interested in improving the capabilities of these aircraft. 
From an operational perspective, there appear to be clear advantages 
in devolving the performance of drone system functions from remote 
humans to on-board AI technologies. For example, devolution could 
be a way of easing the pressure to have sufficient personnel available 
for every drone mission. It could enable some functions (such as aerial 
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manoeuvre or data analysis) to be performed at superhuman speed. And 
it could reduce the importance of maintaining strong and secure commu-
nication links between faraway drones and their on-the-ground control-
lers. For these and other reasons, it seems likely that the future operation 
of armed drones will feature the incorporation of AI to some degree. 
From an ethical perspective, though, what matters most in the pursuit of 
such ‘improvement’ is whether or how humans or AI should perform the 
critical function of making decisions about drone violence.

The consequentialist argument in favour of artificial moral agency 
is attractive, and one can readily imagine and desire a future in which 
humans suffer fewer unjust harms because armed drones (and other 
weapon systems) are controlled entirely by AI. Weighing against this 
merely possible humanitarian gain, however, it is certain that much 
would be lost from the meaning of ‘being ethical’ if humans became less 
involved in decision-making when other humans’ lives are immediately 
at stake. Even if future AI technologies turned out to be better overall 
at following rules for restraining violence, it would remain the case that 
only humans possess the valuable capacities to make judgements based 
on lived experience, to disobey rules when this is morally required, and 
to bear moral responsibility for wrongdoing. Thus, to preserve the ben-
eficial effect of these capacities, the better approach to incorporating 
AI into weapon systems is to ensure that it leaves room for violence to 
remain under meaningful human control.

In shifting attention away from the vexed issue of what weapon sys-
tems count as ‘autonomous’, the MHC concept is useful because it allows 
distinctions to be drawn between the technical characteristics and ethi-
cal acceptability of different kinds of systems operating under various 
conditions. Although, as discussed in this chapter, there are certain mini-
mal indicators of whether human control is ‘meaningful’, it is also the 
case that context matters when making moral judgements about how AI 
should assist state violence. Standards of meaningfulness can and should 
differ, then, according to the type of target to be struck, the purpose 
that this would serve, and the kind of environment into which a weapon 
system is deployed. Accordingly, when it comes to any future incorpo-
ration of AI into armed drone systems, it can be anticipated that some 
higher-risk circumstances would require a stricter (green-light) mode of 
HMI when selecting and engaging targets. In other circumstances, when 
a lengthy opportunity for human intervention is morally less important, 
a milder (red-light) mode would suffice in the performance of these criti-
cal functions. And, sometimes, when the risk of unjust harm is especially 
high, AI assistance in the wielding of drone violence would never be 
morally permissible.
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Chapter 7

CONCLUSION: DRONE VIOLENCE AND  

THE SCOPE FOR FUTURE RESTRAINT

As more governments acquire armed drones, and as new opportunities 
to use them emerge, there will be a continuing need for ethical think-
ing about why and how drone violence occurs. In conceptualising such 
violence in a variety of ways, a range of approaches to moral judge-
ment is made available, and this affords a broad basis for understand-
ing and debating what it means to use armed drones justly or unjustly. 
Today, many instances of drone violence can be judged as acts of warfare 
against combatant enemies, but other instances might soon need to be 
judged as police efforts to neutralise criminal threats to public safety. In 
some circumstances, a drone strike against an individual might amount 
to punishment for a crime or the mere management of a security risk, 
and it might also feel (to the drone operator) like the murder of a fellow 
human being. Or, in future, there might be no human controller avail-
able to feel anything at all if a drone’s critical functions are performed 
by AI.

When drone violence is warfare, the moral risks from a jus ad bellum 
perspective relate mainly to the notion that warfare of this kind might 
be or become too easy to wage. This is a potential concern, especially, if 
a state does not place some of its own personnel at physical risk while 
using drones violently in a conflict. From a jus in bello perspective, how-
ever, there is perhaps some moral progress to be achieved in the sense 
that drone warfare could be conducted according to higher standards of 
discrimination and proportionality. Armed drones equipped with video 
cameras bring a powerful and sometimes prolonged capacity for pre-
strike observation of prospective victims. For this reason, their use could 
render more feasible the adoption of a normative basis for warfare that 
further reduces the risk of unjust victimhood: a narrowed concept of 
who really constitutes a military threat, and a broadened concept of 
civilian harm.
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Violent law enforcement is an alternative concept of a state’s drone 
violence, and here a risk of injustice accompanies drone-based practices 
of punishment or policing. To the extent that some strikes conducted by 
the US government have been essentially punitive, the moral problem 
with these is that they amounted only to wild justice. Notwithstanding 
the careful rendering of administrative determinations about certain indi-
viduals’ liability to be targeted, the risk of arbitrary execution remained 
unacceptably high because independent judges were not involved. And 
yet, even if the drone-based punishment of a crime could somehow be 
fairly and judicially authorised, a prohibitive problem of proportional-
ity would remain if a missile strike posed too great a risk of hitting the 
wrong person or harming innocent people. Likewise, in the practice of 
policing, one moral concern with any future arming of police drones 
is that this might sometimes be too dangerous to bystanders and thus 
inconsistent with protecting public safety. In the policing of an unfold-
ing crime, substituting a drone for an on-the-scene officer could gener-
ate a precaution problem because a drone cannot bring to bear the full 
spectrum of violent and non-violent response options. Moreover, if the 
camera mounted on a police drone failed to provide its remote controller 
with adequate perception of relevant circumstances, unjust police vio-
lence might become more likely to occur because of mistakes and misun-
derstandings. On the other hand, the arming of police drones might also 
be beneficial to suspects and bystanders if police officers were thereby 
made to feel better protected (by remoteness), and if this then made them 
less likely to use weapons excessively.

Warfare and violent law enforcement are the only paradigms of state 
violence to which a ready supply of moral expectations and principle-
based laws can be applied. However, a lesson from past US experience 
is that a state’s possession of armed drones might feed a temptation to 
act violently in a ‘grey’ manner that is not obviously captured by the 
morality of either paradigm. Such action is morally problematic if it 
causes state violence to be judged according to the wrong standards of 
behaviour, and part of the required response to this is to define some 
drone violence in more concrete terms. For several years, the US govern-
ment used long-range drones to manage national security risks emerging 
in remote parts of the world, by enabling violent effects to be constantly 
generated, for a seemingly indefinite period, and in relative secrecy. In 
doing this, the US government purported to draw upon the morality of 
war to excuse occasional harm to innocent people within targeted terri-
tories, but the conditions that obtained there were not those of warfare. 
Rather, the essential open-endedness of drone violence in this instance 
made it quasi-imperialistic in nature. And, as the moral importance of 
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the human right to life was thus never diminished by the emergence 
of a genuine war condition, so the US government’s quasi-imperialistic 
drone violence remained open to condemnation according to the stricter 
morality of peacetime.

Beyond the issue of a drone-using state’s political purpose, drone vio-
lence can and should be considered from an individual operator’s per-
spective too, as tele-intimate violence. On this basis, the potential for 
victimhood and injustice is open to be understood not only in terms of 
what physical harms are inflicted upon other people but also in terms of 
how killing might harm the killer’s moral well-being. When killing is a 
highly visual experience – as it is when a camera-equipped drone is the 
instrument of death – the moral disengagement that traditionally enables 
killing can be substantially more difficult to achieve. Consequently, 
whether drone violence is wielded in the waging of war or in the enforcing 
of law, a drone operator runs the risk of incurring moral injury, especially 
when a targeted person’s humanity has previously been revealed over 
time. If the injustice of moral injury were then to be addressed as a mat-
ter of occupational well-being, this would seem to require the provision 
of something more than medical care and spiritual support. In addition, 
perhaps, a drone-using state could act to morally empower its operators 
by valorising moral courage and formally affording them operational dis-
cretion over whether or when to use a drone-based weapon.

Even if a drone-using state were to champion individual agency in this 
way, future technological advancements might yet enable an alternative 
approach: the devolution of control over drone violence from humans 
to AI technologies. Here, though, any associated reduction in the risk of 
moral injury would be a relatively minor advantage. The greater moral 
concern would be to ensure that an armed drone’s AI-assisted violence 
remained under meaningful human control. Failing that, the potential 
for highly devolved drone violence to harm humans unjustly would lie 
in the inherent inability of AI to make moral decisions and take moral 
responsibility for wrongdoing. Thus, if or when AI technology comes 
to be incorporated into drone-based weapon systems, adherence to the 
MHC principle would require engineered arrangements that guarantee a 
satisfactory degree of human–machine interaction in the performance of 
critical system functions. Such arrangements would need to account for 
the moral differences between different operational conditions. How-
ever, if this could be achieved, it would do much to preserve the restrain-
ing influence of human moral agency for the benefit of possible victims.

Into the future, as armed drones proliferate and related technologies 
advance, the potential for unjust victimhood seems likely to increase 
unless there is a countervailing effort to restrain drone-using states and 
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the individual operators they employ. It will arguably remain important, 
then, to maximise the preventing of injustice by first thinking broadly 
about how and why it can be right or wrong to use these aircraft in 
different kinds of circumstances. To that end, the concepts of violence 
discussed here – warfare, violent law enforcement, tele-intimate violence 
and devolved violence – could usefully underpin a more comprehensive 
approach to rendering moral judgements and requiring adherence to 
diverse principles of restraint.
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