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1. Introduction  

Although sorting networks have extensively been reported in literature (Batcher, 1962), 

there are a few references that cover a detailed explanation about their VLSI (Very Large 

Scale of Integration) realization in CMOS (Complementary Metal-Oxide-Semiconductor) 

technology (Turan et al., 2003). From an algorithmic point of view, a sorting network is 

defined as a sequence of compare and interchange operations depending only on the 

number of elements to be sorted. From a hardware perspective, sorting networks can be 

visualized as combinatorial circuits where a set of denoted compare-swap (CS) circuits can 

be connected in accordance to a specific network topology (Knuth, 1997). In this chapter, the 

design of sorting networks in CMOS technology with applicability to VLSI design is 

approached at block, transistor, and layout levels. Special attention has been placed to show 

the hierarchical structure observed in sorting schemes where the so called CS circuit 

constitutes the fundamental standard cell. The CS circuit is characterized through SPICE 

simulation making a particular emphasis in the silicon area and delay time parameters. In 

order to illustrate the inclusion of sorting networks into specific applications, like signal 

processing and nonlinear function evaluation, two already reported examples of integrated 

circuit designs are provided (Agustin et al., 2011; Jimenez et al., 2011).  

2. Compare-swap block design in CMOS technology 

In an algorithmic context, the CS element is conceived as an ideal operator which is free of 
the inherent delay time presented when a signal propagates through it. It can be seen as a 
trivial two-input/two-output component with a general two number sorting capability. 
Also, it is considered that the CS element works taking in two numbers and, simultaneously, 
placing the minimum of them at the bottom output, and the maximum at the top output by 
performing a swap, if necessary (Pursley, 2008). Figure 1 shows the typical Knuth diagram 
for a CS operator. In this pictorial representation, at the input, the horizontal lines describe 
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the two numbers to be sorted (A and B) and, at the output, max(A,B) and min(A,B) denote 
the maximum and minimum numbers, respectively. In turn, the vertical connector line 
represents the element dedicated to compare and interchange (swap) data.  

 

Fig. 1. Knuth diagram for a compare-swap element 

However, this is only a theoretical viewpoint, because when the CS element is carried out to 
a level of silicon realization it is affected by parasitic elements, presenting a different time 
delay for each output. Due to the fact that in a sorting network the main structural element 
is the CS circuit, a special attention is given to describe in detail its internal design. In this 
section, the CS circuit design is covered at schematic transistor and at layout levels; 
furthermore, the area and delay time are estimated by considering a given 0.5 microns 
process technology.  

2.1 Design at transistor level for a compare-swap standard cell 

The CS element is a combinatorial circuit that accepts as input two binary signals (numbers), 
compares their magnitude, and outputs the maximum in the max(A,B) bus line, whereas the 
minimum is output in the min(A,B) bus line. This block is integrated by one full-adder and 
two multiplexers, as shown in Fig. 2.  

 

Fig. 2. Block level diagram for the CS circuit 

Notice that due to one input is complemented, the full-adder is in fact configured as a 
subtractor. The most significant bit resulting from the subtraction, carry out (Cout), is used to 
make the selection in the multiplexer. If a greater number is subtracted from a lesser one, 
then the result is a negative number what, in binary terms, can be identified because the 
generated Cout will be in high (“1” logic).  When the Cout signal is in high state, a swap data 
will be performed; otherwise, the input data will not be interchanged.  

For translating the diagram of the CS block, in Fig. 2, to a transistor level circuit description, 
the two well known standard cells for the full-adder and for the multiplexer (Kang & 
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Leblebici, 2003), are used. Figure 3, shows the transistor level schematic for the one-bit full-
adder and for the one-bit multiplexer. The full-adder is composed by 24 MOS transistors, 
topologically connected in a CMOS configuration, where 12 PMOS transistors (M1…M12) 
belong to the pull up network and 12 NMOS transistors (M13…M24) are associated to the 
pull down network. The multiplexor is integrated by two transmission gates (composed by 
transistors M25-M28) and one NOT-gate with two inputs (In0, In1), one selector (Sw), and 
one output (Out). The multiplexer output depends only of the Cout of the full-adder, since 
Cout is assigned to the selector that will activate one pair of transistors. If the selector is low 
(“0” logic), the transmission gate at the top (integrated by M25 and M26) switches ON, so 
In0 becomes the output; otherwise the transmission gate at the bottom (composed by M27 
and M28) is ON, hence In1 is the output.  

 

Fig. 3. Transistor level schematic of the one-bit full-adder (on left) and one-bit multiplexer 
(on right) 

2.2 Design at layout level for a compare-swap standard cell 

Masks of the CMOS full-adder and multiplexer circuits using minimum size transistor are 
depicted in Fig. 4 and Fig. 5. It is important to point out that the (W/L) ratio for all the 
NMOS and PMOS transistors in this layout were computed to optimize the transient 
performance of the circuit, specifically a balance between the high-to-low and low-to-high 

propagation times. For PMOS transistors a (10λ/2λ) ratio was considered while a (6λ/2λ) 
ratio was used to NMOS transistors. Since a 0.5 microns process technology is included, the 

physical dimension of lambda for this design technology is λ=0.35 microns. The well-known 
layout style based on a “line of diffusion” rule that is commonly used for standard cells in 
automated layout systems (Weste & Eshraghian, 1993) is employed in this layout. In this 
style, four horizontal strips can be identified: a metal ground at the bottom of the cell (GND 
or VSS), n-diffusion for all the NMOS transistors, a n-well with a corresponding p-diffusion 
for all the PMOS transistors, and a metal power at the top (VDD). A set of vertical lines of 
poly-silicon are also used to connect the transistor gates while within the cell metal layers 
connect the transistors in accordance with a schematic diagram. 
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Fig. 4. Mask layout of the CMOS one-bit full-adder circuit 

 

Fig. 5. Mask layout of the one-bit multiplexer circuit 

2.3 Delay time and area estimations for the compare-swap cell 

In order to have a reference of the switching speed for the one-bit CS circuit, an empirical 

delay time estimation supported by SPICE simulations is performed. Due to the speed in a 

CMOS gate is limited by the time taken to charge load capacitances toward VDD and 

discharge toward GND (Rabaey, 2003), the parasitic capacitances induced by the layout 

structure are considered. In this sense, a parasitic extractor software (e.g., L-Edit extractor of 

Tanner EDA) can be used to obtain a circuit netlist file in which all these elements be 

incorporated. By using SPICE simulation and including the proper test-data fabrication 

model parameters (AMIS 0.5 microns), an accurate transient response is achieved. The 

resulting transient responses are analyzed to estimate the switching speed through the delay 
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time (difference between input transition at 50% and the 50% output level). The simulated 

output voltage obtained for the one-bit CS circuit is shown in Fig. 6. In this simulation, the 

voltage supply of 5V (VDD) and the overall frequency of 5MHz are considered. Also, the 

simplest representation 0 or 1 will be hereafter used instead of the “1” logic or the “0” logic 

notations. After running the SPICE simulation, it can be observed the outputs 

MAX(A,B)={0,1,1,1} and MIN(A,B)={0,0,0,1} when the inputs A and B are given by 

A={0,0,1,1} and B={0,1,0,1}. It is important to notice that the signal CARRY_OUT (Cout) is 

only in high when A=0 and B=1 (the unique case where a swap is needed). 

 

Fig. 6. Simulated output voltage obtained for the one-bit CS circuit 

 

Fig. 7. Worst-case delay time for the one-bit CS circuit 
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As it was expected, the worst-case of delay time is presented in the swapping case. 
However, not only the delay time depends on the Cout propagation, but also it is related to 
the delay time added by the transmission gate. In accordance with simulation, a delay of 1.3 
ns is exhibited. In Fig. 7 this delay time is showed, the dashed line indicates the input B=1 
when A=0 and the solid line represents the propagated B datum after the swap operation. 

An accurate silicon area estimation of the CS design can be computed directly from the 
layout editor by using a ruler tool (usually provided in this software). Figure 8 shows the CS 
cell layout design that highlights the length and width dimensions expressed in terms of 
lambda. From this figure the area estimation is given by 30830 λ2 = 0.0037767 mm2. 

 

Fig. 8. Silicon area estimation for the one-bit CS layout 

2.4 The n-bits compare-swap cell  

The one-bit CS circuit in Fig.2 can be easily expanded into an n-bits structure. In order to 
illustrate how this expansion can be performed, the schematic diagram for a 4-bit CS circuit 
is shown in Fig. 9. Because of the overall speed of the CS circuit is limited by the delay 
propagation of the Cout bits through the n-bits chain, therefore an estimation of this time 
becomes essential for determining the speed performance. However, besides to the delay 
produced due to the critical path of Cout, the delay time added by the multiplexer block is 
also taken into account.  

 

Fig. 9. Block diagram for the 4-bit CS circuit 
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In Fig. 10, the simulated output voltage obtained for the 4-bit CS circuit is shown when 
inputs A and B are given by: [A3:A0]={ 0101 (510), 1001 (910), 0011 (310), 0100 (410) } and 
[B3:B0]={ 1010 (1010), 0110 (610), 1100 (1210), 0100 (410) }.  

 

Fig. 10. Simulated output waveforms of the 4-bit CS circuit 

 

Fig. 11. Carry out (Cout) propagation through the 4-bit CS circuit for the Cout=[1,1,1,1] case 
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Figure 11 depicts the Cout propagation while Fig.12 indicates the delay time between a signal 
and its corresponding output after that a swap operation is performed. In these simulations, 
the delay time was also examined at the overall frequency of 5MHz, VDD=5V, and by 
considering the worst-case of Cout propagation. This case occurs when [A3:A0]=[0000] and 
[B3:B0]=[1111] what ensures transferring Cout= 1 at every one-bit CS  basic cell. 

 

Fig. 12. Delay time between B[0] and MAX[A3,B3] 

3. Median filtering for image denoising using sorting network 

In order to illustrate the application of the CS circuit to the CMOS design, a digital 
architecture which is dedicated to median filtering for image denoising, is taken as a 
reference. This kind of filtering technique is used to reduce impulsive noise in acquired 
images (Faundez, 2001). Its main advantage consists in diminishing the lossless of 
information due to the computed pixel values have correspondence to one of the already 
presented in the image and its main characteristic is the requirement of a sorting operation 
(Vega et al., 2002). 

Before of describing this design, it is important to present a briefly explanation about the 

algorithm which serves as basis for its digital architecture. The following notational 

conventions will be used: if I(x,y) is a grayscale image divided in (m×n) pixels (squares) and 

also I(x,y) is affected by impulsive noise, then by applying a median filter algorithm, a 

denoised image IF(x,y) can be obtained. In order to achieve IF(x,y), the value of each output 

pixel must be computed by using iteratively a (3×3) square array (mask) of 9 pixels with 

center in I(x,y). The position of this mask is shifted along to I(x,y) until the median filtering 
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process is completed. It is worth to mention that because of the mask operates over the 

neighbour pixels, then it is needed to add elements (for example zeros) around I(x,y), 

increasing its dimension as (m+2)×(n+2). At each one of these pixels, a sorting procedure is 

performed by following three basic steps into the (3×3) mask: firstly, the pixels of the mask 

are sorted in a column by column sequence, then row by row, and finally along to the 

diagonal elements. After the sorting task is achieved, the central element (median) of the 

mask is picked out of I(x,y) and stored in the IF(x,y) to construct the filtered image. An 

illustrative description for this median algorithm is depicted in Fig. 13. A more formal 

description of this algorithm can be found in reference (Jimenez et al., 2011). 

 

Fig. 13. Graphical description for the median filter algorithm 

3.1 The sorting network block in the median filter algorithm  

A Knuth diagram for the sorting network procedure which is described in the median filter 

algorithm is shown in Fig. 14. 

Notice that the above sorting network exhibits a very regular structure that is hierarchically 

partitioned in seven blocks of three-data for median computing. The first stage of three 

blocks is dedicated to the column by column sorting, the second stage of three blocks is 

devoted for the row by row sorting, and finally the last block performs the diagonal sorting. 

It can be also observed that after all data have been propagated through the entire network, 

the median datum will be appearing in the bus line D4. If the (3×3) mask is defined as 

follows: 

 
( , )

D0 D3 D6

MASK D1 D4 D7

D2 D5 D8
I x y =  (1) 
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Fig. 14. Knuth diagram for the sorting network included in the median filter algorithm 

Then the median datum (collected in D4) is computed trough the next steps: 

1. Column by column sorting: 

( )2,1,0 DDDSORT  

( )5,4,3 DDDSORT  

( )8,7,6 DDDSORT  

2. Row by Row sorting: 

( )6,3,0 DDDSORT  

( )7,4,1 DDDSORT  

( )8,5,2 DDDSORT  

3. Diagonal sorting: 

( )6,4,2 DDDSORT  

3.2 Digital architecture for the image filtering based on sorting network 

In reference (Jimenez et al., 2011) a FPGA (Field Programmable Gate Array) implementation 
for median filtering image based on a sorting algorithm is reported. In such architecture two 
blocks can be distinguished: a nine-data accumulator and a nine-data sorting network 
module. The accumulator is a memory register in which the data is received from the (3x3) 
mask and temporarily stored. The sorting network, which is in fact the kernel of the median 
filter architecture, is also a nine-inputs/one-output combinational module. It is constituted 
by an array of seven blocks of three-data comparator modules as corresponds to Fig. 14. This 
interconnection topology is directly related to the median algorithm because it operates by 
following the already described three steps: column sorting, row sorting and diagonal 
sorting. It can be seen that although this block is able to output the nine data in a sorted 
sequence, only the datum in D4 is collected since it represents the median. 
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In order to illustrate the correct performance of this architecture, results obtained from the 
FPGA implementation and from the coded algorithm in Matlab are compared. Figure 15 
shows a group of images that have been intentionally corrupted by impulsive noise and 
then filtered directly by Matlab software and by FPGA hardware. 

 

Fig. 15. Collection of images filtered by software (Matlab) and by the FPGA device 

3.3 Floor planning and design at layout level 

The main structural component in the sorting network which is exposed in section 3.1, is a 
three-data comparator. As shown in Fig. 14, this element can be constituted by a set of 
interconnected one-bit CS cells. Three 8-bit word-length inputs described as: A, B and C can 
be identified. Also, three 8-bit CS blocks make possible to collect the median datum in the 
middle bus denoted by MED(A,B,C), and the corresponding minimum and maximum data 
into the external buses described as MIN(A,B,C) and MAX(A,B,C). In order to minimize the 
layout area, the CS modules have been rotated and placed in the position as illustrates the 
floorplanning and layout of Fig. 16. 

 

Fig. 16. Floorplanning (on left) and layout (on right) for the 8-bit three-data comparator 
included in the median filter  
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A graphical description, about the size and placement of the three-data modules that 
constitutes the nine-data sorting network is presented in Fig. 17. This floorplanning shows 
the connectivity between every module without showing internal layout details. It can be 
observed that some modules should be flipped to improve the routing and also achieving an 
area minimization. In this layout, two blocks can be recognized: the nine-data serial-
in/parallel-out register and the nine-data sorting network. In accordance to the proposed 
median filter algorithm the unique signal of interest from the sorting network output is the 
median datum (D4) while the other data (D1,D2,D3,D5,D6,D7, and D8) are discarded.  

 
 
 
 
 
 

 
 
 
 
 
 

Fig. 17. Floorplanning for the nine-data sorting network in the median filter design 

Figure 18 shows the translation to a layout level of the floorplanning design of fig. 17. 
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Fig. 18. Layout for the nine-data sorting network in the median filter design 

3.4 Spice simulations for delay time estimation and electrical verification 

The netlist including parasitic capacitances from the layout of Fig.18 is simulated to verify 
the circuit operation. The voltage waveforms for the median datum are shown in Fig. 19. 
The signals S0, S1, ..., and S7, correspond to the 8-bits median datum of the set of inputs {D0, 
D1, ..., D9} given by: D1=00101011 (21210), D2=01000011(19410), D3=00100010 (6910), 
D4=00001101 (17610), D5=00011100 (5610), D6=00011110 (12010), D7=00010111 (23210), 
D8=00001111(24010), and D9=00010101 (16810).  

In this simulation, the median for the input described in base-10 { 21210, 19410, 6910, 17610, 
5610, 12010, 23210, 24010, 16810 } is the datum 17610 ,which in a binary base is represented as 
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D4=0000110110. It is important to clarify that the output median datum will be enabled until 
the acknowledge signal (ACK) is high and the CLK low. 

 

Fig. 19. Simulated output waveforms of the nine data sorting network 

4. Piecewise linear function computation using sorting network 

As a second example of the application of sorting networks in dedicated VLSI systems, an 
Application Specific Instruction Processor (ASIP) for piecewise linear function evaluation is 
described. Piecewise linear (PWL) functions allow the aproximation of multidimensional 
nonlinear functions or models in a convenient way to be evaluated with computing systems 
(Julian et al., 1999). The simplicity of the representation and evaluation methods, combined 
with the scalability in terms of the number of dimensions, impulsed the adoption of PWL 
functions as the modelling abstraction in a broad spectrum of systems. The first and most 
traditional area has been the computationally efficient resolution of nonlinear circuits (Chua 
& Ying, 1983) that require high performace function evaluation in terms of speed, and more 
recently in communication systems (Kaddoum et al., 2007) and power electronics (Pejovic & 
Maksimovic, 1995) for nonlinear operations involved in predistortion (Hammi et al., 2005). 
Motivated by these applications, the ASIP for piecewise linear function evaluation, hereafter 
denoted as PWLR6-µp, was designed and implemented in CMOS technology to provide a 
flexible environment for computation of 6-dimentional PWL functions and, due to the fact 
that PWL evaluation algorithm requires a sorting procedure, sorting networks have been 
embedded in this design as it will be expossed in this section. 
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4.1 The sorting networks for nonlinear function evaluation 

Given an n-dimensional domain divided into a simplicial partition with a regular grid, a n-
dimensional PWL function can be expressed as the weighted sum:  

 ( )
0

n

i i
i

F X μ c
=

=∑  (2) 

where X= {x1... xn} is the point in the n-dimensional domain where the function is 

evaluated, µi are scaling parameters depending on X, and ci are the values of the function 

at simplex vertices, i=0,...,n. In order to compute the PWL equation ci and µi are required. 

Usually the ci parameters are stored in a RAM while µi need to be computed. For this 

operation, the algorihmic procedure defined in (Agustin et al., 2011) is followed what 

involves the descomposition of the xi componentens into integer and fractional parts, 

sorting of the fractional parts and performing a sucesive subtraction of the sorted 

fractional parts.  

4.2 Micro-architecture for the PWL evaluation through a sorting scheme 

Micro-architecture of an ASIP strongly depends on its target application. A successful ASIP 

provides the required hardware to solve the target set of computational problems in an 

optimized way in terms of execution time, power, or chip resources, while maintaining the 

flexibility and programmability characteristics of a general purpose microprocessor. A 

trade-off exists among optimization levels and flexibility levels; thus, an ASIP can be 

considered as an intermediate point between a general purpose microprocessor and an 

Application Specific Integrated Circuit (ASIC). Three main architectural blocks of the 

PWLR6-µP, namely, Data Path, I/O, and Control, were designed taking into account the 

special operations required to perform the PWL calculation. The result was a nearly basic 

microprocessor with special features that accelerate the PWL computation. In this seccion, 

the sorting step of the algorithm and its relationship with the resources provieded by the 

PWLR6-up is addressed. For further details about the rest of the architecture and its special 

resources for PWL function evaluation, the reader is referred to (Agustin et al., 2011). 

Sorting constitutes the second part of the PWL function evaluation algorithm (as it was 

mentioned, it is required to evaluate the µi parameters). In this implementation, the 6- 

fractional parts are sorted following the comparison sequence of the so called Bose–Nelson 

sorting network (Knuth, 1997). However, in order to maintain the microprocessor structure 

and to avoid the area overhead of 12 CS blocks, only one comparator (the one provided by 

the ALU) was used. Consequently, the Bose-Nelson sorting network is embedded in the 

PWLR6-µp by combining an apropiate harware-software design. 

The hardware resouces provided by the PWLR6-µp architecture are showed in Fig. 20 and 

they are used during the sorting step as follows: firstly the RF (register file), which is 

composed by six registers, stores the fractional parts to be sorted. Then, the two 

bidirectional ports, Port A, which is connected to Register A, and port B connected to 

Register B, transfer data between them and RF. After that, compare operation is performed 

from these registers and depending on the result, Register A and Register B values may be 

written back into the RF by switching sources and destinations. 
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Fig. 20. Architecture for the six-data sorting network embedded in the PWL microprocessor 

5. Conclusion  

In this chapter, sorting networks have been addressed since a physical CMOS realization 

perspective with applicability to VLSI design. The CS circuit, analyzed at the beginning of 

this chapter, was introduced as the fundamental cell from which more complex sorting 

topologies could emerge. It must be pointed that because the speed in the CS design is 

limited by the delay of the n-bits carry out critical path, and by the transmission gates delay, 

a future research proposal for this work must be aimed to achieve higher overall 

frequencies. The two provided examples: the median filter architecture and the PWL 

evaluation scheme, allow to show the inclusion of sorting networks, into these specific 

applications. In these sense, about these examples the following particular conclusions must 

be observed: firstly, in the sorting network inmerse in the median filter, the main advantage 

consists in its regular structure beacuse although it is not optimal in the number of 

comparisons (21), the execution of several CS elements is done in parallel, and finally, the 

choice of an embeded sorting strategy in the PWL ASIP was due to the simplicity that 

allows the PWLR6-µP architecture (compared to other sorting algorithms like bubble sort or 

quick sort, designed to sort bigger datasets) and because of the small size of the input, this 

strategy is efficient in terms of hardware resources and code length. 
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