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Preface to ”Sensors in Agriculture”

Agriculture requires technical solutions for increasing production while lessening environmental

impact by reducing the application of agro-chemicals and increasing the use of environmentally

friendly management practices. A benefit of this is the reduction of production costs. Sensor

technologies produce tools to achieve the abovementioned goals. The explosive technological

advances and developments in recent years have enormously facilitated the attainment of these

objectives, removing many barriers for their implementation, including the reservations expressed

by farmers. Precision agriculture and ‘smart farming’ are emerging areas where sensor-based

technologies play an important role. Farmers, researchers, and technical manufacturers are joining

their efforts to find efficient solutions, improvements in production, and reductions in costs.

This book brings together recent research and developments concerning novel sensors and their

applications in agriculture. Sensors in agriculture are based on the requirements of farmers, according

to the farming operations that need to be addressed.

Dimitrios Moshou

Special Issue Editor
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Abstract: We have tried to develop the guidance system for farmers to cultivate using various
phenological indices. As the sensing part of this system, we deployed a new Wireless Sensor Network
(WSN). This system uses the 920 MHz radio wave based on the Wireless Smart Utility Network
that enables long-range wireless communication. In addition, the data acquired by the WSN were
standardized for the advanced web service interoperability. By using these standardized data, we can
create a web service that offers various kinds of phenological indices as secondary information to the
farmers in the field. We have also established the field management system using thermal image,
fluorescent and X-ray fluorescent methods, which enable the nondestructive, chemical-free, simple,
and rapid measurement of fruits or trees. We can get the information about the transpiration of
plants through a thermal image. The fluorescence sensor gives us information, such as nitrate balance
index (NBI), that shows the nitrate balance inside the leaf, chlorophyll content, flavonol content and
anthocyanin content. These methods allow one to quickly check the health of trees and find ways to
improve the tree vigor of weak ones. Furthermore, the fluorescent x-ray sensor has the possibility to
quantify the loss of minerals necessary for fruit growth.

Keywords: wireless sensor network (WSN); Wi-SUN; vine; mandarin orange; thermal image;
fluorescent measurement; X-ray fluorescence spectroscopy

1. Introduction

Agricultural plants are extremely sensitive to climate change. Higher temperatures eventually
reduce yields of desirable crops, while encouraging weed and pest proliferation. Changes in
precipitation patterns increase the likelihood of short-run crop failures and long-run production
declines. Today, the necessity of support of cultivation has been increasing with the escalation of issues
such as the decrease in the number of people engaged in agriculture and the aging of this population.

Sensors 2017, 17, 966; doi:10.3390/s17050966 www.mdpi.com/journal/sensors1
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The development of science-based agriculture is desired in order to adapt to the changing climate
and to promote environmentally friendly smart agriculture with energy saving strategies. To that end,
two kinds of measurements are indispensable; the first one is establishing a periodic acquisition
system of meteorological and soil information at the field and creating cultivation indices by using
this information; the second one is establishing the method for examining the tree vigor or balance of
nutrition contents in the plant.

In regard to the first kind of measurement, a Wireless Sensor Network (WSN) is a methodology
for acquiring growing environmental information. The WSN is a wireless network of small, low-cost
sensors used for monitoring the physical environment at remote locations [1]. Therefore, since 2009,
we have been using WSN in a mandarin orange orchard and a vineyard to promote smart cultivation
management practices [2–4]. Based on these two kinds of fruit-growing examples, we have obtained
some knowledge related to the issues of a field sensor network as well as the installation of weather
stations and soil moisture sensors. There were also some problems; it takes too much time to restore
the WSN system because the sensors and weather station were not homemade; the communication
range was limited due to the frequency of radiowaves and the tipping bucket rain gauge needs
regular maintenance.

In terms of the second objective, quality evaluation and control of agricultural products are very
important to provide consistently high quality for the cultivation and postharvest management and
marketing. Valuable information on plant nutrition needs to be addressed not only in the contents,
but also in their balance in plant organs over the entire period of plant growth and the postharvest
process. Understanding the change in the balance of elements at the level of field cultivation is another
important factor in fruit cultivation, and acquiring the correct information on the balance of elements
enables control of the amount of fertilizer and the plant’s environment. Focusing on the relation
between recent unstable climate and crops, it is also very important at the level of field cultivation
because external environmental factors, such as abnormal climate and air pollution, produce a large
change in the balance of the nutritional state in a plant, leading to a decrease in its yield.

So far, we have been developing integrated investigations on the multiband optical sensing of
metabolites, biological systems and foodstuffs by using color imaging, and on the applications of
such sensing techniques to the measurements of plants and agricultural materials at the field using
infrared (IR) spectroscopy, thermal imaging and X-ray fluorescence (XRF) spectroscopy because optical
sensing enables the simple, non-destructive, simultaneous, chemical-free, and rapid measurement
of plants [4–8]. Especially, element measurement in the leaf (such as K, Ca, P and S) by using XRF
spectroscopy and nitrogen measurement in the leaf by using mid-infrared (MIR) spectroscopy show
high possibility for quantitative measurement [4,7,8]. In addition, measurement of the leaf temperature
by using thermography camera is implemented [5,6]. In recent years, handy types of XRF sensors and
fluorescence sensors for pigment analysis have been developed and we could apply these sensors
in the field. Therefore, by using these portable sensors, we could achieve the non-disruptive and
real-time measurement of the elements and pigments present in the leaves.

By the way, in Japan, the research for changing from agricultural ICT to agricultural IoT are
undertaken as a project supported by the Ministry of Agriculture, Forestry and Fisheries. Agricultural
IoT system refers to the whole system that includes the WSN in the field, data cloud containing growth
environmental information and a web application service for farmers [9]. By integrating the growth
environmental information and tree vigor information in the data cloud, it is possible to provide
a more useful and effective service for farmers.

In this study, we developed a revised WSN system at the Tomi-no-oka vineyard toward the
next generation of WSN for cultivation management based on several basic concepts. The first one
is a locally produced scalable WSN with an affinity similar to the previously used eKo (Crossbow
Technology Inc., Milpitas, CA, USA) system. The second one is a locally produced sensor with good
support as a general rule. For the third monitoring items in farms are determined from the view point
of phenology, plant physiology and synecology. Lastly, the WSN is correctly placed based on the
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Interoperable Agricultural Information Platform structure. In this sense, some cultivation indices for
wine grape are established and used in Europe; we used a vineyard for wine that can verify the validity
of these indices. This paper also focuses on the vigor measurement of mandarin orange leaves by
using thermal images, fluorescence and fluorescence X-ray methods in the field. Since there is a lot of
available information about nutrient measurement of mandarin orange tree in Japan, a mandarin
orange field was used in this experiment.

2. Object Fields and Methods

2.1. Object Fields

We have now been conducting demonstration experiments of agricultural WSN applications
for more than three years using two farms. One is a mandarin orange grove (north latitude:
33.8634418◦, east longitude: 136.05652822◦), located at the Kanayama pilot farm in Kumano City,
Mie Prefecture, Japan and the other is a vineyard (north latitude: 35.7103912885258◦, east longitude:
138.5118197255086◦), the Suntory Tomi-no-oka Winery in Kai city, Yamanashi Prefecture, Japan.

2.2. Growing Environmental Measurement by Using WSN

An eKo wireless sensor network has been used at the vineyard in the Suntory Tomi-no-oka Winery
for climate and soil moisture measurement. In order to update the WSN for the next generation WSN,
there are four points of modification from our previous study [4].

First, because of its maintenance, the eKo WSN should be replaced with another system that
is domestically produced. Although the former eKo WSN system had been working effectively for
more than five years, the plastic and battery inside the eKo deteriorate due to photoreactions and we
should address this issue. In addition, once the system was broken, it took too much time since the
eKo could not be repaired in Japan. In order to maintain the durability of the WSN system for a long
time, a domestic system is favored in the viewpoint of quick and smooth restoration. Thus, the eKo
WSN was replaced with a new system (Sumitomo Precision Products Co., Ltd., Amagasaki, Japan).

Secondly, the sensors used in the new WSN should be domestically made or maintenance free
from the point of view of operation and maintenance. The soil water potential sensors were homemade
and the soil moisture sensors were replaced with locally made products (ARP Co., Ltd., Hadano, Japan).
This WD-3-WET-5Y TDR type soil water potential sensor can simultaneously measure volumetric
water content (VWM), electric conductivity (EC) and temperature of the soil. Furthermore, this sensor
is rated IP68; this rating means protection from contact with harmful dust and immersion in water with
a depth of more than 1 m. Currently for the WSN, the soil water potential seems to be the most suitable
measurement item whose aim is irrigation control [10]. For measuring the water potential in soil,
it is necessary to measure it at different points in a field, because soil moisture varies even within
the same field. Therefore, we also designed and developed a low-cost water potential sensor and
connected it to the wireless sensor network. This sensor is produced experimentally to translate soil
water content into voltage variation and is composed of a gypsum block and a simple electric circuit.
Regarding the ground environment, the weather station and solar radiation sensor were replaced
with a German-made weather station. The modified WSN in this study consists of a weather station,
three soil moisture sensors and a soil water potential sensor.

Third, the data acquired from the WSN should be standardized in order to provide information
services, especially when we integrate various data sources. Agricultural IoT is necessary for the
next generation WSN and science-based agriculture so that the data obtained from the WSN are
standardized and the standardized data are modified or combined to create indices that are related to
the plant growth phases and useful for farmers.

Last, the service provided in this study should be useful for farmers to cultivate high quality
fruits. Along with this purpose, we developed two kinds of indices for cultivation; the first one is the
“primary index” and the second one is the “secondary index”. The primary index is the monitored
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raw data that is made into a graph, or made into an at-a-glance list. The secondary index is the one
that is made by modifying or combining the monitored raw data based on plant physiological theory.
Therefore, the secondary index should be useful for farmers to improve their daily work.

So far, some secondary indices are recognized, especially about the grapevine cultivation. In our
web service, there are six indices; the Accumulated Growing Degree Days (AGDD) is the index for
predicting the growing stage of fruit; the Growing Season Temperature (GST) is the index for deciding
the species suitable in the temperature of the place; the Coolnight Index (CI) is the index that indicates
how much secondary metabolite is contained in the wine grape; the Heliothermal Index (HI) is the
index which uses the daily temperature and solar irradiance to evaluate the mass of photosynthetic
products; the Biologically Effective Degree Days (BEDD) is the index which uses the daily temperature
difference between highest and lowest in addition to the daily temperature as parameter to predict
maturity of the wine grape; and the Dryness Index (DI) is the index which uses the temperature,
relative humidity, precipitation, wind speed and solar duration as parameters to recognize the soil
dryness state [11]. In addition to these indices, our service provides the solar duration data using the
algorithmic program invented by Slob and Monna [12].

2.3. Diagnosis of Fruit Tree Vigor Using Optical Sensing

In the test field in the mandarin orange grove, a mulch and drip irrigation system was deployed
four years ago. The Mulch sheet (Shibataya kakohshi Co., Ltd., Niigata, Japan) is a waterproof,
moisture-vapor permeable sheet. Because of this Mulch sheet, most of the rainfall does not go into the
soil so that meaningful irrigation control is possible. In addition, the growing condition was monitored
by the WSN [3].

2.3.1. Thermal Image Acquisition of Mandarin Orange Leaves

A series of laboratory scale experiments was carried out to determine the emissivity of mandarin
orange leaves [5]. The thermal image of each mandarin orange leaf was taken by a Thermoshot
thermography camera (Nippon Avionics Co., Ltd., Tokyo, Japan) from two trees with greatly
different tree vigor under the same cultivation environment selected in the orange grove (Figure 1a,b).
This thermography camera can measure from −20 to 100 ◦C and its resolution is 0.1 ◦C. The spectral
range of this camera is from 8 to 13 µm, and its thermal image pixels are 160 × 120 pixels in size.
The control area was marked on the thermal image using aluminum tape of which the emissivity
greatly differed in order to facilitate the comparison between the visible and thermal images (Figure 1c).

(a) (b) (c) 

Figure 1. Aluminum as the control point in the field experiment: (a) Tree whose vigor strength is good;
(b) Tree whose vigor strength is bad; (c) The usage of aluminum tape.

The cultivation environment is shown in Figure 2. The emissivity determined in the laboratory
(0.95) was applied in this experiment. A leaf template is needed to make a precise comparison of the
temperature distribution between two leaves. Ten leaves with different shapes shown in Figure 3 were
sampled in the orange grove and the average shape of the Satsuma Mandarin leaf was determined using
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the shape analytical method based on r-θ-φ coordinate system, which we have already developed [13].
This shape analysis was applied to the Satsuma Mandarin leaf.

Figure 2. Cultivation condition of orange trees.

Figure 3. Sampled leaves used in this study.

Shape analysis was performed by the projection of a binary image of a leaf on tangent coordinate
system. The origin was set on the center of gravity. A vector from the origin to a point on the orbital
was auxiliary drawn as an arrow. Let r, θ and φ be the vector, angle of the vector and angle between
the vector and tangent line at the point along the orbital, respectively. The orbital can then be projected
into the tangent coordinate system with parameters θ and φ. Each obtained thermal image was then
mapped to the template leaf and a comparison of temperature distribution was made between the
strong leaf and weak one.

5
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2.3.2. Vigor Measurement of Mandarin Orange Leaves by Fluorescence and Fluorescence
X-ray Methods

Two types of leaves of which the vigor greatly differed in the same cultivation environment
were selected from the orange grove. Ten leaves were taken from three weak vigor trees and another
10 leaves were taken from three trees with strong vigor (Figure 4). These leaves were taken from shoots
without fruits. The evaluation criteria of tree vigor are based on the tree size, the number of leaves
per tree, and the leaf color. The collected leaves were sent cool to the laboratory at Mie University
using a courier and measurements by fluorescence and fluorescence X-ray methods were performed
in the laboratory. As for the fluorescent measurement, a Dualex Scientific+ instrument (Force-A, Orsay,
France) was used. It provided indices of the flavonols (FLAV), anthocyanins (ANTH), and chlorophyll
(CHL) [14]. The leaf chlorophyll content was assessed by measuring the light transmission at 710 nm,
absorbed by chlorophyll, and in the near-infrared (NIR) at 850 nm to take into account the effects of
the leaf structure.

  

(a) (b)

Figure 4. Sampled leaves: (a) Leaves of strong tree; (b) Leaves of weak tree.

The chlorophyll Dualex index is given by the formula:

CHL = [(I850/I0,850)/(I710/I0,710)] − 1 (1)

where I and I0 are the signals measured with and without the leaf sample in the leaf clip, respectively.
The Dualex (Dx) measures the leaf epidermal flavonols or anthocyanins at 375 and 520 nm, respectively,
using the chlorophyll fluorescence (ChlF) screening method and equalizing the ChlF signals under
these excitation wavelengths and that under a red excitation at 650 nm as a reference.

Compounds present in the epidermis of the leaves attenuate the incident radiation before this can
reach the first chlorophyll layer present in the mesophyll, depending on their absorption spectrum.
Flavonols are the main flavonoids in dicotyledons absorbing UV radiation at 375 nm; therefore,
the intensity of the ChlF induced by this radiation (ChlF_UV) will be inversely proportional to the
epidermal flavonol concentration. Using a red light excitation, not attenuated by flavonols, a ChlF
signal (ChlF_R) independent of the flavonol concentration is obtained. This signal is used as a reference.
By comparing the ChlF signals from the two different excitations, the index of the flavonols can be
calculated (in accordance with the Beer-Lambert law) as the logarithm of the ratio between the ChlF
under red light and that under UV radiation:

FLAV = log(ChlF_R/ChlF_UV) (2)

The same concept applies to the determination of anthocyanins using a green light, absorbed by
anthocyanins, instead of UV radiation. In addition to the above indices, the Dx sensor calculates the
nitrogen balance index (NBI).

NBI = CHL/FLAV (3)
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as the ratio between the chlorophyll and flavonol indices that can be used as a proxy of the crop
leaf nitrogen level. Fluorometric analysis with the measurements of the chlorophyll, flavonol and
anthocyanin Dualex indices (CHL, FLAV, ANTH) was performed using 10 leaves of good color and
another 10 leaves of bad color. The measurements were made at three areas of each leaf shown in
Figure 5 in order to find the pigment distribution inside the leaf.

(a) (b)

Figure 5. Fluorescent sensor used and measuring area of the leaf: (a) Fluorescent sensor used in
this study; (b) Measurement areas in each leaf.

As for the fluorescence X-ray measurement, an Innov-X DELTA Premium Handheld XRF (hXRF)
Analyzer (Olympus Corp., Tokyo, Japan) was used [15]. Although this hXRF sensor is portable,
the specification of this sensor is as good as that of the Rayny EDX-700 (Shimadzu Corporation,
Kyoto, Japan) for the laboratory use that was used in previous study [16]. Weighing roughly 2 kg,
the instrument is equipped with a built-in camera/collimator mounted in the vicinity of the probe
and a rechargeable Li-ion battery for easy field operation. We used the low beam energies of hXRF for
the light elements, which are specifically those lighter than Mg since our target is the plant. In this
study, although the hXRF analyzer was originally developed for use in the field, we mostly used the
benchtop configuration of this analyzer. We used the same leaves shown in Figure 4 and analyzed
them in the same way as the fluorescence method shown in Figure 5.

We monitored the internal instrument stability by measuring the Fe K-a counts on a
316 stainless steel coin every day using the Delta Docking Station (DDS). In addition, we made
a special measurement station for the leaf with modifications that replace the iron coin to a titanium
one because titanium is not present in the plant but is included in both the high and low beam energies
(Figure 6a). Then, the leaf is set on the station and measured by the XRF sensor (Figure 6b,c)

 
(a) (b) (c)

Figure 6. Special measurement station for leaf: (a) Titanium coin used instead of iron; (b) special
measurement station for the leaves; (c) hXRF analyzer used in this study.

XRF analysis was performed to 10 leaves of good color and another 10 leaves of bad color.
The measurements were made at three areas of each leaf shown in the figure according to the built-in
camera information in order to find the element distribution inside each leaf.
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3. Results and Discussions

3.1. Growing Environment Measurement by the WSN

3.1.1. Growing Environment Data Acquired by the WSN

The new WSN system with the selected weather station (WS700-UMB, Lufft Inc., Berlin, Germany)
and TDR type soil water potential sensors (WD-3-WET-SE, ARP Co., Ltd.) were designed and deployed
in the vineyard. The weather station can acquire air temperature, relative humidity, air pressure,
wind speed, wind direction, 1 min precipitation and solar irradiance data, while the soil water
potential sensor can acquire the soil volumetric water content, soil temperature and soil electrical
conductivity. These data are collected by gateway via 920 MHz radio and sent to the data link server
that is connected to the gateway (Figure 7).

 
(a) (b)

Figure 7. Structure of the WSN in Tomi-no-oka vineyard: (a) Installation points of sensors; (b) System
configuration of WSN.

To send these acquired data to the cloud sensor infrastructure, the data link server uses HTTP-GET
API defined by the cloud sensor infrastructure. In the revised WSN system, we use the SPPNet protocol
produced by Sumitomo Precision Products Co., Ltd. The weather station is connected to the sensor
node (SP-0030) by a two-wire RS485 network. Connecting the node to the RS485 serial interface devices
can make a 1 to 1 or 1 to N see Duplex wireless communication system.

The power source is the AC 100 V commercial power supply existing in the vineyard which is
converted to DC 24 V. On the other hand, each soil moisture sensor is connected to the analog sensor
node (SP-0020) with specifications similar to those of the weather station. Its electricity source is DC
from a solar panel deployed above the soil moisture sensor. These sensor nodes were developed in this
study in order to connect the sensor to this WSN system (Table 1). The data link server of this WSN
system has a customized web application based on SPP’s commercial product ‘EcoWizard’ which has
HTTP Server capability, DB and Flash Application.

8



Sensors 2017, 17, 966

Table 1. WSN Devices.

Product Name Description Sensor Interface RF Power
Battery Life w/o

Sunlight
Waterproof

SP-0020

Used for sensing
analog sensors;
Prototyping Model
for PoC

Arduino UNO,
which has analog
(0–5 V) inputs

SPP’s
original

920 MHz RF
module

Solar Panel
(2.15 W)
Rechargeable
batteries
(9600 mAh)

<3 days IP65

SP-0030

Used for sensing
RS485 sensors;
Prototyping Model
for PoC

SPP’s original RS485
interface board

Solar Panel
(2.15 W)
Rechargeable
batteries
(9600 mAh)

<3 days IP65

SP-0050

Used for sensing
analog, digital
sensors;
SPP’s Commercial
Model, developed
based on SP-0020

SPP’s original board
which has multiple
interfaces such as
analog (0–5 V,
4–20 mA), digital
inputs

Solar Panel
(1.4 W)
Rechargeable
batteries
(3200 mAh)

10 days
*Low power mode IP66

GW-Z01

Used for connecting
WSN to the internet;
SPP’s Commercial
Model

N/A AC Adaptor 5
V/1.6 A N/A

N/A
Deployed in

Waterproof Box

Regarding the data communication, the Modbus protocol is applied and the frequency of the radio
used in this WSN system is a 920 MHz radio wave based on the Wireless Smart Utility Network which
enables long-range wireless communication. Thanks to the 920 MHz, wave attenuation caused by the
plant is not significant compared to the 2.4 GHz used in the previous WSN. In addition, this SPPNet
protocol can provide the wireless transmission system of sensors compatible with Modbus protocol
easier than in the eKo sensor network. All environmental data collected by the sensors in the WSN are
sent to the Modbus master (Gateway GW-Z01), then stored in the data link server. The Over-The-Air
throughput of this network is more than 100 kbps in the ideal state, while the actual throughput is
more than 24 kbps. The MAC of this network is CSMA/CA system and comply with the transmission
time restrictions defined in Association of Radio Industries and Business in Japan (ARIB) STD-T108.
The routing protocol of this system ad-hoc mesh networking protocol, self-organizing and selt-healing.
In addition, Transmission latency of this system is from 2 to 912 ms/hop. Other information about this
system is shown in Figure 8.

Figure 8. The information about SPPNet protocol used in this study.

This WSN consists of a weather station and three soil moisture sensors and a soil water potential
sensor (Table 2, Figure 9). The soil water potential sensor was manufactured for this study to translate
the soil water content into a voltage variation, and composed of a gypsum block and simple electric
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circuit to reduce material costs. As a result, it costs only about 5000 yen to produce this sensor and the
process is so simple that farmers can do it by themselves. As the sensor for measuring the other soil
information, the WD3-WET-SE soil moisture sensor was selected. It can measure the soil volumetric
moisture content, soil electric conductivity and soil temperature at the same time. In addition, this
sensor is worthy of the IP68 code that means it is completely resistant to both water and dust. Thus,
we will be able to use this sensor in the ground for a long period. As the weather station, a SE-WS700
system was selected. This weather station can acquire the data of air temperature, relative humidity,
air pressure, wind speed, wind direction, 1 min_precipitation and solar irradiance at the same time,
which enables a cheaper WSN system than in the previous work [3]. In addition, this weather station
can measure each environmental data point every one minute. The important point is the accuracy
of each measurement acquired by this weather station, especially the wind speed measured by the
ultrasonic anemometer and precipitation measured by the Doppler radar rain gauge. Furthermore,
its water sampler requires minimal maintenance [17]. Thus, this weather station has the potential to
solve the problem raised in the previous work.

Table 2. Sensor information used in this study.

Sensor Name Model Number Note

Weather station WS700-UMB
• Adoption of ultrasonic anemometer.
• Adoption of doppler radar rain gauge.
• Free from maintenance.

Soil moisture sensor WD-3-WET-SE
• Being able to measure EC (0–1 V), VWC (0–1 V)

and temperature (0–1.2 V) of soil.
• Worthy of IP68 code.

 

Figure 9. The structure of the WSN used in this study.

In order to provide information services, especially when we integrate various data sources,
interoperability of the data and system is important. Therefore, we used the Sensor Observation
Service (SOS) to standardize the terminology and Units of Measure (UOM) (Table 3).

SOS is a web service to query real-time sensor data and sensor data time series (http://
www.opengeospatial.org/standards/sos). This service applies XML encoding for observation &
measurement (O & M) data originating from the sensors. It defines a web service interface that allows
querying observations, sensor metadata, as well as representations of observed features.
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Table 3. Sensor name, physical quantity and UOM.

Sensor Name Physical Quantity UOM

air_temperature Temperature Cel
air_pressure Air pressure hPa
wind_speed Wind speed m/s

10 min_maximum_wind_speed Wind speed m/s
10 min_minimum_wind_speed Wind speed m/s
10 min_average_wind_speed Wind speed m/s

wind_direction Aind direction deg
1 min_precipitation Precipitation mm

solar_irradiance Global radiation W/m2

10 min_maximum_solar_irradiance Global radiation W/m2

10 min_minimum_solar_irradiance Global radiation W/m2

10 min_average_solar_irradiance Global radiation W/m2

relative_humidity humidity %

Following the OGC standard, defines the means to register new sensors, to remove existing
ones and to insert new sensor observations. The cloud sensor infrastructure called “cloudSense” has
a sensor backend service based on the SOS, thus making it possible for us to add and modify sensors
and automatically reflect the change in the sensor configuration without program modification [18,19].

In order to send these environmental data from the data link server to the cloudSense, the data
link server has HTTP-GET API defined by SOS. The terminology, physical quantity and UOM of each
observed data point are standardized and stored in the database in cloudSense (Figure 10).

Figure 10 shows the data flow of the IoT service in this study. The obtained data goes to the local
server for WSN. The dataset then goes to the cloudSence for standardization. The standardized data
are back to the Database of the local server. The primary information and the secondary information
service were then delivered to the farmers at the field.

The standardized data stored in cloudSense are also acquired using HTTP-GET API defined by
SOS. In the HTTP-GET API, there are several kinds of requesting methods. First, “getCapability” is the
method that can confirm the information about each observed data. Secondly, “getObservation” is
the method that can acquire the monitored value of the selected observed property. When you use
the getObservation request, you should set “eventTime”, that sets both the start time and end time,
and “observedProperty” which decides what sensor to choose, then one can obtain the monitored data
described by the O & M language based on XML. Using these methods, the standardized data are sent
to the server located at the Mie University, then XML tags are parsed and the extracted data are stored
in the database constructed in this study (Figure 11).

Verifying the existence and accuracy of the weather data obtained from the weather station is
necessary. Therefore, we used the “getObservation” method of cloudSense to make sure whether this
system can acquire information about the growing environment from the WSN and the connection
between the data link server and cloudSense, then we could confirm that the data obtained from the
WSN are stored in the cloudSense. Concerning the values from the soil moisture sensor, there are some
deficit points. In our web application, each missing value is replaced with an average value of the
value former day and the value of the following day. In addition, we also compare the data from the
SE-WS700 weather station and the data from the reference weather station. The reference weather
station is added to the WSN and deployed next to the SE-WS700. As a result, almost all the observed
data were correct, except for the precipitation and air temperature data [20,21].
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Figure 10. Design of agricultural IoT as a service for farmers

 

Figure 11. ER chart of database structure.

3.1.2. IoT service for Farmers

By getting the standardized data from the cloudSense and storing them in our server, we can
create a web service that offers various kinds of cultivation indices to the farmers in the field. In this
web site, growing environment information, as a primary index, is displayed as a list of numeric values
(Figure 12). All the data acquired by the weather station are simultaneously displayed every one hour.

Figure 12. Primary index as a list displayed in web service.
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In addition to the primary index, our web service also provides several secondary indices; AGDD,
GST, CI, HI, BEDD, and DI. They are calculated using growing environment data standardized by
cloudSense. The validation of the solar duration data that is necessary for the DI calculation validity
was made to verify the certainty of this algorithmic program for calculating the solar duration by
comparing it with the true value obtained from the solar duration sensor next to the weather station.
Figure 13 shows the result of the solar duration data verification. When comparing in the winter, the
difference between the true value and the value obtained from the algorithmic program is only 3 to 5%,
while when comparing in the summer, the difference between these two values is about 10%. Based on
this result, we should modify the solar duration data used in this study.

 

(a) (b)

Figure 13. Data verification about solar duration: (a) The data acquired in January; (b) The data
acquired in July.

In the service for secondary indices shown in Figures 14 and 15, users can select the observation
place, type of sensor, observed property, type of index and time period that you want to observe
(Figure 14). After they choose, the result of both the chosen secondary index and primary index is
graphically shown (Figure 15). Figure 15 shows the result of the chosen primary and secondary indices
in the web application developed in this study. In order to verify the accuracy of each secondary index;
AGDD, GST, CI, HI, BEDD, DI, we compared each data point about the CI and HI obtained from this
service and corresponding data obtained from previous research, then the validity of the secondary
index calculated by our service is proved [22].

 

Figure 14. Secondary index displayed in web application. Since this application is written in Japanese,
English annotation is mentioned with red letter.
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Figure 15. Polygonal line graph shown in this web application.

3.1.3. Vigor Sensing of Mandarin Orange Leaves Using Thermal Image

The results of the transformation are shown in Figure 16. The bundle of Figure 16a corresponds to
the shapes of ten leaves and the line in the bundle indicates the average. The line shown in Figure 16b
was adopted as a template shape because a symmetrical shape would be better for easy analysis.
A reverse transformation was made for the line in Figure 16b and the template shape shown in
Figure 16c was derived.

 

    (a)   (b)    (c) 

Figure 16. Transformation of leaves: (a) Transformed data; (b) Average of bundle; (c) Inverse transformation.

The coordinate system was defined for the original shape as well as the template shape, which
was explained by using the pattern diagram shown in Figure 17. Figure 17a shows the determination
method of the coordinates for the template while Figure 17b is for the original shape. For both,
the center of gravity corresponds to the origin. The X-axis corresponds to the straight line via the leaf
apex center of gravity and leaf base for the template image while the parabola is for the original image.
The Y-axis is perpendicular to the X-axis at the center of gravity. Each pixel of the original image was
transformed in manner similar to Figure 17b.

Figure 18 show the two sets of the original image and transformed one for the strong tree and
the weak one. The thermal image in Figure 18a has the temperature distribution lower than that in
Figure 18b, which coincides with the fact that the strong tree has a larger amount of transpiration than
the weak tree. It can be found that the normalized shape can produce the distribution of temperature
difference within the leaf surface as is shown in Figures 18c and 19.
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(a) (b)

Figure 17. Mapping of the leaf to the template: (a) Sample of the mapping; (b) apply this mapping
method to real leaf.

 

(a) (b) (c) 

Figure 18. Thermal images of the leaves: (a) Strong leaf; (b) Weak leaf; (c) Temperature difference
between strong leaf and weak one.

Figure 19. Comparison of temperature distribution between weak leaf and strong one.

3.1.4. Vigor Measurement of Mandarin Orange Leaves by Using Fluorescent Method

The measurements were made at three areas in each leaf shown in the Figure 5b in order to
find the pigment distribution inside the leaf. First, the distribution of pigments inside each leaf was
examined for 10 leaves taken from three trees of weak vigor (weak leaf) and for another 10 leaves taken
from three trees of strong vigor (strong leaf). Each bar in the chart of Figure 20 shows the difference
among the three areas for the good color leaf of strong vigor, bad color leaf of weak vigor and good
color of weak vigor. Figure 20a corresponds to the result of chlorophyll (CHL), Figure 20b corresponds
to that of flavonol (FLAV), Figure 20c corresponds to that of anthocyanin (ANTH), and Figure 20d
corresponds to that of nitrogen balance index (NBI).
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(a) (b)

(c) (d)

Figure 20. Comparison of each index of various leaves: (a) The rusult of chlorophyll; (b) The result of
flavonol; (c) The result of anthocyanin; (d) The result of NBI.

As a result, the difference in each value among the three areas was hardly found in the case of
the strong leaf. Meanwhile, as is shown in Figure 20, in the case of the weak leaves, it was found
that a leaf with a good color has a similar tendency as the strong leaf, and the leaf with bad color has
a difference among the three areas inside the leaf for CHL and NBI. Although there is a little problem
in the weak leaf, the average value of the three areas was used as a representative value of each leaf in
the later discussion. According to the results of the CHL, FLAV, ANTH and NBI for 10 weak leaves
and for another 10 strong leaves, the CHL is distributed from 22 to 42 for the weak leaves, while it is
distributed from 38 to 52 for the strong leaves. The ANTH is around 0.1 for the weak leaves and the
existence of anthocyanin was confirmed while it was almost 0 in the strong leaves and no anthocyanin
was found. The FLAV is distributed from 1.4 to 1.8 for the weak leaves while it is distributed from
1.3 to 1.6 for the strong ones. The tendency that the FLAV of the weak leaf is slightly higher than that
of the strong leaf was observed. The NBI showed a similar tendency to the CHL. That is, the NBI is
distributed from 13 to 30 for the weak leaves while it is distributed from 30 to 42 for the strong ones.

Figure 21 shows the relationship between ANTH and NBI for strong leaves and weak leaves.
As for the strong leaves, a weak negative correlation was found between the ANTH and NBI
(Figure 21a). Meanwhile, in the case of the weak leaf, a strong negative correlation was found
and the correlation coefficient was 0.95 (Figure 21b).

Generally, photosynthesis is caused by a light reaction (electron transfer system) that generates
biochemical energy such as ATP and NADPH and a dark reaction (Calvin cycle) that immobilizes
the carbon dioxide using these biochemical energies. The energy of sunlight is entirely used to
immobilize the carbon dioxide when the light reaction is balanced with the dark reaction. However,
the surplus energy that is not used for immobilization of the carbon dioxide contributes to active
oxygen generation in the plant body and tissue destruction occurs when the solar energy uptake by
the light reaction exceeds the carbon dioxide fixation by the dark reaction. As one of the defense
mechanisms to this phenomenon, it is known that resolving the chlorophyll that takes part in the light
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reaction and generating anthocyanins reduces the surplus sunlight, and the light reaction is made to
balance with the dark reaction [23]. The negative correlation between the ANTH and CHL obtained in
our experiments seems to be consistent with this fact.

    (a)        (b) 

Figure 21. Correlation between ANTH and NBI: (a) Leaves of strong vigor; (b) Leaves of weak vigor.

3.1.5. Vigor Measurement of Mandarin Orange Leaves Using Fluorescent X-ray Method

It is necessary to determine the suitable beam exposure time for the fluorescence X-ray analysis
of a leaf. Firstly, after changing the irradiation time to 30, 60, 90, 120 and 150 s we carried out FXR
analysis of the leaf, using two kinds of beams, beam 1 and beam 2. As a result, the characteristic peak
heights for the typical elements were almost the same in all the data. Therefore, the irradiation time
for beam 1 was selected to be 30 s, and that for beam 2, as 60 s and these irradiation times were used
for all the experiments. The measured values of the fluorescence X-rays were normalized using the
peak intensity of RhLα (approximately 2.71 keV) generated by irradiation [8]. The measurements were
then made at three areas of each leaf shown in the Figure 5b in order to find the element distribution
inside the leaf. The distribution of elements inside each leaf was examined for 10 leaves taken from
three trees of weak vigor (weak leaf) and for another 10 leaves taken from three trees of strong vigor
(strong leaf) by fluorescence X-ray analysis the same as the fluorometric analysis.

As a result, both the weak and strong leaves have a slight difference in the element contents
among the three areas. Figure 22 shows the FXR spectroscopic data of three areas for the strong leaf.
Although there is a slight distribution inside the leaf, the average value of the three areas was used as
a representative value of each leaf in the later discussion. Table 4 shows the average element values
of 10 weak leaves and that of 10 strong values. The kind of the detected element was quite different
between these two groups. Twelve kinds of elements were detected in the weak leaf while 24 kinds
were found in the strong leaf.

Figure 22. Normalised fluorescence X-ray spectroscopic data of strong leaf.
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Table 4. Average element values of strong and weak values.

Metal
Average Content

(%, ppm)
Sample
Number

Evaluation Metal
Average Content

(%, ppm)
Sample
Number

Evaluation

LE (%) 73.7 30 LE (%) 71.9 30
Ti (%) 20.3 30 Ti (%) 22.4 30
Ca (%) 3.30 29 Optimum Ca (%) 3.19 30 Optimum
K (%) 1.33 29 Optimum K (%) 1.01 30 Optimum
S (%) 0.230 29 S (%) 0.201 30

P (%) 0.112 26 A little
deficiency P (%) 0.0952 30 Deficiency

Si (ppm) 855 29 Si (ppm) 764 30
Mn (ppm) 380 30 Excess Mn (ppm) 375 30 Excess
Fe (ppm) 138 30 Optimum Fe (ppm) 155 30 A little excess
Cu (ppm) 87.2 30 A little excess Cu (ppm) 72.0 19 A little excess
Zn (ppm) 49.5 14 Optimum Zn (ppm) 37.4 8 Optimum
Mo (ppm) 22.3 22 Excess Mo (ppm) 23.5 19 Excess
Ni (ppm) 20.2 6 A little excess Ni (ppm) 42.7 4 Excess

Mg 0 Mg 0
Co 0 Co 0

The meaning of the amount of each detected element for the tree vigor was then examined using
“The Shizuoka Prefecture Soil Fertilizer Handbook” as a reference (Table 5).

Table 5. Information on the appropriate kinds and contents of elements inside a leaf.

Crop
Name

Content
Concentration in Dry Matter (%)

Nitrogen (N) Phosphorus (P) Potassium (K) Calcium (Ca) Magnesium (Mg)

mandarin
orange

deficiency under 2.3 under 0.10 under 0.7 under 2.0 under 0.10

optimum 2.9~3.4 0.16~0.20 1.0~1.6 3.0~6.0 0.30~0.60

excess over 4.0 - over 1.8 over 7.0 -

Crop
Name

Content

Concentration in Dry Matter (ppm)

Boron
(B)

Manganese (Mn) Iron (Fe) Zinc (Zn)
Copper

(Cu)
Molybdenum

(Mo)
Nickel (Ni)

Cobalt
(Co)

mandarin
orange

deficiency under 30 under 30 under 35 under 10 under 4 under 0.05 - -

optimum 30~100 30~100 50~150 30~100 10~50 0.2~3.0 2.0~15 5~20

excess over 170 over 150 over 250 over 200 over 150 - over 25 over 30

Table 5 shows the information on the appropriate kinds and contents of the elements inside the
mandarin orange leaf. A comparison was made between the actual measurement results in Table 4
and a desirable amount of the element listed in Table 5. As a result, we had a diagnostic outcome that
the content of Ca, K, Fe, Zn, and Cu are suitable, P is a somewhat small amount, and Ni and Mo are in
excess for the strong leaf, while Ca and K are suitable, Fe is in a somewhat small amount, P is lacking,
and Mn and Ni are in excess for the weak leaf (Table 4). In this diagnosis, however, the elements of N
and B cannot be detected by the hXRF among the essential elements shown in Table 5, and the proper
quantity of Mg for the plant, 0.3 to 0.6%, was not evaluated because the hXRF techniquer can only
detect weight percent concentrations of Mg of no less than 1% in a sample.

3.2. Future Prospects of the Cultivation Indices and Tree Vigor Sensing

In this study, we developed the cultivation management system that provides cultivation indices
for farmers at the vineyard. On the other hand, we also verified the effectiveness of mandarin orange
tree vigor diagnosis using multi-band optical sensing.

The next objective of our study has four topics: firstly, to confirm the availability of the cultivation
indices for grapevine in Japan, secondly, to replace the WSN in the orange grove and introduce
a cultivation management system similar to the system in the vineyard and to develop appropriate
cultivation indices for mandarin orange in Japan, thirdly, to verify the availability of the tree vigor
diagnosis using multi-band optical sensing of vines and lastly, to store multi-band optical sensing data
related to tree vigor in cloudSense and to standardize the terminology and UOM.
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Since the main aim of this kind of service is to improve farmers’ cultivation management practices,
growing environmental information and tree vigor information must be combined from the plant
physiological point of view in order to provide more useful cultivation indices. Recently, several
studies about sap flow sensing and translocation in the phloem have been started. Especially, sap
flow sensing research has been carried out in the Tomi-no-oka vineyard and we plan to connect a
sap flow sensor to the SP-0050 node in the WSN [24]. On the other hand, research on the sensing of
translocation in the phloem by using IR-spectroscopy is also ongoing [25,26]. This information could
play an important role to improve cultivation indices.

4. Conclusions

We have developed a new WSN with a weather station and soil moisture sensors. The integrated
system consisting of the WSN system and cloudSense will enable us to develop an effective web
application for farmers. In future studies, there are three tasks, such as improvement of the durability
of the WSN and accuracy of the sensors, a web application service that shows indexes of plant growth
useful for farmers and a suitable cloud design for agricultural service, and design of a low-cost and
energy-saving WSN.

The results in this paper could play a very important role in the health diagnosis of plants for
agriculture based on optically sensed results. As for the optical and spectroscopic sensing, the
combination of some sensing techniques could extract more precious quality information. It is
necessary to totally understand the integrative quality of agricultural products, and the optically sensed
information should be represented in the information to be easily understood, and the development of
visualization technology for the complex sensing information of agricultural products is also desired.

In the near future, the advanced sensing technology such as sap flow sensing could be linked
to WSN and the physiologically-based knowledge of agricultural plants. By the assimilation and
optimization of such subjects, the comprehensive vigor of agricultural plants could be evaluated by the
science-based system for the sustainable supply of high quality agricultural materials. Furthermore,
multi-band optical sensing data relating with tree vigor should be stored in cloudSense in order to
provide more useful cultivation indices for farmers at the field. We shall also apply WSN knowledge
acquired in vineyard to the mandarin orange grove and also apply the multi-band optical sensing
knowledge acquired in mandarin orange grove to the vineyard.
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Abstract: This study investigated the abilities of pre-processing, feature selection and machine-
learning methods for the spectroscopic diagnosis of soil arsenic contamination. The spectral data
were pre-processed by using Savitzky-Golay smoothing, first and second derivatives, multiplicative
scatter correction, standard normal variate, and mean centering. Principle component analysis
(PCA) and the RELIEF algorithm were used to extract spectral features. Machine-learning methods,
including random forests (RF), artificial neural network (ANN), radial basis function- and linear
function- based support vector machine (RBF- and LF-SVM) were employed for establishing diagnosis
models. The model accuracies were evaluated and compared by using overall accuracies (OAs).
The statistical significance of the difference between models was evaluated by using McNemar’s test
(Z value). The results showed that the OAs varied with the different combinations of pre-processing,
feature selection, and classification methods. Feature selection methods could improve the modeling
efficiencies and diagnosis accuracies, and RELIEF often outperformed PCA. The optimal models
established by RF (OA = 86%), ANN (OA = 89%), RBF- (OA = 89%) and LF-SVM (OA = 87%) had
no statistical difference in diagnosis accuracies (Z < 1.96, p < 0.05). These results indicated that it
was feasible to diagnose soil arsenic contamination using reflectance spectroscopy. The appropriate
combination of multivariate methods was important to improve diagnosis accuracies.

Keywords: visible and near-infrared reflectance spectroscopy; heavy metal contamination; spectral
pre-processing; feature selection; machine-learning

1. Introduction

Soil heavy metal contamination demands effective methods for diagnosing suspected
contaminated areas and controlling the rehabilitation process. There is increasing interest in using
visible and near-infrared reflectance spectroscopy (VNIRS, 350–2500 nm) to measure soil heavy metal
contents and to map its spatial distribution [1], since this technique provides a non-destructive, rapid,
and cost-effective method for measuring several soil properties from a single scan, and requires
minimal sample preparation and hazardous chemicals [2].

The spectroscopic measurement of heavy metals is usually feasible because of their indirect
relationships with some spectral feature soil properties, such as organic matter, iron-oxides or
clays [1]. Therefore, the spectral information for soil heavy metal estimations is weak, indirect,
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and non-specific. Moreover, the spectral features of soil properties in visible/near-infrared spectra
are largely overlapping, while other factors, such as surface roughness, moisture content, and
organic matter of soil, also weaken the spectroscopic measurement of soil properties [3]. Thus,
the analysis of visible/near-infrared spectra requires the use of multivariate chemometric techniques
to mathematically extract useful information for soil property estimations.

Pre-processing techniques are commonly used to reduce the random noise, baseline drift and
multiple scattering effects in the spectra [1]. For instance, Savitzky-Golay (SG) smoothing is adopted
to increase the spectral quality by eliminating random noise. Derivative transformation can remove
background interferences, resolve overlapping spectra and minimize the baseline drift caused by the
differences in grinding and optical setups [4]. Multiplicative scatter correction (MSC) and standard
normal variate (SNV) seek to eliminate the multiplicative interferences of scattering and particle size [5].
Moreover, data enhancement algorithms, such as mean centering (MC) and normalization, are able
to highlight the diversities of spectral data, reduce redundant information, and simplify calibration
models [5]. For soil reflectance spectroscopy, the type and amount of pre-processing required are
data-specific; no single or combination of pre-processing techniques will work well with all data sets [6].

Feature selection techniques, such as successive projection algorithm (SPA), uninformative
variables elimination (UVE) and genetic algorithm (GA), are often applied to remove uninformative
spectral bands and to select optimal spectral variable subsets for establishing regression models [7,8].
SPA is a forward feature selection technique, and it uses a simple projection operation in a vector
space to minimize the collinearity problem [9]. UVE detects uninformative spectral variables based
on a stability analysis of regression coefficients (b-coefficient) [10]. GA uses a probabilistic, non-local
search process to randomly select an initial spectral data-set and to optimize this data set by considering
many combinations of spectral variables and their interactions [10]. In soil spectroscopy, GA always
results in better performances than SPA and UVE for soil property estimates [7,8].

These feature selection methods are designed to select features to improve the estimation of
numerical variables, such as soil property contents, and they are inappropriate to reduce dimensionality
and select features for classifying nominal variables, such as heavy metal contamination levels.
Principal component analysis (PCA) and the RELIEF algorithm have been widely applied for feature
selection in the classification applications, such as image classification and text categorization [11].
However, as far as we know, PCA and RELIEF have rarely been employed to select features for
diagnosing soil heavy metal contamination from soil reflectance spectra.

From a large data-set using trained models, data mining techniques automatically or
semi-automatically uncover patterns, which are used on a new data-set for prediction [12]. Various
data mining techniques, such as principal component regression (PCR) [13], partial least squares
regression (PLSR) [14–16], artificial neural network (ANN) [4], multivariate adaptive regression
splines (MARS) [17] and support vector machine (SVM) [18–20] were employed to train models from
spectral data for estimating soil properties, including heavy metals. The ‘training model’ process is
synonymously described as ‘machine-learning’, which can be defined as the process of discovering the
relationships between predictor and response variables using computer-based statistical methods [21].
In soil science, machine-learning techniques have been used to classify soil types, soil depth classes,
and soil drainage classes [22]. However, few studies have adopted machine-learning techniques to
diagnose soil heavy metal contamination from soil reflectance spectroscopy [23].

Several studies have adopted multivariate chemometric techniques to quantitatively predict heavy
metal contents in agricultural soils by using reflectance spectroscopy. For example, Ren et al. [24]
used PLSR to establish a quantitative relation between reflectance spectra and As, and Cu contents in
agricultural soils; Wu et al. [13] predicted Hg concentration in suburban agricultural soils of the Nanjing
region by using PCR and reflectance spectra within the visible-near-infrared region. By reviewing
the literature on soil heavy metal predictions, it is found that the prediction accuracies of soil heavy
metal contents usually cannot reach a good quantitative level (the recommended R2 of 0.81 or above
for soil analysis [25]) because of the indirect prediction mechanisms. For practical applications, such as
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soil heavy metal monitoring, contamination remediation, or digital soil mapping, the diagnosis of soil
heavy metal contamination may be sufficient rather than accurate heavy metal content estimations.
However, at present, soil reflectance spectroscopy is rarely employed to qualitatively diagnose soil
heavy metal contamination. To the best of our knowledge, Bray et al. [23] were the first to employ
an ordinal logistic regression technique to diagnose Cd, Cu, Pb and Zn contamination in urban soils
from reflectance spectra. Therefore, it is interesting and necessary to extend the knowledge about the
diagnosis of soil heavy metal contamination by using soil reflectance spectroscopy.

In China, arsenic content has continuously increased in agricultural soils during the past 30 years,
because of some anthropogenic activities, such as chemical fertilizers, arsenic-bearing pesticides,
animal manures, mining, smelting, and irrigation with arsenic-contaminated water [26]. Excessive
arsenic accumulation in agricultural soils can hinder the crops’ growth and decrease the yield and
quality of agricultural products. Moreover, as a potent carcinogen, arsenic might pose a serious health
threat to the human body, such as malignant arsenical skin lesions, respiratory disease, gastrointestinal
disorder, liver malfunction, nervous system disorder and haematological diseases [27].

Given the importance of monitoring arsenic contamination in agricultural soils, this study
aimed to compare the abilities of pre-processing techniques (derivative transformations, MSC, SNV,
MC) and machine-learning techniques (random forests (RF), ANN, and SVM) in diagnosing soil
arsenic contamination from soil reflectance spectroscopy, and to investigate whether the feature
selection approaches (PCA and RELIEF) could improve the diagnosis accuracy by using different
machine-learning methods. The result of this study is expected to establish a technical process for
diagnosing soil heavy metal contamination by using soil reflectance spectroscopy.

2. Materials and Methods

2.1. Soil Samples

In total, 195 historical soil samples collected in Yixing and Zhongxiang regions were used for this
work. Yixing (Figure 1b) is located in the south of Jiangsu Province, China, with an annual temperature
of 15.7 ◦C and a mean annual precipitation of 1177 mm. Zhongxiang (Figure 1c) is situated in the
middle of Hubei Province, China, and its mean annual temperature is 15.0 ◦C with a mean annual
precipitation of 961 mm. Yixing’s dominant soil types are dystric cambisols, lixisols, anthrosols, alisols,
calcaric fluvisols, calcisols, cambisols and gleysols for different crop cultivation [20]. The soils collected
from Zhongxiang mainly belong to anthrosols for rice planting [28]. At each sample site, surface
soils (0–10 cm) were collected. The industrial wastewater, exhaust gas or waste residues produced
by local chemical factories are the major causes of arsenics contamination in agricultural soils in the
Zhongxiang region [28]; in Yixing, the contamination may mostly result from sewage irrigation, parent
materials or vehicle exhausts [29].

 

Figure 1. Study areas (a) and spatial distribution of soil samples in Yixing (b) and Zhongxiang (c).
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2.2. Laboratory Spectrum and Soil Arsenic Content Measurement

Soil samples were air-dried and ground in a mechanical agate grinder to a particle size of ≤2 mm.
The diffuse reflectance spectra were measured by using the FieldSpec3 portable spectroradiometer
(ASD Inc., now PANalytical Company, Boulder, CO, USA) with a spectral range of 350 to 2500 nm.
The spectral measurements were conducted in a dark room. The air-dried and ground soil sample was
placed in a 10 cm diameter petri dish with a thickness of approximately 15 mm. A 50 W halogen lamp
was used as the light source, which was positioned 30 cm away from soil sample, with a 15◦ zenith
angle [20]. The optical probe was installed about 15 cm above the soil sample. A Spectralon panel
(Labsphere, North Sutton, NH, USA) was used for white referencing once every six measurements.

After spectral measurement, soil samples were further ground, and passed through a 100-mesh
sieve (0.15 mm). The finely ground soil samples were digested by HF-HClO4-HNO3. The arsenic
contents of digested samples were then analyzed by using a hydride generation atomic fluorescence
spectrometry (HG-AFS) method [30]. Certified soil reference materials (GBW 07401, GBW 07402,
and GBW 07407, National Research Center for Certified Reference Materials of China) were used to
verify the precision of HG-AFS method.

For the purpose of diagnosis, the measured soil arsenic contents were coded into binary 0 or 1,
describing uncontaminated or contaminated samples, respectively. The index of geo-accumulation
(Igeo) [31] was applied to assess the arsenic contamination in the soils:

Igeo = log2
MAs

1.5BAs
(1)

where MAs is the measured arsenic contents in the soils, BAs is the geochemical background value
of arsenic (13 mg·kg−1), the constant of 1.5 was used to eliminate fluctuations caused by regional
differences and anthropogenic influences [31]. Igeo ≤ 0 indicates practically uncontaminated, whereas
Igeo > 0 means contaminated [31].

2.3. Pre-Processing Transformations

The whole measured soil arsenic content data and their corresponding spectral data were divided
into training (n = 98) and test (n = 97) data sets using a Kennard-Stone algorithm [32], which is effective
for selecting spectra-representative samples for model development. The reflectance spectra were
first reduced to 400–2450 nm to remove the wavelengths with high noise effects at the spectral edges.
The reflectance spectra were then SG smoothed with a moving window of 9 nm. The smoothed spectra
were resampled to 10 nm intervals (e.g., 400, 410, and 420 nm, etc.) to eliminate the data redundancy by
using a Gaussian model [4]. Moreover, first and second derivatives, MSC, SNV and MC of reflectance
spectra were performed for soil spectra to enhance spectral features and to further establish robust
diagnosis models. Reflectance spectra were transformed into log(1/Reflectance) before MSC and SNV
were performed.

2.4. Feature Selection

PCA and the RELIEF algorithm were applied to extract features from spectral variables of the
training data-set. PCA was an optimal linear scheme for extracting several principle components
(PCs) from high dimensional variables, and the extracted components can hold the majority of the
variables’ information. The RELIEF algorithm, first described by Kira and Rendell [33], was used
as a simple, fast and effective approach to weigh variables, and its output is the ranking weights
between −1 and 1 for spectral variables, in which the more positive weights indicate more predictive
spectral variables. In this study, PCA and the RELIEF algorithm were implemented in Weka (Waikato
Environment for Knowledge Analysis). The number of PCs was determined by the diagnosis accuracy
of the calibration. The threshold for the RELIEF weight value was set to 0, and the scattered spectral
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bands with local extreme weights were selected as spectral features to avoid the multicollinearity
among RELIEF-selected features.

2.5. Multivariate Diagnosis Analysis

Machine-learning methods, such as RF, ANN and SVM, were employed for calibrating diagnosis
models using the training data set. For brevity, the summaries of these techniques were provided, and
some key references were cited. Interested readers may find more details about these techniques in
these references. In this study, the machine-learning methods were implemented by using a R-based
Rattle package developed by Williams [34].

2.5.1. Random Forests (RF)

RF, introduced by Breiman [35], is an ensemble learning method that constructs a multitude of
decision trees. For the RF learner, each tree is independently trained from a randomized bootstrap
sample of the entire training data set, and a subset of explanatory variables is randomly selected for the
node-splitting rules in each tree [36]. In classification, trees are voted by majority [35]. The RF depends
only on two user-defined parameters: the number of variables in each random subset (nv) and the
number of trees in the forest (nt). In this study, the nv was optimized from 1 to the total number of
variables with increments of 1, and nt from 0 to 1000 by increments of 10. The variable that is important
for RF modeling can be determined by mean decrease GINI values.

2.5.2. Artificial Neural Network (ANN)

The concept of ANN learner may date back to 1940s when McCulloch and Pitts [37] initially
planned to develop a virtual “central nervous system” for computer modeling. The design of ANN
simulates the data processing in biological nervous systems. The structure of an ANN consists of a set
of interconnected neurons. Some neurons are adopted for the reception of information, others for its
forwarding and storage, and another group for the outward release of information [38]. Neurons are
connected to each other through weighted synapses. In an ANN, the number of hidden layers and
neurons in each hidden layer ought to be optimized [21]. In this study, the number of hidden layers
was optimized by iterating this parameter from 1 to 20, and the number of neurons in each layer was
set as the total number of variables.

2.5.3. Support Vector Machine (SVM)

SVM is a kernel-based machine learning method developed on the basis of statistical learning
theory [39]. SVM applies a kernel function to map training data into a higher dimensional feature
space, and computes separating hyperplanes that achieve maximum separation (margin) between the
classes [40]. The maximum separation hyperplane is the training data on the margin, which are called
support vectors. The quality of the SVM classifier is affected by the type of kernel function, kernel
width (γ) and regularization parameter (C) [40]. In this study, radial basis function (RBF) and linear
function (LF) were adopted as kernel functions, respectively.

2.6. Validation and Comparison of Diagnosis Models

The calibrated models were applied for diagnosing the contaminated and uncontaminated soil
samples of the test data-set. The overall accuracy (OA, Equation (2)) [38] of the test data-set was
calculated and employed for comparing the diagnosis abilities of multivariate methods. The same
computer environment was kept for running different machine-learning algorithms.

OA =
pp + nn

pp + np + pn + nn
(2)

where the meanings of pp, np, pn and nn are displayed in Table 1.
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Table 1. Confusion matrix of observed and diagnosed soil samples for calculating overall accuracy 1.

Allocation

Observed

Contaminated
(Positive, Value = 1)

Uncontaminated
(Negative, Value = 0)

Predicted
Contaminated (positive, value = 1) pp np

Uncontaminated (negative, value = 0) pn nn

1 pp: number of correctly diagnosed contaminated soil samples; np: number of falsely diagnosed uncontaminated
soil samples; pn: number of falsely diagnosed contaminated soil samples; nn: number of correctly diagnosed
uncontaminated soil samples.

The statistical significance of the difference between diagnosis models was evaluated by using
McNemar’s test [41], which is based on a binary distinction between correct and incorrect class
allocations (Table 2). McNemar’s test is also based on the standardized normal test statistic expressed
in Equation (3):

Z =
f12 − f21√

f12 + f21
(3)

Therefore, the test is focused on the cases that are correctly diagnosed by one classifier but
misdiagnosed by the other. Two diagnosis models may exhibit different accuracies at the 95% level of
confidence if Z > |1.96|.

Table 2. Assessment of the statistical significance of the difference between two diagnosis models using
McNemar’s Test 1.

Allocation
Diagnosis Model 2

Correct Incorrect

Diagnosis model 1 Correct f 11 f 12
Incorrect f 21 f 22

1 f 12: the test soil samples that are correctly diagnosed by diagnosis model 1 but misdiagnosed by diagnosis model 2;
f 21 the test soil samples that are correctly diagnosed by diagnosis model 2 but misdiagnosed by diagnosis model 1.

3. Results

3.1. Soil Arsenic and the Spectra

The percent mean standard error of the HG-AFS method for arsenic determination was 2.9%.
The descriptive statistics of soil arsenic of the 195 soil samples are shown in Table 3. For the total data
set, the soil arsenic contents varied from 1.91 to 133.36 mg·kg−1, with a mean of 18.13 mg·kg−1 and
a standard deviation of 18.67 mg·kg−1. Considering Igeo values, 27%, 26% and 29% of samples were
contaminated by arsenic in total, training and test data sets, respectively.

Table 3. Statistical descriptions for the arsenic contents (mg·kg−1) and the percent value of
contaminated samples (per %) 1.

No. Minimum Maximum Mean Std. Per %

Total data set 195 1.91 133.36 18.13 18.67 27
Training data set 98 1.91 106.10 12.70 16.81 26

Test data set 97 4.40 133.36 19.00 20.43 29
1 No.: number of samples; Std.: standard deviation.

The mean value and standard deviation of original and pre-processed spectra for contaminated
and uncontaminated soil samples are shown in Figure 2. Three prominent absorption peaks around
1400, 1900 and 2000 nm are visibly water absorption features [42] (Figure 2a); MC centered the
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reflectance spectra on 0 values (Figure 2b); SNV (Figure 2c) and MSC (Figure 2d) had similar spectral
curves, and served the same purpose to remove the multiple scattering effects in the reflectance spectra;
first (Figure 2e) and second (Figure 2f) derivatives minimized the baseline drift and highlight the
minor absorption features of reflectance spectra. These demonstrated that the original reflectance and
pre-processed spectra of uncontaminated and contaminated soil samples were overlapped, which
indicates that there might exist a nonlinear relationship between spectra and soil arsenic contamination.

 

Figure 2. Cont.
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Figure 2. The reflectance spectra and the three first principal components (PC1, PC2 and PC3) for the
contaminated and uncontaminated soil samples: (a) original reflectance spectra, (b) mean centering
spectra, (c) standard normal variate spectra, (d) multiplicative scatter correction spectra, (e) first
derivative spectra, and (f) second derivative spectra.

3.2. Principal Components and RELIEF Selected Features

The first three loadings of the PCA analysis for original reflectance and pre-processed spectra
were displayed in Figure 2. The score plots showed that the spectral space of the contaminated samples
fell into those of uncontaminated samples. This meant that the linear classifier might be unable to
effectively diagnose contaminated or uncontaminated soil samples by using principal components.

The RELIEF weights and the selected spectral features are displayed in Figure 3. The RELIEF
weights of the MC spectra (Figure 3b) had the same values as those of original reflectance spectra
(Figure 3a), thus the same spectral variables at 400, 470, 930, 1090, 1840, 2140, 2350 and 2400 nm were
selected as spectral features for original reflectance and MC spectra. The RELIEF weights of SNV
(Figure 3c) and MSC (Figure 3d) processed spectra showed the same tendency, and the same spectral
variables at 470, 1100, 1420, 1780, 1910 and 2120 nm were identified as spectral features. Spectral
variables at 410, 490, 540, 640, 820, 1210, 1300, 1460, 1940 and 2210 nm (Figure 3e), and variables at 570,
670, 750, 810, 990, 1290, 1400, 1570, 1890, 1990, 2150 and 2220 nm (Figure 3f) were selected as spectral
features for first and second derivatives, respectively. Compared with the original reflectance, MC,
SNV and MSC spectra, first and second derivatives resulted in more spectral features with higher
RELIEF weights.

 

Figure 3. Cont.
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Figure 3. RELIEF weights and the selected spectral features for original reflectance spectra (a), mean
centering spectra (b), standard normal variate spectra (c), multiplicative scatter correction spectra (d),
first derivative spectra (e), and second derivative spectra (f). The threshold of RELIEF weight was set
to 0 (horizontal dashed lines).

3.3. Comparison of the Abilities of Different Methods

The operation times, parameter setting, and validated OAs for diagnosis models by using
different methods are illustrated in Table 4. The results showed that (1) the suitable combination
of pre-processing and feature selection was vital to improve OAs of each machine-learning method;
(2) feature selection methods, PCA and RELIEF, could improve modeling accuracies and decrease
operation times of modeling, and RELIEF often outperformed PCA; (3) derivative transformation
often resulted in the best diagnosis models. The optimal models for RF, ANN, LF and RBF-SVM were
described as follows:
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3.3.1. RF

The optimal pre-processing method for the RF model was second dervative. The best RF model
was calibrated by using 12 RELIEF-selected spectral features, and the optimized nv and nt of the RF
model were 3 and 50, respectively. The mean decrease GINI values (Figure 4) showed the importance
of the spectral features for RF modeling in descending order as 2150, 810, 1400, 670, 1890, 2220, 1290,
570, 990, 750, 1570 and1990 nm. The validated OA for the RF model was 86%, which mean that the
RF model correctly diagnosed 86% of soil samples in the test data-set (Figure 5a).

 

Figure 4. Mean decrease GINI values for RELIEF-selected spectral features.

 

Figure 5. Values of samples predicted by using: (a) second derivative spectra (second), RELIEF and
random forests; (b) first derivative spectra (first), principle component analysis and artificial neural
network; (c) second, RELIEF and radial basis function-based support vector machine (SVM); and
(d) first, RELIEF and linear function-based SVM. Value 1 indicates contaminated, and value 0 indicates
uncontaminated. The correctly-diagnosed and misdiagnosed samples are displayed in the figures.

3.3.2. ANN

The optimal pre-processing method employed for ANN modeling was first derivative; PCA was
selected as the feature selection method, and the number of hidden layers was three. The factor number
for modeling was eight, and the first eight PCs explained approximately 99% of the variation of the
spectral data. The ANN model correctly diagnosed 89% of soil samples in the test data-set (Figure 5b).
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3.3.3. SVM

Second derivative was the optimal pre-processing method for RBF-SVM, and first derivative was
the optimal pre-processing method for LF-SVM. The optimized C and γ for RBF-SVM were 1 and
0.06, respectively, while the optimized C for LF-SVM was 1. By adopting 12 RELIEF-selected spectral
features, the RBF-SVM model correctly diagnosed 89% of soil samples in the test data-set (Figure 5c);
and the LF-SVM model correctly diagnosed 87% of soil samples by using the RELIEF-selected spectral
features (Figure 5d).

3.3.4. Model Comparison

Figure 5 displayed the predicted values of samples in the test dat-set by using three optimal
diagnosis models. McNemar’s test applied to these diagnosis models showed that the Z values were
all less than 1.96 (Table 5), which indicated that there was no statistical difference in the diagnosis
abilities of these optimal diagnosis models (p < 0.05).

Table 5. Z Values of McNemar’s test between the optimal diagnosis models.1

Second + RELIEF + RF First + PCA + ANN Second + RELIEF + RBF-SVM

First + PCA + ANN 0.24
Second + RELIEF + RBF-SVM 0.90 0.00

First + RELIEF + LF-SVM 0.30 0.26 0.41
1 Second: second derivative spectra; First: first derivative spectra; PCA: principle component analysis; RF: random
forests; ANN: artificial neural network; SVM: support vector machine; RBF: radial basis function; LF: linear-function.

4. Discussion

In this study, with the combination of pre-processing, feature selection and machine-learning
methods, the OAs for soil arsenic contamination diagnosis achieved a satisfactory level (OA > 85%).
This result demonstrated that VNIRS could be applied to diagnose soil arsenic contamination, although
in the process of developing diagnosis models, VNIRS technology depended on conventional methods
for providing the ground-truth of soil heavy metal contamination. Compared with conventional
methods, this study confirmed that VNIRS might allow for faster and cheaper classification of soil
heavy metal contaminants in an increased spatial coverage, which has been suggested by Bray, Viscarra
Rossel and McBratney [23].

This study demonstrated that, to establish robust diagnosis models, the trial and error of various
pre-processing methods was vital. Pre-processing methods, including SNV, MSC, first derivative,
and second derivative, can be employed to eliminate the baseline drift caused by the difference in
particle size and optical setups [6]. Derivative transformations also enhance the minor absorption
features which may be useful to improve the diagnosis abilities of models. Nevertheless, derivative
transformation will add noises into the spectral data, generating more noises with the increase of
derivative orders [20]. Therefore, derivative transformations are often applied in conjunction with
a smoothing algorithm to amplify noise [6]. Our research suggested that, compared with other
pre-processing methods, derivative transformation was a more suitable pre-processing method for
developing diagnosis models.

Feature selection methods could improve modeling accuracies by eliminating uninformative
spectral variables and increase modeling efficiency by reducing the independent variables for
modeling [10]. PCA extracted principle components from spectral variables without consideration of
dependent variables (i.e., soil arsenic contamination in this study). However, RELIEF-selected spectral
features based on their contributions to the classification of dependent variables [33]. Therefore,
the results in this study indicated that RELIEF always outperformed PCA for diagnosing soil arsenic
contamination from hyperspectral spectra. We considered that, based on these factors, the RELIEF
algorithm was a more suitable method to select spectral features. Moreover, van Groenigen et al. [43]
demonstrated that pre-processing methods could strongly influence the reflectance spectra, and they
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will therefore have an impact on the spectral features. Therefore, in this study, the results indicated
that pre-processing methods affected the RELIEF-selected spectral features (Figure 3).

The establishment of robust diagnosis models by using different machine-learning methods
(i.e., RF, ANN, LF-SVM, RBF-SVM) depends on the selection of appropriate pre-processing and
feature selection methods. In addition, our study demonstrated that these optimal models for
machine-learning methods had no statistical difference in diagnosis abilities; moreover, RF was
superior to other machine-learning methods because of its ability to simplify parameter optimization
and its better models explanatory. In this study, based on mean decrease GINI values, wavelengths at
2150, 810, 1400, and 670 nm can be identified as the first four important wavelengths for diagnosing
arsenic contamination with the RF model. Wavelengths near 2150 and 810 nm relate to organic
matter, and spectral features near 1400 and 670 nm coincide with wavelengths related to mostly iron
oxides [42]. This might demonstrate that the diagnosis of arsenic contamination might depend on its
surrogated correlations with organic matter and iron oxides.

Over-fitting is a common problem for modeling. It means that the best diagnosis model for
the training data-set will not work well for the test data-set. RF is robust against over-fitting.
Breiman [35] observed that the error associated with the error of RF converged to a limit with
the increase in the number of trees in a forest. Nevertheless, in the case of ANN, over-fitting is
a serious problem [40]. RF is easily accessible to non-specialists because of its simplicity in parameters
optimization. However, for SVM, a number of hyper-parameters need to be optimized for each
kernel function [40], while its parameters optimization also requires considerable knowledge of the
frequently non-trivial underlying mathematics [40]. Moreover, complex machine-learning algorithms,
such as SVM and ANN, were not easily interpretable to present relationships between independent
and dependent variables [44]. However, RF, a method that performs a majority vote of tree-based
classifiers, is explicit and comprehensible, revealing the important spectral variables for modeling [40].
Variable importance in RF can be evaluated by the increase in prediction error when the out-of-bag
data are permuted for a certain variable, while keeping all other data constant. Considering these
advantages, we regarded RF as a more efficient machine-learning method for modeling soil arsenic
contamination levels.

This study investigated the abilities of laboratory reflectance spectroscopy to diagnose soil
arsenic contamination. The field and air-/space-borne imaging spectroscopy have the potential
to rapidly map heavy metal contamination over large areas [17,45,46]. Compared with laboratory
spectroscopy, the application of field or imaging spectroscopy faces some constraints, such as soil
surface, atmospheric and illumination conditions [47]. Therefore, the principles of this study should
be further tested with field and imaging data.

5. Conclusions

The spectroscopic diagnosis of soil arsenic contamination is feasible, and the appropriate
combination of pre-processing, feature selection and machine-learning methods is important for
diagnosis accuracies. The RELIEF algorithm is a simple and efficient method to extract spectral
features to improve modeling efficiency and diagnosis accuracy. Compared with ANN and SVM, RF is
a more optimal machine-learning method for developing diagnosis models, because of its ability to
simplify parameter optimization and its better models explanatory.
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Abstract: The feasibility of automated individual crop plant care in vegetable crop fields has increased,
resulting in improved efficiency and economic benefits. A systems-based approach is a key feature in
the engineering design of mechanization that incorporates precision sensing techniques. The objective
of this study was to design new sensing capabilities to measure crop plant spacing under different
test conditions (California, USA and Andalucía, Spain). For this study, three different types of optical
sensors were used: an optical light-beam sensor (880 nm), a Light Detection and Ranging (LiDAR)
sensor (905 nm), and an RGB camera. Field trials were conducted on newly transplanted tomato
plants, using an encoder as a local reference system. Test results achieved a 98% accuracy in detection
using light-beam sensors while a 96% accuracy on plant detections was achieved in the best of
replications using LiDAR. These results can contribute to the decision-making regarding the use of
these sensors by machinery manufacturers. This could lead to an advance in the physical or chemical
weed control on row crops, allowing significant reductions or even elimination of hand-weeding tasks.

Keywords: LiDAR; light-beam; plant localization; Kinect

1. Introduction

Precision agriculture requires accurate plant or seed distribution across a field. This distribution
is to be optimized according to the size and shape of the area in which nutrients and light are provided
to plant to obtain the maximum possible yield. These factors are controlled by the spacing between
crop rows and the spacing of plants/seeds in a row [1]. For many crops, row spacing is determined
as much by the physical characteristics of agricultural machinery used to work in the field as by
the specific biological spacing requirements of the crop [2]. According to the crop and machinery
used, the accuracy of planting by the precision transplanter/seeder to the desired square grid pattern
must be adequate for the operation of agricultural machinery in both longitudinal and transverse
crop directions.

The current designs of vegetable crop transplanters and seeders utilize several uncoordinated
planting modules mounted to a common transport frame. These systems use sub-optimal open-loop
methods that neglect the dynamic and kinematic effects of the mobile transport frame and of plant
motion relative to the frame and the soil. The current designs also neglect to employ complete
mechanical control of the transplant during the entire planting process, producing an error in the final
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planting position, due to the increased uncertainty of plant location as a result of natural variations in
plant size, plant mass, soil traction and soil compaction [3].

Accurately locating the crop plant, in addition to allowing automatic control of weeds, allows
individualized treatment of each plant (e.g., spraying, nutrients). Seeking to ensure minimum physical
interaction with plants (i.e., non-contact), different remote sensing techniques have been used for the
precise localization of plants in fields. For these localization methods, some authors have decided
to address automatic weed control by localizing crop plants with centimetre accuracy during seed
drilling [4] or transplanting [5,6] using a global positioning system in real time (RTK-GNSS). These
studies, conducted at UC Davis, have shown differences between RTK-GNSS-based expected seed
location versus actual plant position. The position uncertainly ranged from 3.0 to 3.8 cm for seeds,
and tomato transplants, the mean system RMS was 2.67 cm in the along-track direction. Nakarmi and
Tang used an image acquisition platform after planting to estimate the inter-plant distance along the
crop rows [7]. This system could measure inter-plant distance with a minimum error of ±30 cm and a
maximum error of ±60 cm.

Today, one of the biggest challenges to agricultural row crop production in industrialized
countries is non-chemical control of intra-row (within the crop row) weed plants. Systems such
as those developed by Pérez-Ruiz et al. [8] or the commercial platforms based on computer-controlled
hoes developed by Dedousis et al. [9] are relevant examples of innovative mechanical weeding
systems. However, the current effectiveness of mechanical weed removal is constrained by plant
spacing, the proximity of the weeds to the plant, the plant height and the operation timing. Other
methods for non-chemical weed control, such as the robotic platform developed by Blasco et al. [10]
(capable of killing weeds using a 15-kV electrical discharge), the laser weeding system developed
by Shah et al. [11] or the cross-flaming weed control machine designed for the RHEA project by
Frasconi et al. [12], demonstrate that research to create a robust and efficient system is ongoing.
A common feature of all these technological developments is the need for accurate measurement
of the distance between plants.

Spatial distribution and plant spacing are considered key parameters for characterizing a crop.
The current trend is towards the use of optical sensors or image-based devices for measurements,
despite the possible limitations of such systems under uncontrolled conditions such as those in
agricultural fields. These image-based tools aim to determine and accurately correlate several
quantitative aspects of crops to enable plant phenotypes to be estimated [13,14].

Dworak et al. [15] categorized research studying inter-plant location measurements into two
types: airborne and ground-based. Research on plant location and weed detection using airborne
sensors has increased due to the increasing potential of unmanned aerial systems in agriculture, which
have been used in multiple applications in recent years [16]. For ground-based research, one of the
most widely accepted techniques for plant location and classification is the use of Light Detection and
Ranging (LiDAR) sensors [17]. These sensors provide distance measurements along a line scan at a
very fast scanning rate and have been widely used for various applications in agriculture, including
3D tree representation for precise chemical applications [18,19] or in-field plant location [20]. This
research continues the approach developed in [21], in which a combination of LiDAR + IR sensors
mounted on a mobile platform was used for the detection and classification of tree stems in nurseries.

Based on the premise that accurate localization of the plant is key for precision chemical or
physical removal of weeds, we propose in this paper a new methodology to precisely estimate tomato
plant spacing. In this work, non-invasive methods using optical sensors such as LiDAR, infrared
(IR) light-beam sensors and RGB-D cameras have been employed. For this purpose, a platform was
developed on which different sensor configurations have been tested in two scenarios: North America
(UC Davis, CA, USA) and Europe (University of Seville, Andalucia, Spain). The specific objectives,
given this approach, were the following:
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- To design and evaluate the performance of multi-sensor platforms attached to a tractor (a UC
Davis platform mounted on the rear of the tractor and a University of Seville platform mounted
on the front of the tractor).

- To refine the data-processing algorithm to select the most reliable sensor for the detection and
localization of each tomato plant.

2. Materials and Methods

To develop a new sensor platform to measure the space between plants in the same crop row
accurately, laboratory and field tests were conducted in Andalucia (Spain) and in California (USA).
This allowed researchers to obtain more data under different field conditions and to implement the
system improvements required, considering the plant spacing objective. These tests are described
below, characterizing the sensors used and the parameters measured.

2.1. Plant Location Sensors

2.1.1. Light-Beam Sensor Specifications

IR light-beam sensors (Banner SM31 EL/RL, Banner Engineering Co., Minneapolis, MN, USA)
were used in two configurations: first as a light curtain (with three pairs of sensors set vertically,
Figure 1 central and Figure 4) and later a simpler setup, using only one pair of sensors (Figure 2), which
simplifies the system while still allowing the objective (plant spacing measurement) to be attained.
In the light curtain, light-beam sensors were placed transversely in the middle of the platform to detect
and discriminate the plant stem in a cross configuration to prevent crossing signals between adjacent
sensors. Due to the short range and focus required in laboratory tests, it was necessary to reduce
the field of view and the strength of the light signal by masking the emitter and receiver lens with a
3D-printed conical element. In laboratory tests, the height of the first emitter and receiver pair above
the platform was 4 cm, and the height of 3D plants (artificial plants were used in laboratory tests;
see Section 2.2) was 13 cm. In the field tests, the sensor was placed 12 cm from the soil (the average
height measured manually for real plants in outdoor tests was 19.5 cm) to avoid obstacles in the field
(e.g., dirt clods, slight surface undulations). In both cases, the receiver was set to obtain a TTL output
pulse each time the IR light-beam was blocked by any part of the plant. The signals generated by
the sensors were collected and time-stamped by a microcontroller in real time and stored for off-line
analysis. Technical features of the IR light-beam sensors are presented in Table 1.

Table 1. IR light-beam sensor features.

Operational Voltage (V) 10–30 V

Detection range (m) 30 m
Response time (milliseconds) 1 ms

Sinking and sourcing outputs (mA) 150 mA

2.1.2. Laser Scanner

A LMS 111 LiDAR laser scanner (SICK AG, Waldkirch, Germany), was used in the laboratory and
field testing platforms to generate a high-density point cloud on which to perform the localization
measurements. Its main characteristics are summarized in Table 2. The basic operating principle of
the LiDAR sensor is the projection of an optical signal onto the surface of an object at a certain angle
and range. Processing the corresponding reflected signal allows the sensor to determine the distance
to the plant. The LiDAR sensor was interfaced with a computer through an RJ 45 Ethernet port for
data recording. Data resolution was greatly affected by the speed of the platform’s movement; thus,
maintenance of a constant speed was of key importance for accurate measurements. During data
acquisition, two digital filters were activated for optimizing the measured distance values: a fog filter
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(becoming less sensitive in the near range (up to approximately 4 m)); and an N-pulse-to-1-pulse
filter, which filters out the first reflected pulse in case that two pulses are reflected by two objects
during a measurement [22]. Different LiDAR scan orientations were evaluated: scanning vertically
with the sensor looking downwards (Figure 1), scanning with a 45◦ inclination (push-broom) and a
lateral-scanning orientation (side-view).

 

Figure 1. Details of the sensors on the laboratory platform (vertical LiDAR and Light-beam sensors)
for the detection and structure of the modular 3D plant.

Table 2. LMS 111 technical data.

Operational Range From 0.5 to 20 m

Scanning field of view 270◦

Scanning Frequency 50 Hz
Angular resolution 0.5◦

Light source 905 nm
Enclosure rating IP 67

2.1.3. RGB-D Camera

A Kinect V2 commercial sensor (Microsoft, Redmond, WA, USA), originally designed for indoor
video games, was mounted sideways on the research platform during field trials. This sensor captured
RGB, NIR and depth images (based on time-of-flight) of tomato plants, although for further analysis,
only RGB images were used for the validation of stick/tomato locations obtained from the LiDAR
scans, as detailed in Section 2.4.3. Kinect RGB-captured images have a resolution of 1920 × 1080
pixels and a field of view (FOV) of 84.1 × 53.8◦, resulting in an average of approximately 22 × 20
pixels per degree. NIR images and depth camera have a resolution of 512 × 424 pixels, with an
FOV of 70 × 60◦ and a depth-sensing maximum distance of 4.5–5 m. Although systems such as the
Kinect sensor were primarily designed for use under controlled light conditions, the second version
of this sensor has higher RGB resolution (640 × 480 in v1) and its infrared sensing capabilities were
also improved, enabling a more lighting-independent view and supporting its use outdoors under
high-illumination conditions. Despite this improvement, we observed that the quality of the RGB
images were somewhat affected by luminosity and direct incident light, and therefore, the image must
be post-processed to obtain usable results. The images taken by the Kinect sensor were simultaneously
acquired and synchronized with the LiDAR scans and the encoder pulses. Because the LabVIEW
software (National Instruments, Austin, TX, USA) used for obtaining the scan data was developed
to collect three items (the scans themselves, the encoder pulses and the timestamp), a specific Kinect
recording software had to be developed to embed the timestamp value in the image data. With the
same timestamp for the LiDAR and the image, the data could be matched and the images used to
provide information about the forward movement of the platform.

2.2. Lab Platform Design and Tests

To maximize the accuracy of the distance measurements obtained by the sensors, an experimental
platform was designed to avoid the seasonal limitations of testing outdoors. Instead of working
in a laboratory with real plants, the team designed and created model plants (see Figure 1) using
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a 3D printer (Prusa I3, BQ, Madrid, Spain). These plants were mounted on a conveyor chain at a
predetermined distance. This conveyor chain system, similar to that of a bicycle, was driven by a
small electric motor able to move the belt at a constant speed of 1.35 km·h−1. For the odometry
system, the shaft of an incremental optical encoder (63R256, Grayhill Inc., Chicago, IL, USA) was
mounted so that it was attached directly to the gear shaft and used to measure the distance travelled,
thus serving as a localization reference system. Each channel in this encoder generates 256 pulses per
revolution, providing a 3-mm resolution in the direction of travel. The data generated by the light-beam
sensors and the cumulative odometer pulse count were collected using a low-cost open-hardware
Arduino Leonardo microcontroller (Arduino Project, Ivrea, Italy) programmed in a simple integrated
development environment (IDE). This device enabled recording of data that were stored in a text file for
further computer analysis. Several repetitions of the tests were made on the platform to optimize the
functions of both light-beam and LiDAR sensors. From the three possible LiDAR orientations, lateral
scanning was selected for the field trials because it provided the best information on the structure of
the plant, as concluded in [17]. In lab tests, two arrangements of light-beam sensors were assessed:
one in a light curtain assembly with three sensor pairs at different heights and another using only one
emitter-receiver pair.

2.3. Field Tests

The initial tests, performed in Davis, CA (USA), were used to assess the setup of the light-beam
sensor system and detected only the stem of the plants rather than locating it within a local reference
system. Once the tomato plants were placed in the field, tests were conducted at the Western Center
for Agriculture Equipment (WCAE) at the University of California, Davis campus farm to evaluate
the performance of the sensor platform for measuring row crop spacing. For this test, an implement
was designed to house the sensors as follows. The same IR light-beam sensor and encoder, both
described in Section 2.1, were used (Figure 2). The output signals of the sensors were connected to a
bidirectional digital module (NI 9403, National Instruments Co., Austin, TX, USA), while the signal
encoder was connected to a digital input module (NI 9411, National Instruments Co.). Both modules
were integrated into an NI cRIO-9004 (NI 9411, National Instruments Co.), and all data were recorded
using LabVIEW (National Instruments Co.). In these early field trials, the team worked on three lines
of a small plot of land 20 m in length, where the methodology for detecting the plants within a crop
line was tested.

  
(a) (b)

Figure 2. (a) Light-beam sensors mounted on the experimental platform designed for field trials at UC
Davis, California; (b) Progressive monitoring flowchart using light-beam sensors.

To continue the study of plant localization in a different scenario, additional experiments were
designed at the University of Seville, in which a refinement of the LiDAR sensors and data processing
were performed. These tests were conducted on several lines of tomato plants manually transplanted
from trays, with the plants placed with an approximate, though intentionally non-uniform, spacing of
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30 cm. Two of these lines were analysed further, one with 55 tomato plants and the other with 51, and a
line of 19 wooden sticks was also placed to provide an initial calibration of the instruments. Due to the
initial test conditions, where tomato plants were recently transplanted and had a height of less than
20 cm, the team built an inverted U-shaped platform attached to the front of a small tractor (Boomer 35,
New Holland, New Holland, PA, USA, Figure 3). The choice of the small tractor was motivated by the
width of the track, as the wheels of the tractor needed to fit on the sides of the tomato bed, leaving the
row of tomatoes clear for scanning and sensors.

 
(a)

(b)

Figure 3. (a) Structure housing the sensors mounted on the tractor (left) and detail of the LiDAR and
Kinect setup (right) for field trials at the University of Seville; (b) Progressive monitoring flowchart
using LiDAR and Kinect sensors.

As was done in the laboratory platform, the encoder described in Section 2.1 was used as
an odometric system, this time interfaced with an unpowered ground wheel, to determine the
instantaneous location of the data along the row.

During the tests, the platform presented several key points that were addressed: (i) The encoder
proved to be sensitive to vibrations and sudden movements, so it was integrated into the axis of
rotation of an additional wheel, welded to the structure and dampened as much as possible from the
vibrations generated by the tractor. In addition, the team had to reduce the slippage of the encoder
wheel on the ground to avoid losing pulses; (ii) Correct orientation of the sensors was also key because
the mounting angles of the LiDAR sensors would condition the subsequent analysis of the data
obtained in the scans and the determination of which data contributed more valuable information;
(iii) The speed of the tractor should be as low as possible remain uniform (during the test the average
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speed was 0.36 m/s) and maintain a steady course without steering wheel movements to follow a
straight path.

2.4. Data-Processing Methodology

To detect precisely and determine properly the distances between plants in both laboratory and
field tests, the data provided by the sensors were merged and analysed.

2.4.1. Plant Characterization Using Light-Beam Sensors

The methodology followed to analyse data obtained from the light-beam curtain (which was
formed by three light-beam sensors in line) was similar to that described in [21]. The algorithm
outputs the moment that the beam was interrupted and associates the beam with an encoder pulse.
Because the 3D plants had a wider shape at the top (leaves) than the bottom (stem), and therefore
more interruptions were received, the algorithm had to be adapted to each sensor pair and each
height for plant detection. To discriminate correctly between plants for the light curtain case, the
developed algorithm implemented a distance range, measured in pulses from the encoder, that allowed
the verification of the presence or absence of a plant after the detection of the stem, inferring that
interruptions received from the sensors placed at the middle and top heights before and after the stem
corresponded to the leaves and the rest of the plant structure, respectively. For the analysis of data
obtained from the single pair of IR light-beam sensors, a Matlab routine (MATLAB R2015b, MathWorks,
Inc., Natick, MA, USA) was developed. System calibration was performed using 11 artificial plants in
the laboratory test and 122 real tomato plants in the UC Davis field test. The methodology used for the
detection of tomato plants was based on the following steps:

1. Selection of Values for the Variables Used by the Programme for Detection:

a) Pulse_distance_relation: This variable allowed us to convert the pulses generated by the
encoder into the distances travelled by the platforms. In laboratory trials, the encoder was
coupled to the shaft that provided motion to the 3D plants, and in the field, it was coupled
to a wheel installed inside the structure of the platform. The conversion factors used for
the tests were 1.18 and 0.98 mm per pulse for the laboratory and the field, respectively.

b) Detection_filter: To eliminate possible erroneous detections, especially during field trials
due to the interaction of leaves, branches and even weeds, the detections were first filtered.
We filtered every detection that corresponded to an along-track distance of less than 4 mm
while the sensor was active (continuous detection).

c) Theoretical_plant_distance: The value for the theoretical distance between plants in a crop
line. The value set during testing was 100 mm and 380 mm for the laboratory and the
field, respectively.

d) Expected_plant_distance: Expected distance between plants in a crop line was defined as
the theoretical plant distance plus an error of 20%.

2. Importing of raw data recorded by the sensors (encoder and existence “1” or absence “0” of
detection by the IR sensors). The conversion factor (pulse_distance_relation) provided the distance
in mm for each encoder value.

3. Data were filtered by removing all detections whose length or distance travelled, while the
sensors were active, was less than the set value (detection_filter). Thus, potential candidates were
selected by registering the following:

a) The distance at the start of the detection;
b) The distance at the end of the detection;
c) The distance travelled during detection and (iv) the mean distance during the detection,

which was considered the location of the stem of the plant.
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4. Distance evaluation between the current candidate and the previous potential plant:

a) If the evaluated distance was greater than the value set (expected_plant_distance),
we considered this candidate as a potential new plant, registering in a new matrix: the
number of the plant, the detections that defined it, the midpoint location and the distance
from the previous potential plant.

b) If the evaluated distance was less than the set value (expected_plant_distance), plant
candidate data was added to the previous potential plant, recalculating all components
for this potential plant. The new midpoint was considered the detection closest to the
theoretical midpoint.

2.4.2. Plant Characterization Using a Side-View LiDAR

For the analysis of the data obtained from the LiDAR, it is important to mention the high
complexity of its data, in both volume and format, compared with those data obtained by the
light-beam. This is reflected in the following section, which explains the proposed methodology
for obtaining both the aerial point clouds of the tomato rows referenced to the encoder sensor and the
tomato plant identification. This is a prerequisite for tomato plant localization. For this purpose, it was
necessary to pre-process the data, followed by a transformation and translation from the LiDAR sensor
to the scanned point.

Pre-Processing of Data

(i) Data pre-processing was performed at the LiDAR sensor.

An off-line Matlab process was used with the actual field data collected during the field
experiments. Data were filtered to eliminate false positives or those that did not contribute relevant
information, considering only those detections with a distance greater than 0.05 m. Later, the resulting
detections were transformed from polar to Cartesian coordinates using a horizontal orientation
coordinate system as a reference.

(ii) From the LiDAR sensor to the scanned point: transformations and data delimitation.

To transform the horizontal LiDAR coordinates to the actual LiDAR orientation (lateral in our case),
the following steps were followed:

a) The starting points were the Cartesian coordinates obtained using the horizontal orientation as a
reference (x′point, y′point, z′point).

b) To integrate the scan from LiDAR into the platform coordinate system, a different transformation
(xϕ, yθ , zψ) was applied (see Equation (1)), considering the actual orientation of the LiDAR
(see Table 3). Each LiDAR scanned point in the platform coordinate system (xpoint, ypoint, zpoint)

was obtained:
⎡
⎢⎢⎢⎣

xpoint

ypoint

zpoint

1

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

x′point
y′point
z′point

1

⎤
⎥⎥⎥⎦×

⎡
⎢⎢⎢⎣

1 0 0 0
0 cos(xϕ) sin(xϕ) 0
0 − sin(xϕ) cos(xϕ) 0
0 0 0 1

⎤
⎥⎥⎥⎦×

⎡
⎢⎢⎢⎣

cos(yθ) 0 − sin(yθ) 0
0 1 0 0

sin(yθ) 0 cos(yθ) 0
0 0 0 1

⎤
⎥⎥⎥⎦×

⎡
⎢⎢⎢⎣

cos(zψ) sin(zψ) 0 0
− sin(zψ) cos(zψ) 0 0

0 0 1 0
0 0 0 1

⎤
⎥⎥⎥⎦×

⎡
⎢⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0

Enct 0 0 1

⎤
⎥⎥⎥⎦

(1)
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Table 3. Transformation and translation values applied to LiDAR data with a lateral orientation.

Roll “φ” (◦) Pitch “θ” (◦) Yaw “ψ” (◦) x Translation (m)

0 −180 0 Enct

Once transformed, the x translation was applied to coordinates obtained for the actual LiDAR
orientation. The encoder values recorded at each scan time were used to update the point cloud x
coordinate related to the tractor advance. Additionally, the height values (z coordinate) were readjusted
by subtracting the minimum obtained.

Plant Localization

The 3D point cloud processing was performed at each stick or tomato row. Thus, using manual
distance delimitation, point clouds were limited to the data above the three seedbeds used during
the tests.

(i) Aerial Point Cloud Extraction

The aerial point data cloud was extracted using a succession of pre-filters. First, all points that
did not provide new information were removed using a gridding filter, reducing the size of the point
cloud. A fit plane function was then applied to distinguish the aerial points from the ground points.
In detail, the applied pre-filters were:

a) Gridding filter: Returns a downsampled point cloud using a box grid filter. GridStep specifies
the size of a 3D box. Points within the same box are merged to a single point in the output
(see Table 4).

b) pcfitplane [23]: This Matlab function fits a plane to a point cloud using the M-estimator SAmple
Consensus (MSAC) algorithm. The MSAC algorithm is a variant of the RANdom SAmple
Consensus (RANSAC) algorithm. The function inputs were: the distance threshold value between
a data point and a defined plane to determine whether a point is an inlier, the reference orientation
constraint and the maximum absolute angular distance. To perform plane detection or soil
detection and removal, the evaluations were conducted at every defined evaluation interval
(see Table 4).

Table 4. Aerial point cloud extraction parameters selected.

Test Grid Step (m3)

MSAC

Theoretical Distance
Between Plants (m)

Evaluation
Intervals (m)

Threshold (m)
Reference

Vector
Maximum Absolute

Angular Distance

Sticks

(3 × 3 × 3) × 10−9

0.240 0.08

0.04 [0,0,1] 5Tomatoes 1
0.290 0.096

Tomatoes 2

Table 4 shows the parameter values chosen during the aerial point cloud extraction. The chosen
values were selected by trial and error, selecting those that yielded better results without losing much
useful information.

(ii) Plant Identification and Localization

• Plant Clustering

A k-means clustering [24] was performed on the resulting aerial points to partition the point cloud
data into individual plant point cloud data. The parameters used to perform the k-means clustering
were as follows:
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� An initial number of clusters: Floor ((distance_travelled_mm/distance_between_plants_theoretical)
+ 1) × 2

� The squared Euclidean distance for the centroid cluster. Each centroid is the mean of points in
the cluster.

� The squared Euclidean distance measure and the k-means++ algorithm were used for cluster
centre initialization.

� The clustering was repeated five times using the initial cluster centroid positions from the
previous iteration.

� Method for choosing initial cluster centroid positions: Select k seeds by implementing the
k-means++ algorithm for cluster centre initialization.

A reduction in the number of clusters was determined directly by evaluating the cluster centroids.
If pair of centroids were closer than the min_distance_between_plants, the process was repeated by
reducing the number of clusters by one (Table 5).

Table 5. Plant identification and stem identification parameters.

Minimum Distance between Plants Minimum Cluster Size Histogram Jumps (mm)

Distance_between_plants_theoretical×0.2 5 4

A clustering size evaluation was performed, excluding clusters smaller than min_cluster_size.

(iii) Plant Location

Three different plant locations were considered:

• Centre of the cluster
• Location of the lowest point at each plant cluster
• Intersection of the estimated stem line and ground line

� By dividing the aerial plant data in slices defined by “histogram jumps”, the x
limits on the maximal number of counts were obtained. For the z limits, data
belonging to the bottom half of the aerial point cloud were considered.

� The remaining data inside these limits were used to obtain a line of best fit, which
was considered the stem line.

� Plant location was defined as the intersection between the stem line and the
corresponding ground line obtained previously from the MSAC function.

2.4.3. Validation of Plant Location Using RGB Kinect Images

To obtain the distance between the stems of two consecutive plants using the Kinect camera, it is
necessary to characterize the plants correctly and then locate the stems with RGB images from the
Kinect camera. This characterization and location of the stem was conducted as follows: a sequence
of images of the entire path was obtained (~250 images in each repetition), where the camera’s
shooting frequency was established steadily in at 1-s intervals. Obtaining the string with the timestamp
of each image was a key aspect of the routine developed in Matlab, as this string would later be
used for integration with the LiDAR measurement. The relationship between the timestamp and its
corresponding encoder value was used to spatially locate each image (x-axis, corresponding to the
tractor advance).

Image processing techniques applied in the characterization of tomato plants from Kinect images
generally followed these steps:

(i) According to [25], the first step in most works regarding image analysis is the pre-processing of
the image. In this work, an automatic cropping of the original images was performed (Figure 4a),
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defining a ROI. Because the test was conducted under unstructured light conditions, the white
balance and the saturation of the cropped image (Figure 4b) were modified;

(ii) Next, the image segmentation step of an object-based image analysis (OBIA) was performed
to generate boundaries around pixel groups based on their colour. In this analysis, only the
green channel was evaluated to retain most of the pixels that define the plant, generating a
mask that isolates them (Figure 4c) and classifying the pixels as plant or soil pixels. In addition,
morphological image processing (erosion and rebuild actions) was performed to eliminate green
pixels that were not part of the plant;

(iii) Each pair of consecutive images was processed by a routine developed in Matlab using the
Computer Vision System Toolbox. This routine performs feature detection and extraction based
on the Speeded-Up Robust Features “SURF” algorithm [26] to generate the key points and obtain
the pairings between characteristics of the images.

Once the plant was identified in each image, the location of the stem of each plant was defined
according to the following subroutine:

(1) Calculating the distance in pixels between two consecutive images, as well as the encoder distance
between these two images, the “forward speed” in mm/pixel was obtained for each image;

(2) For each image, and considering that the value of the encoder corresponds to the centre of the
image, the distance in pixels from the stem to the centre of the image was calculated. Considering
whether it was to the left or to the right of the centre, this distance was designated positive or
negative, respectively;

(3) The stem location was calculated for each image using the relation shown in Equation (2) below;
(4) Plant location was obtained for each image in which the plant appeared; the average value of

these locations was used to calculate the distance between plants:

Stem Location = Encoder Value ± Distance (from stem to centre) × motion relation
(

mm
pixel

)
(2)

 

Figure 4. (a) raw image captured by the Kinect sensor with the ROI indicated; (b) ROI with white
balance and saturation adjustment; (c) OBIA resulting image with isolated plant pixels.

3. Results

3.1. Laboratory Test Results

Several laboratory tests were conducted to properly adjust and test the sensors. As an example,
Figure 5 shows various profiles representing detections, comparing the pair of light-beam sensors
placed on the bottom (stem detection) with those placed in the middle, detecting the aerial part of the
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3D plant. Detections of the third pair of sensors, placed above the plants, were not considered relevant
because most of their beam was above the plants. Figure 5 also shows that the detection of the stem
using a single pair of light-beam located at a lower height with respect to the soil was more effective
and robust than trying distinguish between different plants based on the detection of the aerial part of
the plant. From our point of view and in agreement with the results in [21], this justifies the use of
a single pair of light-beam sensors for the field tests rather than the use of the curtain mode (3 pairs
as originally tested in the laboratory). The algorithm to analyze data from a single light-beam is also
simpler and faster, being more adequate for real-time usage.

(a) (b)

Figure 5. (a) Stem detection of the 11 artificial plants through the lower pair of light-beam sensors.
(b) Detection of the aerial part (leaves and branches) of the 11 artificial plants through the centre pair of
light-beam sensors.

Figure 6 shows the positions of the stem detections and the estimated distances between them.
In all laboratory tests, 100% of the stems were detected using the light-beam sensor. Notably, under
laboratory conditions, there were no obstacles in the simulated crop line, which does not accurately
represent field conditions. Figure 6b shows the stem diameter measured from a test, with an estimated
average diameter of 11.2 mm for an actual value of 10 mm.

(a) (b)

Figure 6. (a) Positions of the stems of the 11 plants in the laboratory test; (b) Average plant position for
a distance of 11 mm.
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Three laboratory tests corresponding to three different stages of the light-beam sensor adjustment
process are shown in Figure 7.

Figure 7. Histogram of measured distances between 3d plant stems during the adjusting process of
sensors on the detection platform in the laboratory.

The histogram in this figure represents the estimated distances between plant stems, where the
average distance is 102.5 mm when the real distance between plants was 100.0 mm. The average
standard deviation for the three trials was 2.2 mm. For test 3 (last histogram in Figure 7), all distance
values between plants were estimated between 100.1 mm and 103.8 mm.

For the results obtained by the LiDAR in the laboratory, as described in Section 2.2, multiple
scanning configurations and orientations were tested. After a visual comparison of the results of these
tests, lateral-scanning orientation gave the best point clouds, and its plant representation and spacing
measurements were therefore more accurate. Figure 8 shows the point cloud representation of one of
the laboratory scans made using the LiDAR sensor with lateral orientation.

 

Figure 8. Point cloud representation of artificial 3D plants obtained using a lateral-scanning LiDAR
sensor during laboratory tests.

3.2. Field Tests Results

Preliminary tests results using the light-beam sensors are presented in Figure 9a. Unlike laboratory
detections, in the field data, the determined distances between stems were more variable. This
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variability is mainly due to crop plants missing from the line or the presence of a weed very close to
the stem of the detected plant. Figure 9b reveals that several positions for potential plants (marked
with a cross) were established, while only one plant was present (marked with a circle).

(a) (b)

Figure 9. (a) Detections and positions of the 41 tomato plants in first field test with IR sensors; and (b)
detail of the positions of potential plants.

During the first field test, 41 detections occurred when there were 32 real plants growing in the
line; thus, for this trial, the error in the number of detections was 22% (Table 6). We speculate three
possible causes of this error in the initial test: the plants were very close together, soil clods were
detected between plants, or the evaluation of the distance between plants for the selection of potential
plants was not optimal. However, in trial two, 32 stem detections occurred when 34 real plants were in
the line, resulting in a 94% success rate. For test three, the accuracy was 98%.

Table 6. Plant detection ratio in field trials.

Test Real Plants Detected Plants % Accuracy

First test 32 41 78
Second test 34 32 94
Third test 48 49 98

Regarding the experiments conducted to estimate the response of the LiDAR system in real
field conditions, the detection system was used on three lines (one with wooden sticks and two with
tomatoes). The system was intended to detect the presence of plant stems correctly and to distinguish
between the foliage and the stem. In addition, this system was used to measure the distances between
plants accurately, providing valuable information for future herbicide treatments.

Because the use of the laser scanner for detection implies the generation of a very dense cloud of
points, in which not all data are relevant, an initial filtering was performed as explained above. Table 7
presents the number of original points obtained by eliminating the seedbed, and those considered to
be representative of the aerial part of the plant, which comprised only 4.5% of the total.

Table 7. Point cloud reduction during plant point cloud extraction.

Test Seedbed Delimit Gridding Plant Points

Stick: Test 1 44,708 (100%) 40,903 (91.5%) 1667 (3.7%)
Tomatoes 1: Test 1 374,963 (100%) 328,593 (87.6%) 14,720 (3.9%)
Tomatoes 1: Test 2 237,396 (100%) 220,714 (93%) 13,098 (5.5%)
Tomatoes 2: Test 2 3,807,858 (100%) 340,051 (89.3%) 18,706 (4.9%)
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Regarding plant detection, Table 8 summarizes the results of some of the tests, implementing
the methodology explained previously. Based on these data, it is observed that 100% of the sticks
have been correctly detected, without obtaining false positives or negatives. When this analysis was
performed on tomato plants, about 3–21% of false positive or negative detections were found. A plant
detected by the LiDAR was defined as a false positive when the estimated plant centre was more than
half of the plant spacing from the real plant centre.

Table 8. Plant and sticks detection results.

Test Plant Location Method Correctly Detected False Positive False Negative

Stick with filter
Test 1

Centre of the cluster 19 0 0
Lowest point 19 0 0

Intersection of stem line and ground line 19 0 0

Tomatoes 1 with
filter Test 1

Centre of the cluster 49 2 6
Lowest point 48 3 7

Intersection of stem line and ground line 46 5 9

Tomatoes 1 with
filter Test 2

Centre of the cluster 53 6 2
Lowest point 52 7 3

Intersection of stem line and ground line 47 12 8

Tomatoes 2 with
filter Test 2

Centre of the cluster 51 5 0
Lowest point 48 8 3

Intersection of stem line and ground line 42 14 9

Related to the data presented in Table 8, Figure 10 below shows stick and plant LiDAR detection
results in three rows. Platform advance information (x-axis on the plot) provided by the encoder is
given in mm. Each plant/stick detected is marked with different colour (note the overlapping on some
plants, explaining false negative and false positive detections).

(a)

(b)

Figure 10. Detection results on three tested lines. Green dotted lines represent the cluster centre and
black dotted lines the real plant interval obtained by the Kinect image (location ± Std.). (a) 19 stick
detections using LiDAR; (b) 51 plants detected during Test 1 in row 1.

As explained in Section 2.4.2.2, the plant location method based on the point-to-ground
intersection has been evaluated (in addition to the lowest-point and centre-of-cluster methods).
Figure 11 shows an example of the insertion point obtained from the intersection of the two lines
(aerial part and soil line) in tomato plants and sticks.

Plant locations obtained from the LiDAR and Kinect data are shown in Table 9. As explained in
Section 2.4.3, when processing the Kinect images, a value of the encoder was automatically selected
for each image. Mean values are obtained from the difference between the actual location and the
location obtained with the LiDAR. The negative mean value obtained for Tomatoes 2 with filter Test 2
for the intersection of the stem and ground line method means that the LiDAR detected the plant at a
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distance greater than the actual distance (obtained from the Kinect). High standard deviation values
can be explained due to the high variability found in the encoder values assigned to each plant or stick
during the image processing.

(a) (b)

Figure 11. Plant location method based on the intersection of stem line and ground line. (a) Intersection
point between the average aerial part of the plant line (green line) and the average ground line (red line);
(b) Intersection point between the stick aerial part line (green line) and the ground line (red line). Both
histograms of aerial part of the plant points are shown on the bottom.

Table 9. Mean and standard deviation (Std.) of the plant and stick locations during the tests.

Test Plant Location Method Mean (mm) Std. (mm)

Stick—Test 1
Centre of the cluster 8.32 10.09

Lowest point 7.25 8.47
Intersection of stem line and ground line 6.15 9.45

Tomatoes 1—Test 1
Centre of the cluster 20.74 40.37

Lowest point 10.06 51.72
Intersection of stem line and ground line 5.34 62.65

Tomatoes—Test 2
Centre of the cluster 30.42 37.03

Lowest point 35.48 52.90
Intersection of stem line and ground line 27.60 50.36

Tomatoes 2—Test 2
Centre of the cluster 1.33 41.49

Lowest point 10.00 61.86
Intersection of stem line and ground line −5.95 53.32

Figure 12 shows the plant identifications in each line during the different tests. For each detection
previously shown in Figure 10, tags for each of the localization methods are shown by coloured lines.

(a)

(b)

Figure 12. Cont.
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(c)

Figure 12. Plant and sticks location results obtained by the three different methods: Centre of the
cluster; lowest point; and ground-plant intersection. (a) Sticks row data using LiDAR; (b) Tomato
plants detected during Test 1 on row 1; (c) Detail of the aerial point cloud of tomato plants generated
by the LiDAR during Test 1 on row 1. Each plant location method is marked with different coloured
dotted line.

The centre of the cluster is marked in green, the lowest point in blue, and the intersection in red.
Encoder stick/plant locations by the Kinect image (location ± Std.) are both marked in black lines,
and their distances are represented by black doted.

4. Conclusions

A combination of optical sensors mounted on a frame on a tractor, which are capable of detecting
and locating plants and utilizing ground-wheel odometry to determine a local reference system, was
successfully developed and tested. Combining the use of affordable sensors (light-beam and Kinect)
with more expensive ones (LiDAR), a laboratory setup platform and two field test platforms have been
created. The following conclusions were drawn based upon the results of this research:

• The results obtained from the precise locations of the plants allow us to consider the viability
of further methods capable of performing individualized treatments for each of the plants, or
accurate agrochemical treatments to remove existing weeds between crop plants in the same row.

• A light-beam detection system was improved by reduction of the number of sensor pairs used.
The reduction from three pairs to one pair had no effect on the desired plant detection results.
In the field tests, 98% precision of detection was obtained, similar to that obtained in [21], showing
that this is a robust technology and can be deployed in the field. Also, light-beam detection data
allows faster processing than the LiDAR, so it could be used in real-time applications.

• Based on the methodology presented in the analysis of the data from the LiDAR and the Kinect
sensors, different considerations can be established regarding the location of the same plant.
According to the structure and morphology of the plant, it is assumed that the aerial part will
not always be vertically in line with the stem (in fact, in the tests done this occurred frequently).
For this reason, one of three proposed locations can be established as the location of the plant:
the aerial part, the cluster centroid of the filtered point cloud or the insertion of the stem.
Depending on the type of treatment to be made, one of these locations could be more interesting
to evaluate than the others. For example, if a variable foliar herbicide treatment is to be applied
(discriminating between weeds and crop plants), the distance between the aerial parts of the
plants should be given greater weight in the application system (to avoid applications on the
crop plants and maximize efficiency by ensuring the herbicide is applied to weeds). In the case of
physical weed-removal systems, as proposed in [8], priority should be given to the location of
stem insertion, and adjustments should be made to detect this element more precisely.

• The high volume of data generated by the more accurate sensors, such as the LiDAR used in
this work, can be a hurdle for automatic weed detection machines when working in real time.
However, it is important to emphasize the exponential growth of the processing algorithms
available for the researcher, which can significantly reduce the time required for point cloud
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data analysis. Reducing the density of information necessary while continuing to give accurate
information is an interesting subject for future work.

• The precise locations of the plants were determined using an encoder. The use of this type of
sensor is vital to implementation of low-cost referencing. Correct localization and integration to
enable determination of reliable reference of the movement is of great importance.

• Agricultural use of affordable electronic components will lower costs in the near future, but
the authors conclude that these systems must be robust and provide a rapid response and
processing times.
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Abstract: Leaf area index (LAI) is an important vegetation parameter that characterizes leaf density
and canopy structure, and plays an important role in global change study, land surface process
simulation and agriculture monitoring. The wide field view (WFV) sensor on board the Chinese
GF-1 satellite can acquire multi-spectral data with decametric spatial resolution, high temporal
resolution and wide coverage, which are valuable data sources for dynamic monitoring of LAI.
Therefore, an automatic LAI estimation algorithm for GF-1 WFV data was developed based on the
radiative transfer model and LAI estimation accuracy of the developed algorithm was assessed in
an agriculture region with maize as the dominated crop type. The radiative transfer model was
firstly used to simulate the physical relationship between canopy reflectance and LAI under different
soil and vegetation conditions, and then the training sample dataset was formed. Then, neural
networks (NNs) were used to develop the LAI estimation algorithm using the training sample
dataset. Green, red and near-infrared band reflectances of GF-1 WFV data were used as the input
variables of the NNs, as well as the corresponding LAI was the output variable. The validation results
using field LAI measurements in the agriculture region indicated that the LAI estimation algorithm
could achieve satisfactory results (such as R2 = 0.818, RMSE = 0.50). In addition, the developed LAI
estimation algorithm had potential to operationally generate LAI datasets using GF-1 WFV land
surface reflectance data, which could provide high spatial and temporal resolution LAI data for
agriculture, ecosystem and environmental management researches.

Keywords: leaf area index; radiative transfer model; neural networks; GF-1 satellite; wide field view

1. Introduction

Vegetation is the basic component of the terrestrial ecosystem and plays an important role in
energy exchange, carbon cycling and hydrological cycling process on the earth surface [1–3]. Therefore,
timely and accurate land surface vegetation information is of great significance for earth system
science, ecological environment assessment and climate change related studies [4]. Leaf area index
(LAI), generally defined as one half of the total green leaf area per unit of horizontal ground surface
area [5], is an important parameter for characterizing land surface vegetation conditions [6–8]. LAI is
an essential parameter that characterizes the density of leaves and canopy structure, which can reflect
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the vegetation’s ability for biophysical processes such as photosynthesis, respiration and transpiration,
and is also an important input variable for the carbon cycle models, crop growth models and water
cycle models [9–13]. Therefore, accurate estimation of LAI on regional and global scales is of great
significance for ecosystem modelling, biogeochemical cycle modelling, agriculture monitoring and
related applications.

Remote sensing provides the only effective means to estimate LAI at the regional and global
scales for its ability of continuous observation and to provide broad and impartial earth observation
data [7,8,14,15]. Currently, several global LAI products have been generated using medium to low
spatial resolution satellite data, such as the MODIS LAI products [6], GEOV1 LAI Products [7], MERIS
LAI products [16], GLASS LAI products [17] and GLOBCARBON LAI products [18]. However, the
currently existed LAI products generally have low spatial resolutions at the kilometric level, whereas
decametric spatial resolution LAI data will be better suited for applications related to agriculture
monitoring, as compared to kilometric resolution LAI data, which are usually larger than the typical
scales of most croplands. The wide field view (WFV) sensor on board GF-1, the first satellite of the
China High-resolution Earth Observation System, can acquire multi-spectral data with high spatial
and temporal resolutions [19], which are valuable data sources for dynamic LAI monitoring at regional
scale. Therefore, exploring the application potential of GF-1 WFV data on land surface LAI estimation
and developing the specific LAI estimation algorithm for GF-1 WFV data are urgently needed.

The key of LAI estimation using remote sensing data is how to establish the relationship between
LAI and land surface reflectance data according to the radiative transfer process of photon in the
vegetation canopy and its spectral response characteristics [20–23]. Many algorithms have been
developed to retrieve LAI using satellite remote sensing data and generally two types of algorithms
can be distinguished including empirical methods and physical model based methods [6,24–27]. The
empirical LAI estimation methods are based on the statistical relationships between LAI and vegetation
indices (VIs), which are calibrated using field LAI measurements and remote sensing data or simulated
data from canopy radiative transfer models [28,29]. The empirical methods simplify the complex
radiative transfer process in the canopy, which are simple and can obtain satisfactory LAI estimation
accuracy in small regions. Furthermore, when using VIs as independent variables, the VIs can highlight
vegetation information and weaken the influences of canopy shadows, soil backgrounds, atmospheric
conditions and angle effects [29]. However, the empirical methods only use the VIs calculated from
several band reflectances, which cannot make full use of the multi-band spectral information of remote
sensing data. Furthermore, the reduction of the VIs from multi-band reflectances to an index also
reduces the LAI estimation constraints and increases the uncertainty of LAI estimation results, resulting
in the empirical relationship between LAI and VIs changing with sensor types, vegetation types, time
and geographical areas. Therefore, the application of empirical LAI estimation methods to a large scale
is very difficult, due to the complexity of land surface.

The physical model based methods are mainly based on the simulation of radiative transfer in
vegetation canopy and establishing the physical relationship between canopy reflectances and LAI,
and then the canopy radiative transfer models are inversed [30,31]. The direct inversion of radiative
transfer models is very difficult due to the complexity of the models, and iterative optimization
(OPT) method [32], lookup table (LUT) method [6] and machine learning methods [26] are usually
used for indirect inversion of physical models to achieve LAI estimation. The OPT method is based
on the iterative minimization of a cost function which requires hundreds of runs of the canopy
radiative transfer model for each pixel and therefore computationally too demanding. For practical
applications, LUT method and machine learning methods are popular LAI estimation methods, which
are based on the database simulated by physical models. The LUT method is conceptually the simplest
technique by finding the solution for a given set of reflectance measurements, which consisted of
selecting the closest cases in the database according to a cost function, and then based on extracting
the corresponding set of LAI [6,33]. However, the LUT method usually requires a fixed number of
input variables, unless there are very large lookup tables, which are difficult to manipulate. Machine
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learning methods can efficiently and accurately approximate the complex nonlinear functions, and
train the algorithm parameters through training samples to realize the efficient and accurate estimation
of LAI using remote sensing data [26,34]. Commonly used machine learning methods mainly include
neural networks (NNs), as well as support vector machines and decision trees [35]. NNs trained over
radiative transfer model simulations have been applied, with success, to estimate LAI from several
sensors’ data, leading to several operational LAI production algorithms, such as the CYCLOPES and
MERIS LAI products [26,36]. Therefore, based on the reality of work in the field of LAI estimation
using remote sensing data, the NNs inversion of physical models is a potential and reasonable choice
for LAI estimation from GF-1WFV data.

Therefore, the objective of this study is to develop a general LAI estimation algorithm for GF-1
WFV reflectance data under various land surface conditions using NNs trained over radiative transfer
model simulations. Meanwhile, the field LAI measurements in an agriculture region with maize as the
dominated crop type are used to assess the performance of GF-1 WFV data on LAI estimation using
the proposed algorithm.

2. Study Area

The Shenzhou county of China (Figure 1) is selected as the study area to investigate the
performance of LAI estimation algorithm for GF-1 WFV data. The study area is located on the
North China Plain (centred at 115◦35′ E, 37◦53′ N) covering approximately 20 km × 25 km. The
study area belongs to the temperate climate zone and is a typical upland field agriculture area in
the North China Plain. The annual average temperature is approximately 13.4 ◦C, and the annual
average precipitation is approximately 486 mm, which is mainly concentrated in July and August. It is
relatively flat farmland with an average altitude of about 20 m above the sea level, so that uncertainties
of LAI estimation caused by topographical facts will be reduced to a minimum. The main autumn
grain crops planted in the study area are maize. Maize season begins in mid-June and harvests in
early October. Though the study area is not big, it has the representative characteristics of crop type
distribution in the North China Plain.

Figure 1. Square region in the left image shows the geo-location of the Shenzhou study area in Hebei
Province, and the right image is the GF-1 WFV data acquired on 15 August 2014. Generally, the
red patches are farmland in the right image and the blue patches are non-vegetated regions, such as
residential areas and roads. The green triangles on the right image indicate the field survey locations.
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3. Data and Pre-Processes

3.1. Field LAI Measurements

In order to validate the LAI estimation accuracy using GF-1 WFV data, the field campaigns were
completed covering the main growing seasons of maize, and the specific field observation dates were
27 June, 21 July, 14 August and 5 September 2014. Twenty-three representative square sample sites
(30 m × 30 m) within the study area (Figure 1) were selected based on the crop growth conditions
and the high spatial resolution remote sensing data. The sample sites were located in relatively
homogeneous regions with approximately 50 m around the sample sites having similar crop growth
conditions, thus the uncertainty of LAI estimation caused by the pixel matching error between GF-1
WFV data and the sample site would be minimized. The center of each sample site was determined
using the handheld global positioning system (GPS) receiver which had a positioning accuracy of
approximately ±3 m. LAI was measured using an LAI-2000 plant canopy analyzer (Li-Cor, Inc.,
Lincoln, NE, USA), and there were three measuring plots in each sample site and the average LAI
value of the three LAI measurements was regarded as the LAI of the sample site. The number of LAI
measurement sites on 27 June was four because maize in this period was very small, and on 21 July,
14 August and 5 September were all twenty-three. These field LAI measurements were used to validate
the LAI estimates using the GF-1 WFV data.

3.2. GF-1 WFV Data and Pre-Processes

In order to validate the proposed LAI estimation algorithm, GF-1 WFV data synchronized with
the field LAI measurements were required. The spatial resolution of GF-1 WFV data was 16 m and the
temporal resolution was four days for the four WFV sensors combined. According to the field survey
dates and the image quality of GF-1 WFV data, the high-quality GF-1 WFV data close to the field
survey dates were selected as much as possible, and finally 5 GF-1 WFV data were collected (Table 1).
The GF-1 WFV data acquired on 24 June, 18 July and 15 August 2014 were close to the corresponding
field survey dates (3 days or less), which could be approximated that LAI in this close time did not
change and the field LAI measurements could be directly used to validate the LAI estimates using
GF-1 WFV data. However, corresponding to the field LAI measurements on 5 September 2014, there
were no suitable GF-1 WFV data close to the field survey date due to the effect of clouds, thus the GF-1
WFV data acquired on 24 August and 18 September 2014 were selected to estimate LAI, which would
be interpolated to estimate LAI on 5 September using the spline interpolation method and then the
LAI estimation accuracy would be validated using the filed LAI measurements on 5 September.

Table 1. The main characteristics of GF-1 wide field view (WFV) data used in this study.

WFV Sensor Date (dd/mm/yy) Matched Field Survey Date Data Quality

WFV1 27 June 2014 27 June 2014 Good
WFV2 18 July 2014 21 July 2014 With cloud
WFV1 15 August 2014 14 August 2014 Good
WFV3 24 August 2014 5 September 2014 Good
WFV4 18 September 2014 5 September 2014 With cloud

The pre-process of GF-1 WFV data contained radiance calibration, atmospheric correction and
geometric correction. The radiance calibration was converting the DN values of the raw data to
radiances using the following equation:
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Le = Gain × DN + Offset

where Le was the radiance, and Gain and Offset were calibration coefficients obtained from the China
Centre for Resources Satellite Data and Application, which were listed in Table 2.

Table 2. The calibration coefficients of GF-1 WFV data in 2014.

WFV Sensor Bands Gain Offset

WFV1

Blue band (Band1) 0.2004 0
Green band (Band2) 0.1648 0
Red band (Band3) 0.1243 0
NIR band (Band4) 0.1563 0

WFV2

Blue band (Band1) 0.1733 0
Green band (Band2) 0.1383 0
Red band (Band3) 0.1122 0
NIR band (Band4) 0.1391 0

WFV3

Blue band (Band1) 0.1745 0
Green band (Band2) 0.1514 0
Red band (Band3) 0.1257 0
NIR band (Band4) 0.1462 0

WFV4

Blue band (Band1) 0.1713 0
Green band (Band2) 0.1600 0
Red band (Band3) 0.1497 0
NIR band (Band4) 0.1435 0

The Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes (FLAASH) model was used
to atmospheric correction of GF-1 WFV data [37]. The input parameters for FLAASH model were
determined based on the imaging time and imaging parameters of each GF-1 WFV data. After the
atmospheric correction, the GF-1 WFV land surface reflectance data were obtained and the reflectances
of green, red and near-infrared (NIR) bands would be used to estimate LAI. The geometric correction
of GF-1 WFV data was conducted using two-order polynomial transformation method with bilinear
interpolation resampling. High quality Landsat-8 Operational Land Imager data [38] were selected
as the base map, and ground control points were selected from the images manually. The resulted
geometric co-registration error for each GF-1 WFV data was less than one pixel of the Landsat data
(30 m). Finally, the subset images of the atmospherically and geometrically corrected GF-1 WFV data
covered the sample sites were extracted to further investigate the performance of the LAI estimation
algorithm for GF-1 WFV data (Figure 1).

4. Methods

A flowchart of the LAI estimation algorithm development for GF-1 WFV data was presented in
Figure 2. The training sample dataset was firstly generated using the spectral reflectance simulations
based on the radiative transfer model and the relative spectral response profiles of GF-1 WFV sensors.
Then, the NNs were trained over the training sample dataset to develop the LAI estimation algorithm
for GF-1 WFV data. Finally, LAI could be estimated using the pre-processed GF-1 WFV land surface
reflectance data using the trained NNs or set to zero when the pixel was non-vegetation which was
judged by the normalized difference vegetation index (NDVI) value.
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Figure 2. Flowchart of the leaf area index (LAI) estimation algorithm for GF-1 WFV data.

4.1. Generating LAI Training Sample Dataset from Radiative Transfer Model Simulations

The canopy radiative transfer model quantitatively described the physical relationship between
LAI and canopy spectral reflectances. The widely used coupled PROSPECT and SAIL (PROSAIL)
model, which was easy to use, had general robustness and also had consistent performance in
validation practices [22,39,40] was selected to simulate the satellite observations of canopy reflectance
based on the relative spectral response profiles of the GF-1 WFV sensors. The PROSPECT model was
a plate model based radiative transfer model, which simulated the hemispherical reflectance and
transmittance of leaves from spectral wavelength from 0.4 to 2.5 µm based on the leaf biochemical and
biophysical parameters [41,42]. The input parameters for PROSPECT model included leaf chlorophyll
a + b concentration (Cab), water content (Cw), dry matter content (Cm), brown pigment content
(Cbrown), carotenoid content (Car) and leaf structure parameter (N), and the output parameters were
hemispherical reflectance and transmittance of leaves, which were also the input parameters for SAIL
model. The SAIL model with hot-spot correction, which assumed the canopy as a turbid medium, was
selected in this study [22,26]. The canopy structure in the SAIL model was characterized by LAI, the
average leaf angle inclination (ALA) assuming an ellipsoidal distribution and the hot-spot parameter.

The underlying soil reflectances were also input variables for the PROSAIL model. The soil
reflectances from a globally distributed soil spectral library released by the International Soil Reference
and Information Centre (access at: http://www.isric.org), which contained various soil types with
various properties and had representative of various soil types [19,43], were selected for the inputs of
PROSAIL model. To remove data redundancy generated by similar soil reflectances and to avoid huge
computations in PROSAIL simulations, several representative soil reflectances should be determined
from the original data. The spectral angle mapper method [44,45] was used to evaluate the similarity
of different soil reflectances and further determined the representative soil reflectances for PROSAIL
model. The soil reflectances having spectral angle value smaller than 0.05 would be considered as
similar soil reflectances which would be averaged as a representative soil reflectance. Finally, 13 soil
reflectances were determined to represent the possible range of soil reflectances in the PROSAIL model
(Figure 3).

61



Sensors 2017, 17, 1593

Figure 3. The 13 soil reflectances used to represent the possible range of spectral shapes for the
PROSAIL model.

It had been demonstrated that reasonable error of the input variables of radiative transfer model
was permitted which did not lead to obvious loss of parameter inversion accuracy, therefore some
input variables in the PROSAIL model could be fixed in the simulations [46,47]. Considering the
objective of this study was to develop a general LAI estimation algorithm using GF-1 WFV data under
various land surface conditions, the input variables of PROSAIL model were given reasonable ranges
or fixed values (Table 3) based on previous studies, such as the Leaf Optical Properties Experiment 93
and the algorithms of CYCLOPES LAI product [22,26,48,49]. Therefore, the PROSAIL model could
simulate the vegetation canopy reflectances based on the vegetation physicochemical parameters,
geometric parameters and soil reflectances, meanwhile the remote sensing data could also obtain
vegetation canopy reflectances by atmospheric correction, thus the remote sensing reflectance data
were associated with LAI through the physical process of radiation transmission.

Table 3. The input variables of PROSAIL model for LAI estimation algorithm development.

Parameters Units Value Range Step

LAI m2/m2 0–7 0.2
ALA ◦ 30–70 10

N - 1–2 0.5
Cab µg/cm2 30–60 10
Cm g/cm2 0.005–0.015 0.005
Car µg/cm2 0 -
Cw cm 0.005–0.015 0.005

Cbrown - 0–0.5 0.5
Hot - 0.1 -

Solar zenith angle ◦ 25–55 10

For any combination of the input variables, the canopy reflectance was computed for each
wavelength from 0.4 to 2.5 µm at a spectral resolution of 1 nm, and then the canopy reflectance was
resampled to simulate GF-1 WFV observations using the relative spectral response profiles. Because the
relative spectral response profiles of the 4 WFV sensors on board GF-1 satellite were slightly different,
the simulations of GF-1 WFV reflectance were separately generated for each WFV sensor. The canopy
reflectance simulations using PROSAIL model resulted in 2,021,760 cases of matched reflectances
and LAI values for each WFV sensor. To account for uncertainties in the satellite observations and
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model simulations, a white Gaussian noise with signal to noise ratio of 100 was added to the simulated
reflectances, which were used as the learning dataset for the NNs.

4.2. Neural Networks

The NNs mimic human learning to build relationships between variables, which can approximate
multivariate non-linear relationships and are robust to noisy data [50,51], thus have been widely
used for estimating land surface parameters from remote sensing data [7,52,53]. The popular back
propagation NNs (BPNNs) were selected for LAI estimation algorithm development using GF-1 WFV
data [4,7]. The BPNNs could learn from the training sample dataset and built relationships between
reflectances and LAI, then the trained BPNNs could generate the optimal LAI estimates based on the
actual reflectances from GF-1 WFV data. The architecture of the BPNNs used for LAI estimation from
GF-1 WFV data was shown in Figure 4. The input variables of the BPNNs included the reflectances of
the green, red and NIR bands, and the output variable was the corresponding LAI. The number of nodes
in the hidden layer was set to six. The BPNNs activation functions in the hidden layer and output nodes
were set to “sigmoid” and “linear”, respectively. The Levenberg–Marquardt minimization algorithm
was used to calibrate the synaptic coefficients because of its efficient convergence capacity [19,54].
The training sample dataset made of pairs of reflectances and LAI, which were generated from the
PROSAIL model simulations, was randomly split into two parts: 90% of the cases were used for
training BPNNs, meanwhile the rest 10% of the cases were used to test the hyper-specialization during
the training process. The BPNNs models were generated for each of the four GF-1 WFV sensors based
on the specific training sample dataset for each WFV sensor.

 

Figure 4. The architecture of the back propagation neural networks (BPNNs) used for LAI estimation
from GF-1 WFV reflectance data.

4.3. LAI Estimating Procedure for GF-1 WFV Data

The NDVI generated from red and NIR band reflectances was an important indicator for
vegetation growth conditions, and usually used to estimate LAI based on empirical relationships
between LAI and NDVI [55–57]. Therefore, to avoid the presentation of abnormal NNs inversion
values caused by the non-vegetation pixels, it was a good strategy to remove non-vegetation pixels
using NDVI threshold value before LAI estimation using the NNs. In this study, the NDVI threshold
value of 0.05 was used to distinguish vegetation and non-vegetation pixels. The pixels with NDVI
value smaller than 0.05 was identified as non-vegetation pixels and LAI would be set to zero, whereas
the LAI for other pixels would be estimated using the trained NNs, from which the GF-1 WFV data
should be judged from that sensor and then adopt the corresponding trained NNs.
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4.4. LAI Estimation Accuracy Assessment

Direct comparison of field LAI measurements with LAI estimates using GF-1 WFV land surface
reflectance data is a reliable way to assess the accuracy of the proposed LAI estimation algorithm.
Comparison between the field survey and predicted LAI will be performed by using five statistical
indices: R2 of linear regression, root mean square error (RMSE), relative RMSE (RRMSE), Nash–Sutcliffe
model efficiency coefficient (EF) [58] and coefficient of residual mass (CRM) [59]. The RMSE values
show how much the predicted LAI values under- or over-estimate the field observations. The RRMSE
is calculated by dividing the RMSE by the mean field observations. The EF value compares the
predicted LAI values to the average value of the field observations. A negative EF value indicates
that the average value of the field observations gives a better estimate than the predicted values.
The CRM is a measure of the tendency of the developed LAI estimation method to overestimate or
underestimate the field observations. A positive CRM value indicates that the method underestimates
the field observations and the negative value indicates a tendency to overestimate. For a perfect fit
between field observed and predicted LAI data, values of R2, RMSE, RRMSE, CRM, and EF should
equal 1.0, 0.0, 0.0, 0.0 and 1.0, respectively.

5. Results

The LAI estimation results using the proposed algorithm and the pre-processed GF-1 WFV
land surface reflectance data are shown in Figure 5. In the visual aspect, the spatial and temporal
distributions of LAI estimates are reasonable. As for the spatial distribution, LAI estimates using
GF-1 WFV data acquired on 27 June generally show small values, because maize at this period is
at the early emergence stage with small LAI, while larger LAI estimates only present at an orchard
on the upper left corner of the study area. After July, with the rapid growth of maize, the large LAI
estimates are mainly distributed in the area of farmland, and the LAI estimates at other areas are
smaller. Meanwhile, LAI estimates in the cloud and cloud shadow regions are all zero. Regarding the
temporal variations, LAI estimates of maize show low values in late June and continuous increases
in July and mid-August, reaching the peak LAI values in the late August and a downward trend in
mid-September. The temporal variation characteristics of LAI estimates exactly reflect the growth
processes of maize from germination, rapid growth to peak value, and then gradually decline, which
is in accord with the growth characteristics of maize. Therefore, the visual observation of the spatial
and temporal characteristics of LAI estimates using GF-1 WFV data could preliminarily indicate the
reasonability of the proposed LAI estimation algorithm.

 

Figure 5. GF-1 WFV land surface reflectance data ((a) 27 June 2014, (b) 18 July 2014, (c) 15 August 2014,
(d) 24 August 2014, and (e) 18 September 2014) and their corresponding LAI estimates ((f): 27 June
2014, (g) 18 July 2014, (h) 15 August 2014, (i) 24 August 2014, and (j) 18 September 2014).
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The field LAI measurements located in the cloud and cloud shadow regions were deleted based
on the visual observation, and the remaining field LAI measurements, which contained 43 LAI data,
were used to directly validate the LAI estimates from GF-1 WFV data using the proposed algorithm
(Figure 6). It could be seen that there was a good linear relationship between field LAI measurements
and LAI estimates from GF-1 WFV data. The LAI estimation accuracy was satisfactory with values
of R2, RMSE, RRMSE, CRM, and EF equaling 0.818%, 0.5%, 19.0%, 0.04% and 0.797%, respectively.
In addition, some larger differences between the field survey LAI and the predicted LAI were observed
in the region of large LAI values. The main reason might be that the field LAI values measured on
5 September were matched with LAI estimates interpolated from LAI estimates on 24 August and
18 September, whereas maize in this period was close to the mature stage with great LAI change rate,
thus the interpolated LAI results might have some uncertainties. The other reason might be that the
clouds influenced the atmospheric conditions of the study area which further influenced the accuracy
of obtaining GF-1 WFV land surface reflectances and caused the uncertainties of LAI estimates.

Figure 6. Scatter plots between field survey LAI and GF-1 WFV data predicated LAI.

In summary, the difference between the field LAI measurements and LAI estimates from GF-1
WFV data was small and the LAI estimation results were satisfactory. Therefore, the results indicated
that the proposed LAI estimation algorithm for GF-1 WFV data was reliable and GF-1 WFV data
could achieve acceptable performance on LAI estimation, which had the potential for providing high
temporal and spatial resolution LAI dataset for related applications, such as agriculture monitoring.

6. Discussion and Conclusions

This study proposed a LAI estimation algorithm for GF-1 WFV land surface reflectance data
based on BPNNs with training samples generated from the radiative transfer model simulations
under different soil and vegetation conditions, thus the algorithm could adapt to a variety of different
underlying conditions. The validation results using field LAI measurements in an agriculture region
with maize as the dominated crop type showed that the proposed algorithm could achieve satisfactory
LAI estimation accuracy (e.g., RMSE = 0.50), which indicated GF-1 WFV data had good performance
on LAI estimation and the algorithm had potential to operationally estimate LAI from GF-1 WFV
land surface reflectances. The LAI estimation algorithm was automatically operated without prior
knowledge on land cover, and no human interaction and no empirical model parameters were needed.
Therefore, the proposed LAI estimation algorithm for GF-1 WFV data could overcome the difficulties
in determination of model parameters for empirical LAI estimation methods, which were generally
changed with time, region and vegetation types. In addition, the studies of LAI estimation using
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remote sensing data based on NNs trained over radiative transfer model simulations in the past mainly
focused on the kilometric spatial resolution remote sensing data, and several global LAI products
were generated from SPOT VEGETATION, MERIS and MODIS data. Therefore, the developed LAI
estimation algorithm for decametric spatial resolution remote sensing data using NNs based on
physical model was a new try in this study, and LAI with decametric spatial resolution would be more
useful for agriculture, ecosystem and environment management than kilometric spatial resolution
data which were usually larger than the typical scales of most landscapes.

There were also some limitations about this study, even though it achieved satisfactory LAI
estimation performance. Firstly, the field LAI measurements for validation were collected from an
agriculture region covering the main growing season of maize, though they had temporal–spatial
representativeness of cropland and the agriculture monitoring was the main application field of LAI,
exploratory investigations should be strengthened using much more validation data from various
vegetation types in the future work. Moreover, the pre-processes of GF-1 WFV data were conducted
manually. If an automated data preprocessing approach for radiation correction and geometric
correction could be developed, a streamlined LAI estimation workflow would be formed from the
original DN values to LAI estimates, which would make the LAI estimation from GF-1 WFV data
much simpler and quicker. Finally, the accuracy assessment of LAI estimation algorithm was difficult
to achieve due to the difficulties in obtaining real LAI values from field measurements to match with
the pixel level LAI estimates. Currently, using plant canopy analyzer to obtain field LAI measurements
was the commonly used method, which could obtain relatively accurate LAI data. However, some
errors might be made when matching the field LAI measurements and pixel scale LAI estimates due
to the non-absolute uniformity of the land surface, though averaging the multi-point measurements
could reduce this error to a certain extent. Perhaps using an unmanned aircraft system flying in the
lower altitude to take photos from the nadir and developing corresponding LAI extraction algorithm
from photos was a considerable way for real LAI data collection. Although the field LAI measurements
had many uncertainties, they still played an important role in assessing LAI estimation algorithms
using remote sensing data, and more effective real LAI obtaining approaches would be expected in
the future.

In conclusion, the proposed LAI estimation algorithm for GF-1 WFV data was reliable and GF-1
WFV data were confirmed as having a good performance on LAI estimation, which could provide
reliable high spatial and temporal resolution LAI data for related applications. Further work would
focus on validating the proposed LAI estimation algorithm using field LAI measurements with less
uncertainties under various land cover type conditions.
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Abstract: In grapevine research the acquisition of phenotypic data is largely restricted to the field due
to its perennial nature and size. The methodologies used to assess morphological traits and phenology
are mainly limited to visual scoring. Some measurements for biotic and abiotic stress, as well as for
quality assessments, are done by invasive measures. The new evolving sensor technologies provide
the opportunity to perform non-destructive evaluations of phenotypic traits using different field
phenotyping platforms. One of the biggest technical challenges for field phenotyping of grapevines
are the varying light conditions and the background. In the present study the Phenoliner is presented,
which represents a novel type of a robust field phenotyping platform. The vehicle is based on
a grape harvester following the concept of a moveable tunnel. The tunnel it is equipped with
different sensor systems (RGB and NIR camera system, hyperspectral camera, RTK-GPS, orientation
sensor) and an artificial broadband light source. It is independent from external light conditions
and in combination with artificial background, the Phenoliner enables standardised acquisition of
high-quality, geo-referenced sensor data.

Keywords: big data; geo-information; plant phenotyping; grapevine breeding; Vitis vinifera

1. Introduction

With new developments in electronics, software and sensor techniques, plant phenotyping has
become a key technology in the agriculture sector. Platforms for the assessment of phenotypic data
under controlled conditions are widespread [1–4]. These systems allow a very detailed assessment of
plants under a controlled environment, genotype-environment interaction not taken into consideration.
These systems are not however applicable for perennial crops, e.g., cultivated in trellis systems.
Grapevine (Vitis vinifera), for example, is a large perennial liana that needs to be screened directly in
the field for traits like plant architecture, yield, grape quality, abiotic and biotic stress. The application
of non-invasive, sensor-to-plant methods facilitates the record of objective and repeatable phenotypic
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data of these traits. The lowest level of phenotyping applications are hand held devices applied by an
operator. The Multiplex (Force A, Paris, France), a non-imaging fluorescence sensor was used to assess
health status [5,6] or maturity [7,8] in grapevine. Some image-based hand-held prototypes have been
used to evaluate yield parameters on grapes still attached to the vine using an artificial background
and an RGB camera [9–11]. A completely different concept, being as distant as possible from the
observed object, is the remote sensing approach using satellites [12], aircrafts [13], or unmanned aerial
vehicles (UAVs) [14]. For most of these applications the focus is on plant health and water status, mostly
expressed through vegetation indices, using mainly spectral sensors to validate the vigour of vineyards.
In recent years, proximal sensing using moving vehicles as sensor carrier has been the biggest field of
innovation in grapevine research. The simplest way is to attach sensors to tractors or smaller moving
vehicles to monitor the crop for precision viticulture. This is for example done with commercial sensors
like the GreenSeeker® (NTECH Industries Inc., Ukiah, CA, USA) [15,16] or the Cropcircle (Netherlands
Scientific Inc., Lincoln, NE, USA) [17], which are based on multispectral sensors, providing vegetation
indices correlating with leaf area index (LAI) and canopy density. The GapeSense (Lincoln Ventures
Ltd, Hamilton, New Zealand) uses digital images of the canopy side to assess height and texture [18].
Another opportunity is the use of LiDAR sensors for 3D reconstruction to validate the canopy size [19]
and LAI [20]. Other more prototype-like approaches are cameras and light units mounted on movable
vehicles like the approach by Nuske, et al. [21] for automatic yield estimations. The most automated
approaches are the so-called “phenomobiles” [22] or “agbots” [23]. They use automation and robotic
technologies to control the movement speed and direction within the vineyard, based on GPS or
proximity sensors. They are either equipped with several sensors to monitor the plant status along the
row and to gain phenotypic information or they can be used for agronomic operations. Approaches
like the VineRobot [24], VINBOT [25] and the Wall-ye [26] are robots designed to in the end monitor
various parameters non-destructively such as yield, vigour, water stress and grape quality using
sensors ranging from RGB, multispectral, fluorescence to thermal and infrared. Most of them are still
in the prototype stage, looking already very promising. The PHENObot [27] was recently introduced
for the specific application in grapevine breeding to screen single vines in the grapevine repository for
different phenotypic traits. Prototypes build for an agronomic concept are the VineGuard [28] which
was designed for foliar applications and aims at implementing a robotic arm for harvesting grapes.
Besides monitoring the vineyard Wall-ye [26] is designed to carry out precise pruning whereas the
Vision Robotics Cooperation has developed an optical pruning system based on 3D reconstruction in
a tractor pulled “tunnel” [29]. The Vitirover [30] is a small robot developed to automatically cut the
grass within the row up to a 2–3 cm distance to the base of the vine. The usage of RTK GPS systems for
geo-referencing is crucial for all field phenotyping approaches. Nevertheless, precision viticulture is
focused on a whole plots level, whereas grapevine research requires a single vines resolution.

All of these phenotyping platforms have some challenges in common. The variation of the trait,
for example berry colour, size and shape could differ, especially with regard to the evaluation of
genetic resources in a repository. Therefore, the algorithms used for image analysis have to be very
flexible [31]. Depending on the training system and the viticulture practice the occlusion through
leaves or other grapes is challenging and needs to be considered when validating the sensor results.
Screening vine rows in the side view is very challenging at the early phase of vegetation, as plants in
images show the same colour distribution. Using a 3D reconstruction approach can help to overcome
this point [32,33]. By far the biggest challenge in grapevine field phenotyping is the variable light
condition. Some efforts have been made using artificial light units [21,27,28] to overcome the sun and
doing the data acquisition at dawn or during the night [21,27]. Bourgeon, et al. [16] used an umbrella
to avoid the Sun’s influence, whereas the Vision Robotics Cooperation [29] worked with a tractor
pulled “chamber” to standardise the light conditions.

In the present study we developed a new, very robust field phenotyping platform, the Phenoliner,
for applications in grapevine research and breeding. The biggest advantage of the Phenoliner compared
to already used platforms is a standardized data acquisition, overcoming changing lighting conditions
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and changing background, by using a grape harvester as sensor carrier. We implemented two sensor
systems, using RGB, NIR and hyperspectral imaging to classify different kinds of biological parameters
optically and contact-free on the spot. Synchronic data acquisition and automated geo-referencing
of high-resolute image data enable evaluation of several plant traits of whole breeding populations.
Beside the Phenoliner setup, the accuracy of data acquisition and precision of geo-referencing was
proved; the quality of sensor data was investigated on the example of bunch/berry detection and
health status.

2. Materials and Methods

For improved, sensor-based field phenotyping in vineyards the Phenoliner was developed.
It consists of an emptied grape harvester as base, a differential GPS system and two sensor systems
with their respective artificial light sources. The technical setup of the Phenoliner will be explained in
the following paragraph.

2.1. Plant Material

Field tests were conducted in October 2016 in an experimental vineyard plot at the
JKI Geilweilerhof located in Siebeldingen, Germany (49◦21.747′ N, 8◦04.678′ E). Rows were planted
in north-south direction and consisted of 20 (Vitis vinifera cv. ‘Acolon’; experiment sensor A) and
24 (Vitis vinifera cv. ‘Riesling’; experiment sensor B) individuals. Inter-row distance was 2 m, and
grapevine spacing was 1 m. At the southern end, the last four vines were not treated with chemical
plant protection.

2.2. Vehicle

The ERO-Grapeliner SF200 (ERO Gerätebau, Niderkumbd, Germany) was used as sensor carrier
(Figure 1). All parts originally intended for the harvest, i.e., the shaking unit, destemmer, grape tank,
and all parts used for the grape transport within the machine have been removed, including the
hydraulic system needed for these parts. The emerging space was used for the sensor setup in the
right part of the tunnel (minimal height: 2.05 m; maximum height: 2.80 m; width: 0.86 m). The space
generated was used to integrate sensor systems and their peripheral components:

• In order to standardise the light conditions within the tunnel the base frame on the right hand
side of the vehicle was extended and covered with metal plates. All slots in between were sealed
and a curtain was installed in the back of the tunnel to avoid direct sun light interference

• Due to safety reasons on top of the machine the railing was enlarged where parts of the harvesting
machine had been removed.

• The energy necessary for sensors, light units, and computer is provided by a generator driven
by the vehicle. Two operating modes are possible: (1) diesel engine on and (2) diesel engine off.
Due to the removal of the original harvesting hydraulics the free energy of the diesel engine can
be used for powering a generator when the engine is on. Furthermore, it is possible to connect the
vehicle to a regular power socket (230 V) when the engine is off. Two backup batteries (minimum
0.5 kWh) are bridging the time between turning off the engine and connecting the vehicle to
the socket. This solution permits the transfer of the acquired data from the computers on the
vehicle to the memory location without having the engine run for hours. There are 20 sockets
available on the vehicle (cab: 2; front part: 9; back part: 9), provided with a suitable fuse through
a distribution box.

2.3. RTK-GPS

All vines screened with the Phenoliner are surveyed using an real-time-kinematic (RTK)-GPS
system (SPS852, Trimble®, Sunnyvale, CA, USA) with 2 cm accuracy. The geo-reference of each
grapevine and the associated plant ID (unique for each plant) is stored in a database, Plant Location
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Administration (PLA) [27]. The GPS antenna is placed on top on the vehicle (see Figure 1c) and the
receiver provides NMEA strings for both sensor systems: Sensor A: GGA 20 Hz; baud rate 115,200;
Sensor B: GGA 20 Hz; GST 20 Hz; RMC 1 Hz; baud rate 38,400). The consideration of the lever arm
between GPS antenna and the sensors is described below.

 

Figure 1. Overview of the Phenoliner. (a) Phenoliner construction plan. (b) Scheme of the sensor layout
in the tunnel (marked red above); right: Sensor A: consisting of RGB cameras 1–3 and 5, and a NIR
camera 4, left: Sensor B consisting of two hyperspectral cameras; (c) Phenoliner in the vine row.

2.4. SensorA: Multicamerasystem (RGB, NIR)

Sensor A on the Phenoliner is a multi-camera system (MCS) consisting of four RGB cameras
(DALSA Genie NanoC2590, Teledyne DALSA Inc., Waterloo, ON, Canada) and one near-infrared (NIR)
camera (DALSA Genie Nano-M2590-NIR, Teledyne DALSA Inc., Waterloo, ON, Canada) arranged as
shown in Figure 1b. Three of the RGB cameras (1–3, Figure 1a) are stacked vertically. Horizontally
next to the lowest RGB camera 3, the NIR camera (4, Figure 1a) and afterwards the last RGB camera (5,
Figure 1a) are positioned, with their protective cases touching each other. The cameras are equipped
with 5.1 Megapixel sensors and 12 mm lenses. Given a distance of about 75 cm to the canopy, each
camera covers an area of about 60 cm × 70 cm of the vine row, with a resolution of about 0.3 mm and
a theoretical framerate of up to 51 frames per second. The illumination is realized using six 300 W
halogen lamps (Hedler C12, Hedler Systemlicht, Runkel/Lahn, Germany), arranged around the camera
system and pointing towards the canopy. In order to avoid hard shadows each lamp is equipped with
a diffusor plate. All cameras are connected to a computer (Intel Core i7-860 with 2,8 GHz, 4 GB-DDR
RAM, 2 × 480 GB SSD storage) via a GigE Interface. In order to enable the potentially high data rates,
each camera is connected to a separate ethernet port and the images are stored on fast solid state disc
(SSD) drives. For camera set up, camera control and synchrone image acquisition the IGG Geotagger
2.0 was developed in LabVIEW (National Instruments® GmbH, Munich, Germany). It is a further
development based on privious versions [27,34], and also provides precise georeference information
for every single image using the GPS receiver and 2-axis inclinometer (DOG2 MEMS-Series USB Rev.1;
TE Connectivity Sensors Germany GmbH, Dortmund).
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2.5. Sensor B: Hyperspectral Camera System

Parallel to Sensor A that provides the three channels red, green and blue, the Phenoliner is
equipped with Sensor B providing a total of 416 spectral bands covering a spectrum from 400 nm to
2500 nm. Sensor B consists of two separate commercially available line scanning hyperspectral cameras
(Norsk Elektro Optikk AS, Skedsmokorset, Norway) covering the visual-near infrared range (HySpex
VNIR 1600) from 400 to 1000 nm providing 160 channels across a continuous visible part of light and
the short-wave infrared range from 1000–2500 nm (HySpex SWIR 320m-e, Norsk Elektro Optikk AS,
Skedsmokorset, Norway) equally distributed over 256 channels. With an achievable frame rate of
160 Hz (VIS) and 100 Hz (SWIR) the combination of both cameras and the high spectral sampling
rate of 3.2 nm and 5.45 nm, respectively, allows for a continuous acquisition of 16 Bit digitized high
resolution reflectance data. The available space within the tunnel is limited, resulting in a maximum
distance of 1m between lens and the vine canopy. Therefore both cameras are equipped with lenses of
1 m fixed focal length. To match the focal length, the hyperspectral line cameras are setup alongside
the driving direction with a rectangular mirror diverting the reflected light to a 90◦ angle (Figure 1b).
The optical industry provides silver- and gold-coated VNIR- and SWIR-specific mirrors adjusted to a
highly constant reflectance of >95% across their entire respective spectrum but also low-cost mirrors
have proven suitable for the task. Additionally, an artificial illumination of two 300 W short-wave
spotlights (Hedler C12, Hedler Systemlicht) with a broad power spectral density were installed. In
order to measure reflectance a 1 × 1 m spectralon with certified reflectance values (Sphere Optics,
Hersching, Germany) was set up in the background (left tunnel side). It is covered with a custom foil
specifically designed for the purpose of reducing absorption and retaining spectral features as much
as possible while at the same time providing suitable mechanical protection for the pad. A previously
conducted spectral measurement of the foil-covered pad gave satisfactory results.

3. Application of the Phenoliner: Pilot Study

3.1. Sensor A

3.1.1. IGG Geotagger 2.0: Geo-Referencing of Images

The software enables accurate geotagging of all acquired images and the selection of images
of single vines, when their coordinates are provided by the database (PLA). This is important with
regard to automated data management. The coordinates of the vine stem from the database and the
known offset direction between the stem and the area of interest (e.g., middle of the cane, bunch
zone). This selection procedure enables significant reduction of storage space in the cases where not all
images are needed. It also allows a direct association between the images and the database records of
the grapevines.

Figure 2. Tasks within IGG (Institute of Geodesy and Geoinformation) Geotagger 2.0. GNSS: Global
Navigation Satellite System; Plant ID: Plant identification; EXIF: Exchangeable image file format.
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There are several processes running on the image acquisition system and within the geotagging
software (see Figure 2): During the motion of the vehicle through the vine row, the camera system is
acquiring time synchronized images from every camera with a preconfigured frame rate and storing
them to the SSD. If all cameras are used, the frame rate is limited to about 5 Hz, mainly due to the
SSD writing speed. At the same time GPS positions (20 Hz) and inclinometer readings (roll and pitch
angles, 20 Hz) are stored.

In a post processing step, a full 6D (position and orientation) trajectory of the system is calculated
from these data. The missing third rotation angle (heading) is estimated based on the sequence of
positions and the assumption, that the Phenoliners motion direction is restricted to its long axis.
This trajectory is then interpolated to the time steps of image acquisition. Knowing the lever arm
between the GPS antenna and the cameras and its orientation now allows the calculation of a coordinate
for each image, which is then written into the metadata of the image file. It should be noted here,
that the determination of the roll and pitch angles of the system are a crucial step, because the angles
can be controlled by the driver while driving through the rows. This means, that the angle between
the camera system and the ground cannot be assumed to be small and constant as it may be possible
for other ground vehicles.

In a further preprocessing step an image filter can be applied to reduce the number of images
based on the purpose of the application. For the 3D reconstruction of the full vine row (see below) a
selection based on minimum overlap between neighbouring images can be applied. To select images
of a certain point of interest (POI), such as the bunch zone of single vines, a distance between the
coordinates of the camera image center and the POI is calculated. For every POI the image with the
minimal distance is selected.

3.1.2. Validation

As mentioned above, the lever arm between the GPS antenna and the camera system has to
be known precisely, in order to calculate the image coordinates from the position and orientation
measurements. This lever arm has been measured with an accuracy of millimetres using a 3D terrestrial
laser scanner (Leica P20; Leica Microsystems GmbH, Wetzlar, Germany). Figure 3 shows the scan of
the Phenoliner used for the lever arm determination.

 

Figure 3. (a) Terrestrial laser scan of the Phenoliner to measure the lever arm between the GPS antenna
and the camera system. (b) Evaluation measurement to test the georeferencing accuracy of the system.
The coordinates of the black and white targets at the poles are known and can be compared with the
target positions seen in the images.
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The experiment is driven by the need to automatically take images of a certain POIs, such as
the bunch zones of single vines, having this POI in the middle of the field of view of the camera.
Within one vine row (Vitis vinifera cv. ‘Acolon’, 20 vines), black and white targets were attached
to poles at the position of the vine stem to mark a POI (see Figure 4a). The exact position of these
poles was surveyed using an RTK GPS receiver and their coordinates were given to the software as
“Reference Data” (Figure 2). Then the vehicle was driving through the row, taking five images per
second. The geo-reference of each image was determined by calculating the trajectory and using the
determined lever arm and the tagger software selected one image for every POI as described above.
Figure 4a shows one of these images. Here the distance of the target (POI) to the vertical central axis of
the image is considered as the “deviation” of the measurement. Please note, that we only evaluate
the accuracy of one dimension, which is the one in the driving direction. The other two dimension
are not relevant in this particular application, since the vertical field of view of the camera system is
big enough to cover the whole canopy and the distance to the canopy is more or less constant due to
the given row geometry. There is also no reason to assume, that the other two dimensions are less
accurate than the evaluated one, as the accuracy in driving direction is the most critical due to time
synchronization effects and the limited framerate (see below). To ensure the functionality of the system
calibration and the image georeferencing procedure, an evaluation measurement was conducted.

Figure 4. Experiment set up of POIs at the position of vine stems. (a) Image, selected as the one closest
to an POI, with the deviation e as the error of the selection process. (b) Distribution of deviations from
10 runs at different speeds.

This experiment has been performed five times at two different vehicle speeds (0.2 m/s and
0.4 m/s) each of them driving in both directions of the row. The distribution of the deviations for the
20 POIs in all runs is shown in Figure 4b. The overall accuracy of this POI based selection process is
shown to be in the order of a few centimetres. However, note that this accuracy contains the accuracy
of the image tagging procedure (trajectory calculation, calibration), the accuracy of the target position
determination (RTK GPS) and the minimum distance between two consecutive images (vehicle speed,
frame rate). The two different speeds combined with the frame rate of 5 Hz lead to an image distance
of 4 cm and 8 cm limiting the image selection resolution to 2 cm and 4 cm, respectively. Given that
the maximum deviation in these experiments is about 6 cm, we can assume the accuracy of the image
tagging process itself is in the order of 2–3 cm, which corresponds to the expected accuracy of the
GPS receiver.

76



Sensors 2017, 17, 1625

3.1.3. Application Example: 3D Reconstruction of the Full Vine Row

As shown in Figure 1b RGB cameras 1–3 are arranged vertically. These are used for a full 3D
reconstruction of the vine row using multi-view stereo approaches [35]. These methods enable the
reconstruction of 3D point clouds based on multiple overlapping images. This overlap is about 70–80%
in both, the horizontal and vertical directions of the images. The vertical overlap is realized by the
arrangement of the cameras. The horizontal overlap is realized by the motion of the Phenoliner. Here
the combination of driving speed and image frame rate has to ensure a maximum distance of about
15 cm in order to achieve the required overlap. A vehicle speed of 0.2–0.3 m/s and an image frame
rate of 5 Hz has shown to be a suitable parameter setup in practice.

Abraham, et al. [36] captured images with the PHENObot [27] and used them for three-dimensional
(3D) reconstruction of vine rows. In this study images were accordingly acquired using the Phenoliner
to test transferability of developed workflow. Figure 5 shows the principle of the image acquisition
for point cloud reconstruction using the vertical MCS (a) and black and green grapes (b) from the
front (upper images) and in profile (lower images), that have been reconstructed from the images
using the Software Pix4D. The black grape varieties have been gathered deploying a heavy grey
tarpaulin as background while the green grape varieties have been gathered deploying a white heavy
blanket as background. The choice of the background color has a significant impact on the quality
of the 3D-reconstruction and is discussed in Section 3.1.3. The geo-reference of the images has been
incorporated in the processing procedure, so each point in the point cloud has also a metric coordinate,
enabling measurements with correct scale within the data.

Figure 5. (a) Basic principle of the system setup for 3D reconstruction of the full vine row.
The Phenoliners tunnel is driven over the vine rows. The MCS is oriented parallel to the rows,
capturing images automatically while in motion. (b) Reconstructed point cloud of black (left side)
and green grape (right side) varieties. The upper images show the rows from a frontal view and the
lower images show grapes from a profile view. Single berry elevations of their spherical geometry are
clearly distinguishable.

As described in Abraham, et al. [36] these point clouds now undergo further processing steps,
where the data are segmented and classified in order to provide information about the number of
grapes and berries. Individual berry elevations are clearly visible, highlighting the high level of
geometric detail of the point cloud. This level of geometric detail is necessary to count single berries
via geometric modelling.
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3.1.4. Application Example: Depth Map Creation and Segmentation of Single Vines

Another application is the acquisition of a single image or stereo image pairs of single vines.
While the application for the point cloud reconstruction needed images of the whole row with a
sufficient overlap in horizontal and vertical direction, this application needs only selected images of a
certain area of interest, for example the bunch zone. Calibrated cameras 3–5 are arranged based on
the PHENObot experiences [27]. Camera calibration was performed by using a test field calibration
according to [35] in order to determine the camera constant, principle point and camera lens distortions.
No approximate values are necessary for this process. Afterwards, the internal parameters of the
cameras are known enabling post processed image rectification. The rectified images then strictly
follow the pinhole camera model with principle point in the centre, thus enabling increased precision
for the subsequent steps.

The RGB image tools to detect berry size and colour as shown by [27,37] are currently adapted to
Phenoliner images. First experiments regarding the computation of depth maps and segmentation of
images, using stereo images acquired with the Phenoliner are showing promising result (see Figure 6).
For these first tests the depth map has been calculated with the free software “pmvs2” [38] and is used
to seperate foreground and background. Manually set thresholds for the colour channels of the RGB
image are used to discriminate the other classes (“cane”, “canopy”, “grapes”). The artifical lightning
may help to use a classifier with constant parameters over several data sets, because the brightness,
constrast and colour temperature of the images will not change. Adjusting the published tools to the
new sensors, the stereo system (cameras 3 and 5) can be used to segment an RGB image into the classes
“cane”, “canopy” and “background” in order to calculate phenotypic parameters in the same manner
as by Kicherer, et al. [32] for pruning mass or Klodt, et al. [33] for leaf area. For a detailed explanation
of the stereo system layout of cameras 3 and 5, please refer to Kicherer, et al. [32]. The NIR-camera 4
is meant to be used for plant disease detection purposes and to improve the colour segmentation of
different classes like canopy, cane, and grape bunches.

Figure 6. (a) Rectified image acquired with Sensor A (camera (5), only overlapping part of stereo pair
shown). (b) Depth map calculated with stereo pair from camera (3) and camera (5). The brightness
indicates the distance to the cameras (white for near points, dark gray for far points). Black pixels indicate
positions with no depth which can be assumed to be background. (c) First result of a test for classification
with manually set thresholds. The RGB image from (a) and the depth map from (b) are used as input.
Classes are: blue for “grapes”, green for “canopy”, brown for “cane”, black for “background”.
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3.2. Sensor B

3.2.1. Hyperspectral Image Acquisition

Image recording was achieved using proprietary image acquisition software implemented by
Fraunhofer Institute for Factory Operation and Automation IFF, which integrates both hyperspectral
cameras and the Phenoliners GPS receiver in order to record georeferenced hyperspectral images.

Data pre-processing and analysis was done offline using Matlab 2013a (The MathWorks, Natick,
MA, USA). Spectral data per image was clustered using a Neural Gas algorithm [39]. Spectra are
grouped due to their similarity measured by the Euclidean distance to a number of prototype spectra,
which are optimized to achieve minimal quantization error. The cluster or group that is representing
plant material is selected and the segmentation mask is further processed using morphological eroding
operations. Finally, a classifier Artificial Neural Network is trained on examples of leave spectra and
background spectra. This classifier is applied to all images and achieves an automated classification of
plant materials in all images. Region of interests in the image representing single vines are marked
using the geo information recorded along the camera system. In order to obtain the dataset for the
subsequent machine learning, a list of vines with the status “sprayed” and “not sprayed” was provided.
Among all vines representing one of the two classes, 10,000 spectral pixels were sampled. Datasets are
treated separately for the VNIR (160 features) and SWIR (256 features) camera. No pixel averaging
was performed. In Figure 7 examples of the principal pre-processing steps are depicted.

 

Figure 7. Pre-processing of hyperspectral image recording: (a) channel image at 1100nm, (b) clustering
of spectral data, colour indicates pixel groups, (c) classification for foreground (leaves) vs. background,
(d) image after removal of dark areas and marking of vine position from GPS.

The image segmentation can be performed in real-time on the vehicles computer system and will
be the first processing component for the Phenoliners in-field detection capability of plant diseases
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based on leave spectral reflectance pattern. Since we image a geometrical complex scene, leaves can be
overexposed or shadowed by other leaves. In order to decrease the variance in the spectral signal and
to reduce noise, dark areas are segmented out (Figure 7d).

3.2.2. Validation

Field tests were conducted in October 2016 in one row of 24 individuals of Vitis vinifera cv.
‘Riesling’. Since the cameras were located on the right side of the movable tunnel, the row was
recorded from the right (in the direction of motion). The zone around the grapes was scanned from
the west and east side, respectively. Scanning was performed at 0.1 m/s. Data was acquisitioned
at different time points during the day: 10 a.m., 12 p.m., 2 p.m., 4 p.m., and 6 p.m. In Figure 8 the
averaged normalized reflectance pattern for both spray classes, measured from east and west at 2 p.m.
are depicted, (a) in the range of 400–1000 nm and (b) 1000–2500 nm.

Figure 8. Normalized reflectance spectra for the VNIR 400–1000 nm (a) and SWIR 1000–2500 nm (b)
range imaged at 2 p.m. and pooled over west and east side.

The final dataset of labelled spectral data per time point is then analyzed for discrimination of
spray status (last four vines have not been sprayed) via a Linear Discriminant Analysis (LDA). An LDA
finds a data projection that maximizes the class discrimination by maximizing between class distances
and minimizing within class variance. Beyond a simple linear discrimination, a number of machine
learning models were tested. On a dataset of labelled spectra, a Partially Least Square (PLS) model [40],
a Radial Basis Function (RBF) network [41], a Multi-Layer Perceptron with linear output (MLP) [42] as
well as soft-max output layer (PNET) [43] were performed (Table 1).

In order to evaluate generalization performance of the used machine learning algorithms,
a five-fold cross validation was performed. For this purpose the data set is divided into five parts of
equal sample size. Additionally the number of samples for both spray classes per fold is equalized.
A model is then trained on four folds and tested on the fifth fold. All possible combinations are run
and result in a mean accuracy for the test data over all folds. Mean accuracy and standard deviation
are then used to determine the best machine-learning model. In Table 1, achieved prediction accuracy
on the test folds are shown. A comparison of different machine learning approaches is worthwhile
since as clearly indicated by the results, method can differ greatly in performance.

Figure 9 shows the achievable classification accuracy for a differentiation of sprayed vs.
non-sprayed grapevine leaves measured from west and east (Figure 9a), only west side (Figure 9b)
and only east side (Figure 9c) for the different times of day. Here we compare the best performing
machine learning approach with the linear discrimination of the LDA. For these datasets, a machine
learning approach just shows slight improvement over the linear discrimination method. Because the
only condition both groups of grape plants are differing in is the spraying status with plant protection
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and along with the known fact of high infection pressure in this plot, detected changes in the spectral
reflectance are probably determined by the counter reaction of the plants metabolism towards mildew
infection. Across the results, the spectral reflectance in the VIS-NIR range seems to be the more robust
predictor of the spray-status e.g., the suspected infection status. These initial results also indicate
that the VIS-NIR range seems to be much less effected by time of day as well as the recording from
west or east (for example SWIR at 12 p.m.). These initial results should be further investigated in the
Phenoliner campaign 2017.

Figure 9. Classification accuracy for differentiation of sprayed vs. non-sprayed leaves measured from
(a) west and east; (b) only west and (c) only east side. Across the results, the spectral reflectance data of
the VIS-NIR range seems to be the more robust predictor for the spray status. Machine Learning and
LDA approach are compared.

The correct classification rate is based on a per-pixel evaluation. For the evaluation of the whole
plant, a voting of pixel results can be achieved to derive a per-plant prediction of the infection
status. Furthermore, the machine learning approach will benefit from a broader database, since more
confounding variations in the plant will be represented and aggregated by the machine learning model.

The machine learning approach RBF also calculates a relevance profile, which indicates what
wavelength is informative for the task at hand. This technique will enable the overall goal of the
project to find a set of wavelength that are informative for the pathogen detection while keeping the
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system flexible for new applications beyond the current scope. Figure 10 showing the relevance profile
for the visual-near infrared range is depicted. The y-axis shows a percentage down- or up-regulation
of wavebands according to the set tasks. As clearly visible, the profile differs greatly from an equal
weighting of all wavebands. In future work we will test if this information can reduce the number of
necessary wavelength.

Table 1. Accuracy of spray status prediction based on a single spectrum. Machine learning models
tested: Soft-max output layer (PNET), Multi-Layer Perceptron with linear output (MLP), Radial Basis
Function (RBF) and network Partially Least Square (PLS) model. The best results, also shown in Figure 9,
are marked in bold. Depicted are average performances on the test sets in the 5-fold cross validation.

VNIR SWIR

West and east canopy side

PNET MLP RBF PLS PNET MLP RBF PLS
10 a.m. 81.80% 79.40% 86.85% 86.55% 10 a.m. 70.95% 70.25% 77.65% 77.80%
12 p.m. 81.30% 81.40% 83.90% 83.05% 12 p.m. 66.65% 66.70% 72.25% 73.95%
2 p.m. 77.05% 77.65% 83.40% 80.95% 2 p.m. 60.30% 59.90% 67.95% 69.25%
4 p.m. 80.10% 79.75% 84.00% 82.45% 4 p.m. 67.30% 67.15% 78.00% 77.15%
6 p.m. 78.75% 78.95% 81.30% 81.80% 6 p.m. 63.25% 64.45% 69.10% 68.40%

West side

PNET MLP RBF PLS PNET MLP RBF PLS
10 a.m. 81.25% 83.05% 87.95% 87.65% 10 a.m. 73.35% 72.05% 84.60% 83.95%
12 p.m. 84.90% 85.20% 88.05% 87.80% 12 p.m. 81.20% 80.65% 88.00% 88.25%
2 p.m. 79.50% 80.70% 87.05% 85.60% 2 p.m. 68.55% 71.45% 75.30% 77.50%
4 p.m. 82.95% 81.85% 84.70% 83.90% 4 p.m. 70.60% 73.15% 85.60% 84.60%
6 p.m. 83.65% 82.15% 86.30% 85.80% 6 p.m. 72.45% 72.20% 83.95% 84.10%

East side

PNET MLP RBF PLS PNET MLP RBF PLS
10 a.m. 80.25% 82.05% 85.60% 85.15% 10 a.m. 76.20% 73.45% 83.85% 83.50%
12 p.m. 78.05% 79.00% 83.40% 83.85% 12 p.m. 64.20% 63.55% 71.75% 73.60%
2 p.m. 80.35% 78.55% 84.55% 83.45% 2 p.m. 64.90% 64.85% 70.45% 73.90%
4 p.m. 80.05% 79.45% 85.55% 83.95% 4 p.m. 71.10% 71.25% 77.95% 80.75%
6 p.m. 77.65% 76.70% 80.45% 80.15% 6 p.m. 63.55% 63.50% 68.90% 69.50%

Figure 10. Relevance profile of the visual-near infrared range based on RBF performance at different
recording times.
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3.3. Discussion of One Year Experiences with the Phenoliner

The new, robust phenotyping platform has been successfully tested in season 2016. Two sensor
systems (Sensors A and B) have been implemented on the Phenoliner and the sensor data have been
connected to the geo-reference to successfully link this information for phenotypic trait evaluation.
The idea of a moving tunnel has been shown to work very well to overcome changing light conditions,
however some small adjustments have to be added to improve the standardization of the light
conditions in the tunnel. Therefore, a second curtain will be installed in the front of the machine.

3.3.1. Sensor A

In season 2016 numerous rows were visually captured with the Phenoliner moving at a speed
of 0.2–0.3 m/s, obtaining images with a frequency of 5 Hz. The error of image location was within a
few centimetres or even below. Using this system, a near-to-complete high throughput screening of
multiple vine rows is possible within one day. Future experiments need to determine the possibility to
adapt the Phenoliner’s operating speed to the usual operating speed of 10–15 km/h of field working
machines. The speed limit is currently restricted by the possible frequency of image acquisition and
storage. To reach the required image overlap of 70–80% at a speed of 15 km/h would require an
imaging frequency of 26 Hz and a data storage speed of 1.15 Gb/s for the three vertical cameras.
While a realisation is generally possible, this would require high investment costs. The second
restriction is eventual plant movements through enhanced airflow at greater speeds. A solution might
be a pre-preparation of the vine rows but at the costs of a higher work-load.

The illumination was standardized as good as possible by closing all major openings towards the
tunnel and utilizing external illumination-units. Some improvements regarding the intensity of the
external illumination and the background colour still have to be carried out to enhance the quality
of the point cloud. Regarding point cloud reconstruction, three phenomena are connected with a
high intensity illumination. The first phenomenon is the false reconstruction of the background at the
border of foreground objects. The second phenomenon is the high intensity reflection of light at the
background, which may lead to oversaturation in the images. Two background colours and materials
were tested during our experiments. A heavy grey tarpaulin (Figure 5b left side, black berries) and a
white blanket (Figure 5b right side, green berries) constituted two alternative backgrounds. Images
taken with a white background, exhibit a high level of oversaturation derived from high intensity
reflections of the white background. The resulting point cloud suffers from false colours and falsely
reconstructed points at object borders in the point cloud, as can be seen in Figure 5b.

In contrast, the images taken with a grey background, exhibit correct colour assignments and
sharper object borders. Still, high intensity reflections at the background are visible as well and may
cause background points to be reconstructed at a wrong position. The third phenomenon is the high
intensity reflection at berry arches (Figure 11).

In future experiments it is planned to address these problems in two ways. First, by the utilization
of polarizing filters to reduce the high intensity reflections on berry arches and background. Secondly,
the background will be painted in a matt colour to further minimize reflections. For an efficient
background segmentation the colour will either be pitch black or of a neon-colour shade to distinguish
it from the foreground.
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Figure 11. High intensity reflections result in a wrong point positions at object borders (left image).
At berry arches, they may corrupt the spherical geometry of the berries during reconstruction.

3.3.2. Sensor B

The integration of two optical sensor systems, computer hardware and light sources in a
compartment while trying not to overuse the space, but getting good results for both sensors at
the same time, was one of the biggest tasks to begin with. Despite earlier observations, Sensor B had
to be rotated 90◦ since the distance between camera (fixed focal length) and plant canopy was still
too short. A mirror capable of reflecting all relevant wavelengths needed to be introduced into the
optical system. After that, the system was up and running while the Phenoliner was keeping a steady
velocity of 0.1 m/s. During the season, the foil covering of the reflectance pad was exposed to some
stress through plant contact and will be replaced with a thin glass window. The camera acquisition
data as well as the GPS data stream was generally stable not counting the several improvements
that needed to be done to the acquisition software. All in all the current hardware setup delivered
promising results and its use will also be extended to the laboratory. Preliminary data taken from a
repeated measurement of potentially infected vines showed that a machine learning model so far does
not consistently outperformed a linear discrimination of the sensor data used so far. The VIS-NIR
range seems to be the better and more stable indicator for the spray-status e.g., infection status while
the shortwave-infrared range was influenced by day-time and recording direction. This fact has to be
evaluated in the coming campaign with plants analysed for true infection. With a growing database of
hyperspectral data samples it is to expect that the machine learning approach gains robustness against
confounding variations in the data. The advantage (Sensor B) of the current system is the collection
of reflectance data narrowly sampled across the wavelength range from 400 to 2500 nm which sets it
apart from usual multispectral approaches whose wavelengths are chosen according to spectral indices
known in advance to have a correlation with the target values (for example chlorophyll, biomass,
nitrogen). Machine learning is the tool to cope with the high-dimensional data produced by the system
and its potential non-linear relationship with the target value.In the long run, the hyperspectral imaging
system is intented to be used on a commercial platform like a tractor in a productive environment.
Some prerequisites must be met before, that is a higher framerate supported by better artifical lighting
allowing lower exposure times. Also, if the evidence hardens, that VIS-NIR is the spectral range
holding sufficient information for the detection of grapevine diseases, this would be beneficial for the
realization of a multispectral system for the commercial application.

4. Conclusions

A new phenotyping platform for grapevine research has been successfully introduced.
The Phenoliner was build based on a grape harvester and is equipped with two high-end visual
camera systems using RGB, NIR and hyperspectral imaging to screen vines directly in the field. It has
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the potential to enable high-throughput phenotyping taking different phenotypic traits like yield
parameters and health status into account. Compared to other phenotypic platforms it is independent
of the surrounding light conditions. Furthermore the Phenoliner is very robust for field application
and its functionality could be extended with additional sensors in the future.
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Abstract: Monitoring mechanisms that ensure efficient crop growth are essential on many farms,
especially in certain areas of the planet where water is scarce. Most farmers must assume the high
cost of the required equipment in order to be able to streamline natural resources on their farms.
Considering that many farmers cannot afford to install this equipment, it is necessary to look for more
effective solutions that would be cheaper to implement. The objective of this study is to build virtual
organizations of agents that can communicate between each other while monitoring crops. A low cost
sensor architecture allows farmers to monitor and optimize the growth of their crops by streamlining
the amount of resources the crops need at every moment. Since the hardware has limited processing
and communication capabilities, our approach uses the PANGEA architecture to overcome this
limitation. Specifically, we will design a system that is capable of collecting heterogeneous information
from its environment, using sensors for temperature, solar radiation, humidity, pH, moisture and
wind. A major outcome of our approach is that our solution is able to merge heterogeneous data from
sensors and produce a response adapted to the context. In order to validate the proposed system, we
present a case study in which farmers are provided with a tool that allows us to monitor the condition
of crops on a TV screen using a low cost device.

Keywords: ambient intelligence; wireless sensor; fuzzy logic; smart irrigation; virtual organizations
of agents

1. Introduction

Drought, climate change and pollution subject our water resources to big changes, and as the
situation gets worse with time, more people experience its negative effects; currently, four out of
every 10 people in the world are affected by a lack of water. Our population continues to grow and
with it our needs for more water grow, for both industrial and domestic purposes. Our work focuses
on optimizing water management in the agricultural sector, being the largest economic sector in the
world. It is estimated that the agricultural industry wastes 60% of the 2.500 billion litres of water used
each year [1–3]. In comparison to the current crop irrigation systems, we seek a more economic and
effective solution that incorporates intelligence and context-awareness. This is possible due to the
remarkable progress that has been made in the field of electronics in the last decade, whereby the
size of end devices has decreased and their production costs as well. As a result, a variety of low cost
sensors and communication devices is now available, allowing us to propose new solutions that can
solve many every day challenges in an economic way. The possibility of using sensor networks in
the agricultural sector would allow us to acquire data and look for intelligent solutions, helping us to
create a system that ensures proper crop growth and optimizes water usage. However, the current
monitoring systems do not incorporate a minimum degree of intelligence and do not have the ability
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to adapt to the environment. Moreover, the implementation of industrial equipment for the control
of crop irrigation is hindered by its high cost and complexity; the lack of such equipment on farms
results in unnecessary water wastage.

A multi-agent system (MAS) [4,5] is the most suitable option for this solution. This is because
a MAS includes an Intelligent Distributed Artificial System, which incorporates social aspects and
human reasoning to solve problems. Specifically, this work proposes an architecture based on virtual
organizations through the use of a multi-agent open source platform called PANGEA [6], which
incorporates services that allow sensor networks to be interconnected. This design makes it possible
for agent societies to include organizational aspects of human societies, improving self-regulation
and self-organization. The use of autonomous agents embedded in devices with limited computing
capabilities makes the PANGEA platform a perfect candidate for the planned system. Each agent may
represent an autonomous entity that consumes and provides different services. Collaboration between
agents from the same organization offers more distributed and complex functionalities. One of the
challenges that must be faced in this work is the fusion of information that comes from heterogeneous
sources; the aim is to design an agent type that fuses heterogeneous data and obtains the crops’ growth
patterns. The proposed system should guarantee growth and scalability of the platform.

The assignment of roles to virtual organizations of agents will ensure system flexibility and will
provide us with the ability to add new functionalities, creating a completely transparent layer for the
applications that are developed for the user. The communication between the different components of
the system must be efficient and low power consuming, since it must be capable of operating without
direct sunlight. The proposed system must be able to monitor a crop and automatically supply the
amount of water needed, this will be done through a predictive model with input variables regarding
the climate, humidity of the subsoil, the force of wind, sunlight, temperature and the time of the day.
Fields generally have very vast areas of land and sensors often have to be installed at large distances
from one another, this is why a wireless connection between them is necessary. To this end, a network
of autonomous sensors has been designed, with manageable battery consumption, which coordinates
and generates different events produced in the system. Wireless Sensor Networks (WSNs) [7] are used
to analyse environmental behaviour and the existing interaction between different sensors, they make
decisions automatically on a daily basis [8].

The key novelty of the system presented in this paper is the use of fuzzy-logic and its application
in a multi-agent environment. Those agents interact autonomously giving the system greater flexibility
and intelligence. We also describe how the open-hardware platform called “Open Garden” is used; it
has been designed specifically for the collection of essential agricultural data.

In addition, new interfaces have been implemented. Among these interfaces, the described system
is a pioneer in using television as a data representation interface. This is very important because it
is one of the devices most commonly used by final users. We should also point out that it is a low
cost system, this enables small and medium-sized farmers to access this technology without having to
invest a large sum of money.

This article is organized as follows: Section 2 reviews the state of the art and related projects,
Section 3 describes the proposed architecture, Section 4 describes the case study conducted to evaluate
the system, and finally Section 5 presents the results obtained and our conclusions.

2. Background

Currently, a variety of automatic crop irrigation systems are available in the literature, [9,10] and
this section provides a detailed analysis of them. Existing solution are limited by various factors: their
design does not adapt to the particular requirements of different crop species; the quantity of water
supplied by each manufacturer is different, making it difficult to determine the exact amount of water
to be supplied to a crop. Moreover, irrigation systems are extremely expensive and are provided by
their manufacturers with closed architectures that restrict customization or inter-compatibility with
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other devices. For example, it is not possible to interconnect sensors from different manufacturers or
to integrate data in an application that could be controlled from a smart TV.

The current issue of wasting natural resources has called the European Union to action. The EU
is now encouraging the development of solutions that ensure ecological efficiency. Some of the best
known projects that have been funded by FP7 [9] include the following:

WATERBEE DA (REF: 283638 Funded FP7-SME): this system allows farmers to save water by
watering only at the time and place required [11]. Financed by European Community funds, the
project team developed a prototype of a sustainable irrigation system. The tests showed savings of
21%, registering peaks of up to 44%. The impact of irrigation was also reduced to 23%. This system
features wireless communication and environmental sensors, providing intelligent, flexible, easy to
use, affordable and accurate programming. Moreover, this system can be adapted to the specific
requirements of each user, the humidity of the soil and environmental conditions, and to different
agricultural management systems [9,12,13]. Related works such as [14] include a mobile application
that has been used to manage irrigation with pivot in the state of Colorado (USA), while another
work in Florida uses evapotranspiration-based irrigation controllers [15] to define schedules. Some
works such as [16,17] operate with a Smart Irrigation Decision Support System; these systems include
machine learning techniques such as artificial neural networks, fuzzy decision systems to analyze
the water in the soil, or to establish previous irrigation patterns. However, these types of supervised
systems require previous expert knowledge to train the algorithms.

OPTIFERT (REF: 2836772 Funded FP7-SME): is based on an innovative automatic irrigation
system for medium and large scale agricultural holdings [18,19]. This system combines fertilization
and irrigation, and reflects the increasingly widespread trend among farmers to use computers, making
it easier to keep track of the consumption of water and fertilizer. The system is composed of a soil
sensor, a data processor, a control and distribution unit that monitors fundamental parameters of
soil, and plant requirements in real time. The control software is able to access databases containing
information about crop growth and relate it to crop species and soil (type, structure and fertility) data,
as well as economic data on costs and prices. It is also possible to get weather forecasts and insert them
into the system. In addition, the user can add data, such as reports on crops and planting times. It can
obtain data that determine the right amount of water and fertilizer for each stage of crop growth.

ENORASIS (REF: 282949 Funded FP7-SME): by using this system, farmers can install a network
of wireless sensors on their farms to gather information on factors affecting the crops’ need for water,
including soil moisture, atmospheric temperature, insolation, wind speed and precipitation [20,21].
The system also has a set of valves to measure any increase in the amount of water. This solution
saves water, prevents soil erosion and generates both environmental and economic benefits. This
system also uses a weather forecasting model that combines satellite images from the fields and the
information from sensors to create a specific meteorological prediction. The model offers such a fine
resolution that predictions can focus on areas of up to two square kilometres. Moreover, crop data can
be used to prepare a watering plan, allowing the farmers to decide if they need to add more water to
the ground [21].

IRRIMAN LIFE (funded program Life+): granted in 2015, the project is based on an automated
system. Using an algorithm [19,22,23], irrigation needs are determined according to the water contained
in the soil, the plant, and the atmosphere, all of which are measured on a continual basis using different
sensors in the endometrial system. The project ensures the efficient use of water resources, the
improvement of the quantitative management of water, and the preservation of the high quality level
of water, and avoiding the misuse and deterioration of water resources. This is a very interesting
project which has recently started [24].

This section has provided clear initiatives [13,25] to implement solutions that combine different
sensors for the purpose of using natural resources in a more efficient way e.g., rationing electric
power employed by the irrigation equipment or rationing limited resources, such as water. While
these systems are composed of different sensors, they use closed platforms and lack the capacity to
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interact with external agents. Moreover, they lack the intelligence that equips them with learning and
adaptation capabilities. Consequently, we need an open and heterogeneous platform that allows us to
merge information from all the sensors for subsequent analysis and study.

Having begun as recently as 2014–2015, these projects are still in the development phase. Their
use on conventional farms requires a significant investment, making them appropriate only for large
areas. Extrapolating these systems for use on smaller areas, such as a small vegetable garden or
greenhouse, or using them simply to monitor a crop during a short period of time, would make the
cost of acquiring the necessary equipment far too expensive for most farmers.

Nevertheless, a comparative study of commercial solutions has been carried out for small scale
farms. The solutions that incorporate sensors do not include systems based on fuzzy logic which allow
to establish the watering quantities in a precise way. Aifro WaterEco [26] considers climatology in order
to lower or increase irrigation but it is focused on the definition of threshold values and does not include
fuzzy logic or sensors, such as soil and land humidity. Blossom [27], encompasses crop irrigation
and generation of calendars, depending on the climate these calendars can be edited manually, it has
common functionalities but allows for remote management, it also does not include fuzzy logic in its
behavior. BlueSpray [28] includes seasonal information to adjust irrigation as in the previous example,
it does not include fuzzy logic based behavior. GreenIQ [29] and IrrigationCaddy [30] are conventional
programs that can be managed remotely from mobile applications and include the feature of creating
irrigation calendars. Lono [31] incorporates threshold values and seasonal information and reduces
crop watering according to the thresholds, as in the previous cases it does not include fuzzy logic and
does not have weather sensors.

On the other hand, the Orbit B-Hyve [32] system incorporates a control through smartphones
that is able to change some parameters in order to edit the system schedule. The parameters that
device takes into account when configuring the irrigation timer are: the slope of the site, the soil
type, if it is in the sun or shade, history of rainfall in the area and the current weather. The Rachio
Smart Sprinkler Controller [33] system also has a Wi-Fi connection and is able to send the data
from the sensor to the user’s smartphone. This device requires an initial configuration which is
established by indicating the type of crop and the type of soil. In this way, the system can estimate
the irrigation time required by the crop. The fuzzy system is not applied, nor are the flexible rules.
Rainmachine [34] is another commercial system which incorporates an automatic irrigation program.
It is capable of calculating the percentage of evaporation and transpiration of the soil, according to
the weather conditions obtained from the data of the meteorological service. This system, like the
others, does not include fuzzy knowledge. The Spruce irrigation [35] system combines the information
obtained from all the temperature and humidity sensors and rainfall forecasts. Lastly, we list the
Raincommander [36] system for its ease of use and its integration with mobile devices for remote
irrigation control. However, this system lacks an intelligent configuration, it has no fuzzy logic rules,
and only considers the schedule and the irrigation time that has been configured manually by the user.

After a careful review of the related literature, this work focuses on a novel design of an open
architecture composed of virtual agent organizations. The proposed system is economic and can be
customized to fit the needs of each farmer making it possible to monitor and automate the irrigation of
any crop species. From an analytical point of view, it will be necessary to store the information of each
sensor in a remote database, this will allow farmers to examine the effectiveness of the system. Finally,
we can deliver these functionalities to the user as services; users will be able to control irrigation from a
TV screen, using a remote. In conclusion, the major novelties of this work are: (a) the ability to estimate
irrigation time through the use of multi-agent virtual organization technology that executes a fuzzy
algorithm, (b) the deployment of agent models in devices with limited capabilities using the PANGEA
architecture, (c) the monitoring and control of the irrigation system with a TV remote (thanks to the
use of wireless sensors networks).
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3. Proposed Architecture

In the field of computer science and artificial intelligence the use of multi-agent systems deals with
the interconnectivity of intelligent agents that collaborate together to solve a complex problem. The use
of a combination of agents in wireless sensor networks allows for the design of new platforms with
advanced computing capabilities. The design of a multi-agent system based on virtual organizations
allows one to monitor and control an irrigation system. The different algorithms that make up the case
study should be embedded in embedded devices like sensors or small microcontrollers. To achieve
this, we have chosen a multi-task architecture that makes it possible for virtual organizations to have
a dialogue between them, this architecture makes up the case study since distributed processing
techniques can also be used with it. The proposed architecture must be dynamic, have the ability to
merge information from heterogeneous data sources, and contain advanced analysis and prediction
capabilities. The dynamism that a multi-agent architecture offers allows us to add new sensors,
adapting them to the requirements of the environment. One of the main innovations of this architecture
is a design based on organizational theory, which can both imitate and collaborate with human
organizations related to crop irrigation. This Section will present the design of an architecture that
(1) allows for the creation of an open and self-organizing system, and (2) can handle different types
of sensor networks, thus facilitating the dynamic addition of new protocols based on the emergence
of new technologies such as Zigbee, RFID, Wi-Fi, and Bluetooth. We will explain the design of the
architecture in detail, as well as the agents that make up each virtual organization, as shown in Figure 1.

 

Figure 1. Agent organization flow chart.

The architecture is composed of two distinct parts: the bottom is formed by the minimum agents
that make up the multi-agent PANGEA system; the top consists of different virtual organizations on
which this case study is based, and whose operation is explained below:

Organization Information Fusion: This refers to an organization whose objective is to merge the
information provided by the sensor networks (lower layers), which is then integrated with the virtual
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agent organizations (upper layers). In this organization, agents emulate the human behaviour of
adding environmental information, thus making it possible to obtain far more advanced knowledge
than what is generally provided by individual data. Also, the information formats controlled by
each sensor are transformed to a common and manageable standard for all architecture. The internal
message protocol chosen for the communication between agents of the platform is a messaging protocol
of plain text that is based on the standard RFC1459 [37].

Organization Smart Irrigation: This refers to an organization that is in charge of extracting and
collecting information from different sensors. Its main function is to transform the physical layer data
so that they can be used by other agent organizations. Each agent communicates in a unidirectional way
with a central officer who organizes and manages the communication. In this organization, there are
two different roles: one held by officers, who obtain the values of the sensors; and another secondary
role, in the coordination of tasks and communication with other organizations of the architecture. The
different agents that form part of this organization are shown in Table 1. These agents are deployed in
the nodes to extract information from the environment, the obtained data are sent to the central node
which sends them to the main server.

Table 1. Monitoring variables.

Variable I/O Description

LightAgent I Obtains the brightness of the environment.
TempAgent I Responsible for measuring the environmental temperature.

HumidityAgent I Agents whose primary function is to measure the moisture in the air.
ElectroValveAgent I Responsible for increasing or decreasing the water flow.

OxygenAgent I Obtains the level of oxygen in the air.
SoilMostureAgent I Measures the degree of moisture in the subsoil

WaterAgent I Indicates the amount of water in the tank.
OrganizationAgent I/O Responsible for the communication between the different agents.

Organization Control Center: This organization is responsible for monitoring information obtained
by agents, and belongs to the Smart Irrigation Organization. The most important task is the intelligent
analysis of information and prediction based on the data collected from different sensors. The Crops
agent is in charge of coordinating monitoring tasks, analysis and alerts, additionally this agent is
responsible for managing the defined rules for each type of crop. In the case of an anomaly, an alerting
situation, or a value outside of the usual range, this organization will be responsible for initializing the
process of resolving the anomaly, which is then notified to the system administrator.

Organization Application Interface: This organization is in charge of adapting data from the other
virtual organizations, and then representing this data in the application layer. As the organization is
an interface, the applications inside the client can easily interact with the platform. For example, in
the case of an external device that has to request a particular functionality from the system, or any
application such as “Web Application or Smart TV”, the data have to be adapted from the raw data to
a standard format. This organization will develop an adaptation function, also known as the connector,
for later use in any application. The presented case study has several connectors or gateways whose
main function is to transform data from the architecture so that the data can then be represented on a
smartphone, a Smart TV or a web application.

Pangea MultiAgent System: The decision to use PANGEA was based on its ability to create virtual
organizations, which are characterized by their dynamic nature. This is the most singular feature, since
other alternatives, such as THOMAS or JADE are not dynamic. PANGEA is a cost-free, multi-agent
framework developed by the BISITE research group and anyone can use it. The PANGEA architecture
can function with devices with limited computing capabilities, this feature is a big advantage because
it enables us to deploy agents embedded in hardware. The fact that sensors are powered by sunlight
makes this feature even more essential for the system. Moreover, limited computing capabilities are
necessary for the algorithms responsible for data processing, as well as for efficient communication
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between the sensors in the system. The agents specialized in the management of virtual organizations
are defined in [38], these agents are responsible for managing the agents inside the whole virtual
organization. Below, we focus on the basic functions of the agents that manage the virtual organization
executed within PANGEA.

• DatabaseAgent: This agent plays a storage role in the organization to provide persistence to the
information in the organization. It is the only agent with database access privileges. Its objective
is to perform backup tasks, as well as to ensure the correct consistency and storage of information.
This agent communicates with the rest of the agents in the organization.

• Information Agent: This agent manages the services inside the virtual organization. It is also known
as the “yellow pages” agent, as it allows other agents to publish the services provided, so that
others can access them. When a new device or application uses the architecture for the first time,
the corresponding agent should consult the specific services offered in the virtual organization.

• Normative Agent: One of the most important aspects in a virtual organization are the norms
that govern the organization. This agent is responsible for the security when establishing
communication between devices. When an application uses a specific functionality, this agent
is in charge of checking whether it is authorized to do so, using a rules engine based on
DROOLS [39,40].

• Service Agent: This agent distributes functionalities as web services. It is also a gateway to
communicate external web services outside the system with the agents in the organization.
To encourage greater abstraction, functionalities, and different capabilities offered by the
architecture, some services are exposed; this mode favors greater integration independent of
programming languages.

• Manager Agent: This agent is responsible for performing periodic system management, verifying if
there is any overloaded functionality, and ensuring free of errors communication between people
and organizations.

• Organization Manager: This agent plays a very important role in the architecture given that it is
responsible for verifying the operation of all the virtual organizations, dealing with security, and
balancing and providing encryption of the frames between the most important agents.

In the APP Crop Database different information is included, such as the irrigation rules liked to
the type of crop. In these rule we include information on the geographic location, this data base is
synchronized with a central server to ease the addition of new crops.

4. Monitoring Platform and Irrigation

This Section presents a case of study of a small crop environment combining a low cost hardware
and multi-agent systems, which allows the fusion of information captured by different sensors.
The chosen hardware platform is called the OpenGarden. Due to the wide variety of crops and
the source that we can monitor, the architecture can be implemented in three different scenarios:
indoors (houses and greenhouses), outdoors (gardens and fields), and with hydroponic agriculture
(plants in water-based facilities).

The system must provide the ability to control the state of the plant through the detection of several
parameters: moisture in the ground, humidity, brightness sensors for pH, conductivity, temperature,
oxygen, and water level. The topology between different sensors is represented in Figure 2. There is
a slave node for each type of crop or plant to be monitored, and a single central node that connects
the cultivated area. There are two types of nodes: slave nodes, which send the information from the
interconnected sensors; and a central or primary node, which acts as a gateway sending data to an
agent that resides on a web server, using existing wireless technologies (Wi-Fi, GPRS, 3G).
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Figure 2. Architecture sensor network.

Below is a detailed explanation of the hardware used in this solution. The Gateway is powered by
an Arduino-one controller [41]. The slave nodes send information to the central node via network,
with a star topology for the transmission of information, using an Amplitude-Shift Keying (ASK)
modulation. The selected band frequency is 433 MHz, due to the autonomy of the devices and the
need for efficient communication, where the quantity identity of data shared between the different
nodes is not very high. The gateway node is composed of an OpenGarden Shield [42]. The number
of central nodes varies depending on the size of the farm, independent subzones can be established
with different configurations. The distance between the central zones depends on the visibility of the
environment. Using a 433 MHz range we attained interconnectivity between the nodes at a distance of
250 linear meters with total visibility. The functionality offered by each of the controller pins is shown
in Figure 3.

Figure 3. OpenGarden Gateway Node functionality board [42].

The shield of the master node allows us to technologically connect different types of sensors
and to gather information from any sensor that is available on the market. In addition, it ensures
interconnectivity with external hardware as Arduino or Raspberry by using a serial port. Of note, the
shield incorporates a battery for autonomous operation which uses sunlight to power itself during the
day. The controller is based on a DS1307 chip to time programming. It has an I2C interface that allows
the interconnection of virtually any sensor currently on the market, and an accurate clock that will
adjust to time changes. It can detect if there is a fault in the electrical circuit, and consumes less than
500 nA. The central node is capable of expanding its functionalities, providing us with the possibility of
adding any type of sensor or functionality that we might need. This expansion port consists of 12 pins
(analog and digital) which allow to, for example, adapt the system for activating monitoring systems,
monitoring the condition of motors and pumps or if we want to use the system in greenhouses; to
control the ventilation system, airflow and motorized doors.
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The slave nodes are based on the use of OpenGarden Node Shield. As opposed to the central node,
this board is simple, only in charge of connectivity with the different crop sensors to be monitored.
Figure 4 shows a diagram of the connectivity board.

Figure 4. OpenGarden Slave Node functionality board [42].

As the functioning should be autonomous, this board also has a solar panel that is continually
charging a lithium battery. The result of the complete assembly of the slave node and the central node
are shown in Figure 5.

Figure 5. Look and feel of the devices.

One of the novelties of the system is the use of the light agents that are embedded in the nodes [24].
The light agents are especially designed for implementation in devices and sensors with limited
resource constraints. In this case the sensors have limited resources and are therefore embedded in
software agents that can communicate with the PANGEA architecture; to reduce computational costs, a
simple communication protocol is used. The central node contains an agent that retrieves information
for the agents in the Slave Node, this communication is made using the 433 MHz radio frequency. The
central node sends the information to the server with REST and the information is made available to
the other agent in the virtual organization so that it can be displayed by different devices.

4.1. Irrigation System Based on Fuzzy Logic

As mentioned in Section 3, the virtual Information Fusion organization aims to adapt and process
information from each of the sensors. This organization merges the information collected from each
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of the individual sensors, and estimates the flow of necessary irrigation at each moment. For the
fusion of information from the sensors and the establishing of the volume of water for irrigation,
fuzzy logic is used as explained in this section. The reason for using fuzzy logic as opposed to other
alternatives, such as Bayes, is because we want to establish a continuous irrigation level and not by
categories [43]. A diagram of the flowchart detailing the procedures that take place in the Information
Fusion organization in provided in Figure 6. Readers may check [3] for further information.

 

Figure 6. Process workflow: the main loop introduces a time delay in the whole process. Once the
sensors are calibrated and measures obtained, the moisture level is checked. If the humidity crosses a
given threshold, data is sent to the server. Otherwise, the input values of the sensors are sent to the
fuzzy logic algorithm and the irrigation process is triggered.

The workflow of the irrigation process is described in the following paragraphs:
After the initial installation and activation carried out by the farmer, our system begins an

auto-evaluation process where it verifies the condition of the installed sensors. If some type of
interconnection error occurs, it is reported to the user through an alert. The nodes have an initial
connection time of 10 s to connect to the master node. Once the sensors are connected to the WSN and
the link with the central node is established via radio, they are ready to collect measurement data.

When the sensors are launched correctly, each one collects data according to the sampling
frequency established by the user. Each of the slave nodes is in charge of collecting different
measurements from the sensors, converting them into a format that can be read by a human and
transmitting them to the central node. Each measure received by the central node is compared with
the previous measures and the state of the humidity sensor is analyzed. If the value of the sensors
is above 20%, all the information is sent to the central server with the aim of visualizing these data
in the developed applications. However, if the humidity sensor displays a value that is below 20%,
although all the necessary irrigation conditions are supplied (temperature, radiation, light, humidity)
the required irrigation time will also have to be determined apart from sending the data. The sensors’
measures are used as input variables for the fuzzy logic system which measures the exact irrigation
time. The empirical rules used by the fuzzy logic system, have been established by a farmer who is an
experienced tomato cultivator. These rules can be seen in Figure 7.

Moreover, the server continually stores data in the database; the values collected by the sensors as
well as the decisions taken by fuzzy logic, enabling the user to access all this information remotely
through the application designed in Section 4.2.

As shown in Figure 6, when the crops are being irrigated, sensor readings cannot be taken until
27 min after the irrigation started, this is due to the effects of transpiration. If soil is watered under
conditions of extreme heat, the water will evaporate and the ground will not dampen immediately,
resulting in an incorrect reading. The 27 min period allows the sensor to retrieve the correct value
for subsoil humidity. This time window is fixed and was calculated by performing evaporation tests
during the month of July in the town of Salamanca, Spain. It is possible to find literature on how to
calculate time dynamically [44,45], however it is not the focus of this work.

The goal of the fuzzy logic based algorithm [3,46] is to determine the volume of water and the
duration of irrigation (opening of electric valve) required in each case. Knowledge rules are established
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for the humidity sensor in three situations: when the sensor is wet, when the sensor is partly wet and
finally when the sensor is dry. Table 2 shows the irrigation time for each case.

 

Figure 7. Rules provided by a human expert.

Table 2. Rules for irrigation estimation time.

Solar Radiation (Lux)

Humidity Light Medium Dark Temperature

Wet
No Water No Water No Water Cold
No Water No Water No Water Medium
No Water No Water No Water Hot

Half-Wet
Short Short Very Short Cold

Very Short Short Short Medium
No Water Very Short Long Hot

Dry
Very Long Very Long Very Long Cold
Very Short Long Long Medium
No Water Very Short Very Long Hot

To determine the reduction of uncertainty levels that comes with the inclusion of these three
variables, an analysis of irrigation estimations is carried out through the Bayes application, on the
basis of the use of these variables. The accuracy percentages obtained are listed in Table 3. As can be
seen, when the three variables are used the accuracy increases. From this we can conclude that the
three variables used are important in reducing the uncertainty when estimating the level of irrigation.
We should also highlight that when using other classifiers, based on decision trees, such as J48 accuracy
rises to 100%, however Bayes has been used given that it is the alternative to fuzzy logic listed in [43].

The figures below provide information regarding the membership functions that have been used
by the fuzzy sets. Figures 8–10 represent the inference rules for temperature, solar radiation and soil
moisture, respectively.
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Table 3. Accuracy percentage (calculated with Bayes) depending on the irrigation levels, according to
the variables indicated in Table 2.

Sensors Accuracy

Humidity 62.96%
Light 40.74%

Temperature 40.74%
Humidity/light 62.96%

Humidity/temperature 74.07%
Light/temperature 40.74%

Humidity/light/temperature 81.48%

Figure 8. Temperature inference rule.

Figure 9. Solar radiation inference rule.
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Figure 10. Soil inference rule.

Finally, Figure 11 combines the inference rules, showing the estimated irrigation time.

Figure 11. Irrigation time estimate.

The algorithm chosen in this work is based on a Mamdani system [3], in which the membership
functions are trapezoidal. The reason for using this fuzzy system is that the library [47], which allows
one to develop applications with fuzzy logic in microcontrollers based on the ATmega328p chipset, is
the only one that possesses the Mamdani fuzzy system. In addition, the Takagi-Sugeno method is less
intuitive and more computationally complex. While the defuzzification process can be done using
different methods, the centroid technique method [48,49] was selected in this case. The fuzzy logic
system was designed with MATLAB software. Figure 12 shows the general scheme.
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Figure 12. Inputs/output.

Figure 13 shows the output produced by the fuzzy system, when the value of temperature is
30 ◦C, solar radiation is 3000 lux and the percentage of the subsoil moisture sensors is 20%.

p g

 

Figure 13. Output simulation.

As shown in Figure 14, when the temperature is high, irrigation time is completely determined by
it, this helps to avoid water evaporation. In addition, Figure 15 shows how irrigation time increases as
the humidity sensor approaches dry values and brightness.

 

Figure 14. Relation between temperature and moisture.
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Figure 15. Relation between solar radiation and moisture.

Once the defuzzification process has been carried out, the following preliminary conclusions
were obtained:

• The subsoil moisture sensor provides the most important system information; it measures the
moisture of the subsoil and indicates when it is necessary to activate the irrigation mechanism.
In addition, it estimates the amount of water needed.

• The outdoor temperature sensor measures the outside temperature. If the temperature is high, this
sensor prevents the watering process that, if activated, would simply result in water evaporation
and unnecessary water wastage.

• The solar radiation sensor is as necessary as the outside temperature sensor, since sunlight causes
water to evaporate.

4.2. Platform Display

All irrigation systems must be controlled and monitored remotely. This section describes the
physical connectivity of the system. The developed system can be deployed in any geographical
location, provided that there is a data connection (Wi-Fi/3 G GSM) allowing the data from the sensors
to be sent to a platform that resides on a central server. All wireless sensors have batteries that are
continuously charged by solar energy. The objective of this section is to describe how individuals who
are not familiar with technology could use the proposed system to check the state of their plants in
real time. The overall architecture, including the screen display, is shown in Figure 16.

Figure 16. Scheme platform.
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The agents embedded in the sensor network send the collected data periodically to organizations
of agents located on the central server. This data can be kept and subsequently displayed. The
communication between agents is done via RESTful web services, which allows for minimal battery
consumption and high speed. Data exchange is done through JSON frames. This format was chosen
because the data can be parsed by agents that are embedded in limited computing devices and
very little time is required to plot the information. In Figure 17 below we give an example of the
information structure.

Figure 17. Message structure.

The most innovative feature presented in this Section is the use of a display agent installed on a
Raspberry PI device, which allows us to connect to any type of Smart TV browser that has an HDMI
adapter. The goal is to provide all users, particularly elderly farmers, with a visualization agent which
will allow them to view the condition of their crops easily and from their own home. To do this, the
architectural design was implemented, as shown in the figure below (Figure 18).

Figure 18. Remote control platform of the irrigation system.
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The display agent allows the user to interact with the system via the TV remote control. The first
time that the farmer opens the application, he has to carry out an initial configuration, in which he
chooses the type of crop and its geographic location. In this way, we preload the initial irrigation
configuration which the user can modify according to their preferences. Using an infrared sensor,
the user will be able to monitor and control the state of the different sensors in a web environment.
In addition, the display agent alarms the user if one of the system sensors fails, even if the user is
watching TV, a warning will display on the screen. Figures 19 and 20 show a general view of the user
interface of the proposed system, which uses a normal television to check the condition of plants.

In Figure 20, we can see the place where the system has been implemented, the farm has a size
of 250 m2 and was loaned to us by a farmer for the purpose of this case study. The farm in this case
study does not have large dimensions, this is because we wanted to avoid economic loss if the result
happened to be negative and growth would be affected.

For now, the cameras are simply used to provide the user with a snapshot of the system at a given
moment; in future works, however, we are planning to add a camera-based monitoring system to
our architecture.

 

Figure 19. Smart TV application that shows the weather forecast.

 

Figure 20. User interface screen capture with information from the different sensors displayed on the
TV platform.
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5. Results

This work presented the development of an intelligent system based on WSN that monitors and
automates crop irrigation in an easy and economical way. The multi-agent architecture chosen to
develop the case study is based on PANGEA, due to its ease of use and the ability to deploy agent
drivers on computationally limited devices. The low cost of the proposed system (100 €/250 m2) is a
key factor, it makes it an accessible tool to the majority of farmers who cannot afford to implement
existing solutions.

The location chosen to test and validate the system was a rural garden located in the outskirts of
Salamanca, in the town of Roblija de Cojos. The tomato crop in the garden had a WSN composed of
various sensors which measured soil moisture, soil temperature, external temperature, light, rain and
wind. The nodes were evenly distributed, with one node placed every 5 m2. Since the garden has an
area of 250 m2, slave nodes and a central node, which coordinate communication, were also installed.
The main characteristics of the field included: clay soil, no crop yield in the last five years, fallow land,
no presence of nematodes.

Table 4 provides a comparison between the costs of the commercial systems that have been
described in the Background Section 2 and the system proposed in this work. The price of these
devices has been calculated on the basis of the configuration that they would require for the case study
conducted in this work; a field of 250 m2. The calculated costs do not include additional teleoperator
expenses for 3G/GPRS connection. The chosen systems do not have any installation costs since they
are self-installing systems and the procedure can be carried out by the user. 250 m2 is established
as the baseline size, which is the minimum field range within which the system is useful and its
measurements are conclusive. The implementation costs of the other systems are also calculated for
a similar area, between 150 and 250 m2. As can be seen, the proposed system has a smaller cost in
comparison to the rest of commercial devices, even though the sensitizing areas are broader.

Table 4. Comparative between the proposed solution and the main commercial solutions currently
available on the market.

NAME INCLUDED SENSORS
MAXIMUM

ZONES
CONNECTIVITY

SCALABLE
(PRICE)

SYSTEM
PRICE

AIFRO WATERECO [26] Humidity and temperature 16 Wi-Fi No 180 $

BLOSSOM [27] Humidity and temperature 12 Wi-Fi No 200 $

BLUESPRAY [28]
Humidity, light, oxygen

and water 16 Wi-Fi & Ethernet Yes (80 $) 250 $

GREENIQ [29] Humidity and light 6 Wi-Fi & Ethernet No 212 $

IRRIGATIONCADDY [30] Humidity 10 Wi-Fi & Ethernet No 175 $

LONO [31] Humidity, light and oxygen 20 Wi-Fi & Bluetooth No 250 $

ORBIT B-HYVE [32] Humidity 12 Wi-Fi No 130 $

RACHIO SMART
SPRINKLER

CONTROLLER [33]

Humidity, temperature and
water 8 Wi-Fi Yes (60 $) 200 $

RAINMACHINE [34]
Humidity, soil moisture,

temperature, water 16 Wi-Fi Yes (80–110 $) 300 $

SPRUCE IRRIGATION [35]
Humidity, soil moisture

and temperature 16 - No 170 $

RAINCOMMANDER [36] Humidity and light 12 Wi-Fi No 250 $

PROPOSED SYSTEM
Humidity, soil moisture,
temperature, light, water

and oxygen
256 Wi-Fi, GPRS,

Ethernet & RF Yes (15 $) 100 $

The type of tomato chosen for the testing process was the Pyros tomato. The Pyros tomato is a
productive variety, of indeterminate growth, with a similar precocity to the Montfavet variety, resistant
to cracking, with an average weight of 130 g, eye-catching green color, and resistant to Verticillium.
Surface drip irrigation, 4 L/h of flow drip with a planting framework of 80 cm between rows and
25 cm between plants, with a plant density of 40 plants/100 m2, in a single line of cultivation.
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Above we present the diverse results obtained in the case study. Figure 21 shows the different
temperature and radiation measurements taken at different times of the day. Figure 22 presents
the relationship between temperature and duration of irrigation. We see that at times of extreme
temperatures, the irrigation system was not activated in order to avoid water evaporation.

 

Figure 21. Relationship between temperature and solar radiation at different times of day.

 

Figure 22. Relationship between the watering time and temperature.
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Figure 23 shows how humidity drops to a minimum value at the hottest moments of the day.
After irrigation is begun, we can immediately see that humidity increases. Figure 24 displays water
consumption levels for an area of tomato crop measuring 50 m2, using conventional programmed
irrigation compared with the system proposed in this article.

 

Figure 23. Relationship between moisture and watering time.

 

Figure 24. Total water consumption in the system using the fuzzy logic system.
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The results of the case study have been compared with the traditional automatically programmed
irrigation system. Concretely, an irrigation programming device has been used, it is called Orbit
B-Hyve [32] with a cost of 130 $. A description and an image are included below (Figure 25).

 

Figure 25. Commercial device used for comparison with the conducted case study.

The crop was always irrigated at dawn, using 1 L of water, and in the evening, using 0.5 L of water.
As shown in the image, water consumption in a traditional system is linear, and does not consider
any external factors, meaning that the amount of water used for irrigation is always the same and
occurs at the same hours of the day. However, the use of the proposed architecture guarantees that
the precise amount of water is used, depending on the sensors values and the weather. Both systems
were evaluated during 30 days, in comparison to the traditional system, 37% were achieved with the
traditional system.

As mentioned before, the conventional system was applied to an area of 10 m2 while the new
system was used on an area of 50 m2. The location was contiguous and there was no difference
between the crops. Although less water was used with the proposed system, crop production per
square meter is very similar; the proposed system 4.73 kg/m2 tomatoes were collected as opposed
to the 4.65 kg/m2 of the commercial one. Production is not very high, given that it follows a normal
cycle; crops are planted in January and harvested in summer. In other regions, where crops are grown
in greenhouses, up to 10 kg/m2 can be obtained.
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Abstract: Plant-specific herbicide application requires sensor systems for plant recognition and
differentiation. A literature review reveals a lack of sensor systems capable of recognizing small weeds
in early stages of development (in the two- or four-leaf stage) and crop plants, of making spraying
decisions in real time and, in addition, are that are inexpensive and ready for practical use in sprayers.
The system described in this work is based on free cascadable and programmable true-color sensors
for real-time recognition and identification of individual weed and crop plants. The application of
this type of sensor is suitable for municipal areas and farmland with and without crops to perform
the site-specific application of herbicides. Initially, databases with reflection properties of plants,
natural and artificial backgrounds were created. Crop and weed plants should be recognized by
the use of mathematical algorithms and decision models based on these data. They include the
characteristic color spectrum, as well as the reflectance characteristics of unvegetated areas and areas
with organic material. The CIE-Lab color-space was chosen for color matching because it contains
information not only about coloration (a- and b-channel), but also about luminance (L-channel),
thus increasing accuracy. Four different decision making algorithms based on different parameters
are explained: (i) color similarity (ΔE); (ii) color similarity split in ΔL, Δa and Δb; (iii) a virtual
channel ‘d’ and (iv) statistical distribution of the differences of reflection backgrounds and plants.
Afterwards, the detection success of the recognition system is described. Furthermore, the minimum
weed/plant coverage of the measuring spot was calculated by a mathematical model. Plants with
a size of 1–5% of the spot can be recognized, and weeds in the two-leaf stage can be identified with
a measuring spot size of 5 cm. By choosing a decision model previously, the detection quality can
be increased. Depending on the characteristics of the background, different models are suitable.
Finally, the results of field trials on municipal areas (with models of plants), winter wheat fields (with
artificial plants) and grassland (with dock) are shown. In each experimental variant, objects and
weeds could be recognized.

Keywords: CIE-Lab; precision plant protection; optical sensor; weed control

1. Introduction

The use of pesticides in agriculture and green areas is regarded critically. The possible impact of
residues on human health and the environment causes decreasing societal acceptance. High costs of
pesticides, as well as political regulations call for a reduction of herbicide application in agriculture [1,2].
For the chemical industry, it has become more expensive to develop new agents, but alternative
weeding methods have deficiencies, e.g., mechanical methods do not allow weed control on the total
crop area and thermal and applications with bio-herbicides are uneconomic [3].

One approach to reduce the amount of pesticides is spot application by decentralized injection
of agents into the individual nozzles of a sprayer boom [4–10]. These treatments can be applied with
total herbicides, corresponding selective herbicides, with bio-herbicides or alternative mechanical or
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thermal measures [11]. However, a precondition is the availability a high-resolution plant recognition
system with real-time capability for triggering the actuators. Imaging methods for this purpose do not
have this ability yet. The assignment of plants is difficult because plant contours can overlap, and the
elapse and response times for real-time processing are not applicable [12].

Conventional RGB color sensors consisting of optical components are real-time capable, but
do not have sufficient color accuracy. IR-sensors are not able to distinguish between plant types.
High-precision spectrometers are too expensive for agricultural use and are not real-time capable.

The aim of the research is to develop a programmable sensor system, consisting of different single
sensors, for the identification of individual crop plants or weeds in municipal and agricultural land
and to initiate site-specific treatments.

Each sensor should cover a small spot of about 20 cm2, analyze it and make a decision for or
against spraying. The sensor should use the algorithm to develop and switch a valve next to one
nozzle in real time. It is expected that small plants, for example in the two-leaf stage, can be detected.
The advantage is that small plants can be eliminated with a small dosage very effectively, so that costs
and impacts on the environment are reduced.

As a first step, each plant has to be detected. This is sufficient if no differentiation is needed and
when unselective treatments are intended (e.g., with glyphosate or bio-herbicides). The second step is
to distinguish between crop plants, weeds and plants which can be tolerated.

Smart elements are stated in the fact that each sensor can be programed individually with different
decision models for different tasks. Previously, before starting the application, each sensor has to be
adjusted. Databases with reflection properties are uploaded on each sensor. Finally, the appropriate
decision model and algorithm will be selected and uploaded, as well.

- Positive recognition:

Spraying is performed if any plant is detected. The reflection properties are within a specified
range. Application areas are weed destruction on municipal land or the use as an alternative
to glyphosate.

- Negative recognition:

No spraying is performed if a crop plant is detected. The reflection properties are out of a specified
range. Areas of application are weed destruction in row crops like sugar beet or maize.

- Recognition and differentiation between crops and weeds:

The range of reflection properties of different plants is compared with the database. Plants are
assigned as crop, weed and harmless weed. Application areas are weed destruction on farmland.
For example:

� Arable land with crops like wheat or rape
� Green areas with grass and broadleaf dock or lawn/golf courses with clover

For this purpose, databases with reflection properties (average and range of values) of different
backgrounds (e.g., gravel, stones, soil, grassland) are determined and compiled. Different shades of
green, characterizing the spectrum of plant colors, are selected and used for developing algorithms
and decision models. These models are based on the color similarity of mixed areas in regard to ΔE,
which includes all reflection values, different color and luminance similarity (ΔL, Δa and Δb) and
a virtual color channel. The modeling results of the recognition of the greens on different backgrounds
are presented.

Additionally, the results of field trials with plants and artificial plants are presented. Exemplarily,
the results of the application for plant detection on stones, in winter wheat (Triticum aestivum L.) and
dock (Rumex acetosa L.) in grassland by the use of those algorithms are shown. Finally, the suitability
of true-color sensor systems for plant recognition will be evaluated.
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2. State of the Art

Site-specific plant-protection has been an important field of research over the last few years.
Different sensors and methods are used to detect and recognize plants to make a decision for the use of
herbicides. In this section, an overview of the state of the art of real-time feasible sensors is presented.
It is focused on the suitability for the use in sprayers. Airborne methods or systems that do not refer to
single plants or small spots are not taken into account in this overview. The systems can be divided
into opto-electronic sensors, imaging techniques and contour-based systems.

2.1. Opto-Electronic Sensors

DetectSpray, Weed-Seeker and Green-Seeker are systems for the detection of herbaceous plants on
bare soil in reflection mode [13]. The detection principle is based on the fact that green plants absorb
red light in the wavelength range between 630 and 660 nm and are highly reflective in the NIR range
between 750 and 1200 nm. Basically, in all systems, two monochromatic diodes are used for the R- and
the IR-range. For this basic plant identification, the ratio of the R channel to the IR channel is used as
a decision criterion [14,15]. When exceeding a threshold value, the existence of plants can be concluded.
In contrast to DetectSpray, the Green- and Weed-Seeker [16] devices use an active light source [14].

Approaches about the assignment of indices to plant groups are reported in the literature [17].
For the differentiation of plants, Biller [14] used five sensitive photodiodes with different wavebands
to get a ‘spectral fingerprint’ for specific plant types.

Studies on the response accuracy of monochromatic sensors in comparison to real crop plants
with weed population showed correlation coefficients of 0.6–0.9 [18]. These systems are described by
the Alberta Farm Machinery Research Centre to be negatively affected by sunlight, preventing correct
detections. Further, shadowing can hamper the application, especially in row crops [19].

Weed-IT is an Australian system using a sensor scanning a strip of 1 m [20]. It contains an
NIR sensor with a light source. According to the manufacturer, it is applicable at high speeds up to
25 km·h−1 on stubble fields [12,21].

Crop-Cycle (Fa. Holland Scientific, Lincoln, NE, USA) uses reflections in three different
wavelengths (670, 730 nm and NIR) for determining the nitrogen supply of plants. Using a calculation
model with various indices including a preliminary calibration, the green color can be determined, as
well. The manufacturer specifies the size of the measuring area as 20 cm in diameter [22].

Finally, traded under the name ‘AmaSpot’, a sensor-nozzle unit, which is based on the Weed-IT
system, was awarded as a novelty in 2015 [23].

In these mentioned commercial systems, a 30 × 30 cm2 area is scanned, and at least 3% of the
scanned surface has to be green for a successful recognition. A scanning area of 50 × 50 cm2 needs
weeds with a size more than 75 cm2. Consequently, either weeds have to be well developed (extended
phenotype), or a high degree of coverage by weeds supports a successful recognition and herbicide
application [24]. The distinction of plant type and the variation of the scan area size is not possible.
Additionally, the system is not ‘open’ to the user.

Kluge [25] has stated that existing opto-electronic systems are not capable of the distinction
between plants, but only generate information on the existence of plants. Therefore, the application of
these sensor systems in agriculture is restricted to the period before crops emerge only.

In laboratory experiments, positive results for the determination of plant species by spectrometers
are mentioned. Feyaert [26] stated that the differentiation of the reflection characteristics of plant
species refers to their physical differences: in the red wavelength by chlorophyll content, which,
however, depends on external factors (diseases, water and nutrients), and in the NIR wavelength of
the internal structure of the plant, such as cell size and cell wall texture, waxes and trichomes.
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2.2. Imaging Techniques

Imaging techniques are based on camera systems (CCD camera, bi-, multi- or hyper-spectral)
with appropriate optical components and post-processing software. Plant contours can be detected
if plants are freestanding [27]. The use of IR-channel shows good results to differentiate between
soil and plants [28–30]. Imaging techniques are highly sensitive to varying external conditions.
Extended computing power is required for weed detection based on shape factors [31–34].
Overlapping of plant parts makes recognition and plant type differentiation more difficult. 3D camera
systems (time-of-flight cameras) actively emit light with a defined wavelength and receive the reflection
of the object. They generate real-time images of all three dimensions and additionally a grey-scale
image [35]. Time-of-flight cameras are a technical advancement and improve the quality of plant
identification, but due to their low resolution and high costs, they are less suitable for practical use.

2.3. Plant Identification through Plant Contours without a Camera

Various sensors for plant phenotyping are known. Light grid sensors, consisting of
horizontally-cascaded light barriers, were successfully tested [36]. In the described trial, these sensors
have been mounted on a carrier vehicle, and measurements have been conducted in a maize field with
approximately 20 cm-high plants. Plant identification with light grid sensors in row crops only works
for large, non-herbaceous weeds under undisturbed conditions. These sensors are not suitable for
narrow-spaced crop recognition.

Other methods are based on distance sensors (laser and ultrasonic), which determine the contour
of the crop plant [37]. Due to the measurement speed, dynamic oscillation of the carrier vehicle and
the sensitivity to small changes in distance, this method is not effective [38].

In conclusion, it can be pointed out that the mentioned optoelectronic sensors were well evaluated
in former times, but they are not able to detect small plants in early leaf stages (smaller than 3% of the
measuring spot). Differentiation of plants seems to be very difficult. Imaging technologies are more
complicated, need more computer performance and are too expensive for practical use. Such systems
do measure the reflection, but not the real coloration of the object. The identification by the use of
plant contours is complicated, as movements of the sprayer or overlapping plants interfere with the
measurement of crops. The use of true-color sensors in combination with algorithms is a further
development of the presented optoelectronic sensors.

3. Material and Methods

3.1. Materials

3.1.1. Sensor Technology

Our sensor development is based on the true-color PR0126C sensor of Premosys GmbH
(Wiesbaum, Germany). Compared to other sensor systems, true-color sensors represent a compromise
between expensive spectrometers with high color accuracy and low cost, but imprecise RGB sensors.
The velocity of true-color sensors is much higher than the velocity of spectrometers [39]. The PR0126C
sensor can be equipped with different lenses, which determine the spot size of measurement
(spot sizes).

For true-color determination and technical implementation of color standards, true-color sensors
are coated with interference filters. Because of this filter characteristics, they are highly capable of
color measuring and more sensitive than human eyes (standardized according to the German Institute
for Standardization DIN 5033 norm). The sensitivity of the filters is related to a defined spectral
wavelength. After normalizing the sensor, the color values are assigned to XYZ coordinates. The XYZ
space provides the basis for the conversion into other color spaces.

The obtained color information then is converted into the CIE-Lab color space. L characterizes
the luminance (L: 0 = black, 100 = white). Channels a and b refer to the coloration (a: −128 = green,
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127 = red; b: −128 = blue, 127 = yellow). The color space was introduced in 1976 by the International
Commission Internationale de l’Eclairage (CIE) and is frequently used by 3D color systems. CIE-Lab is
device independent. For plant recognition, the wide green range is a major advantage.

The true-color sensor consists of 19-diode hexagon color ICs (integrated circuits, Figure 1) supplied
by Mazet GmbH (Jena, Germany) [40]. Each diode has three segments with interference filters for the
colors red, green and blue. The components of the sensor are the color-IC, a trans-impedance amplifier,
a light-emitting diode with a defined wavelength, a fiber optic for emitting light and receiving reflection
and an optical lens. The dimension of the lens (focal length range, measuring spot size and form (point
or rod lens)) influences the characteristics of the sensor system in regard to the resolution.

Figure 1. Nineteen-diode hexagon sensor IC with three segment photodiodes for color detection.

The sensor was equipped with a double concave lens with a screen diameter of 50 mm (Figure 2).
The spot size is about 20 cm2.

Figure 2. Design of the sensor-lens unit prepared for use in the experiments. Components: 1. True-color
sensor with PC interface (RS232), power supply, switching outputs and two optical fibers (emitter and
receiver); 2. Lens (double concave, diameter 5 cm, angle 22.5◦ connector for optical fiber); 3. Space for
valve and nozzle.

3.1.2. Objects and Backgrounds

For mobile measurements, the backgrounds were divided into anthropogenic and natural.
The artificial backgrounds include gravel, concrete slab or paving stones. Natural backgrounds
are arable land without vegetation, with stubble or mulch. Green areas were also assigned to this
category (grassland with and without dew). The backgrounds are displayed in Figure 3. To characterize
different plants by color, four different green color cards from bright to dark green were used.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 3. Representation of backgrounds. (a) Gray paving stones; (b) Stone steps; (c) Asphalt;
(d) Fine chippings; (e) Gravel; (f) Red paving stones; (g) Sandy path; (h) Arable land with shadows;
(i) Grassland; (j) Grassland with dew.

3.1.3. Test Facilities

(a) Stationary Carrier:

Dynamic measurements on anthropogenic backgrounds were carried out by means of a driven
rail system (Figure 4). The sensor was positioned at a predefined height and moved along a distance
of 150 cm at a constant forward speed of 0.1 m s−1. Different objects, backgrounds and mixed areas
were placed below the sensor line. The measuring frequency was 10 Hz (recording of ten color values
per second).

 

Figure 4. Stationary carrier for dynamic sensor tests.
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(b) Mobile Field Carrier:

For measurements in the field, a mobile carrier was built (Figure 5) for spray application. It can be
trailed manually or by a vehicle. Time- and distance-based recordings of color values were performed.

 

Figure 5. Concept (Left) and prototype (Right) of the mobile field carrier with spraying device.

3.2. Methods

3.2.1. Characterization of Backgrounds

In all experiments, objects (plants characterized by cards) and backgrounds (artificial and natural
soils with and without vegetation) are characterized by Lab values and their variation (=noise).
For this purpose, statistical indicators were used and presented by means of average and frequency
distributions. Each background description contains more than 500 values. The backgrounds are
divided into human (anthropogenic) and natural vegetation influenced (Figure 5).

3.2.2. Data Management and Processing

Data were collected by means of private domain software. The color values of objects and
backgrounds were compiled and implemented into a database, which will be used for decision models
and (real-time) plant identification. The setup, justification of the sensors, acquisition, visualization and
recording of the data were realized by using this private domain software. However, the software is
also important for other aspects, like course-controlled data acquisition, recording of data in a defined
format, visualization of measured values and testing of algorithms.

3.2.3. Decision Making Based on Analyzing the Color Similarity of Mixed Areas

Mixed areas are defined as backgrounds covered with a large or small proportion of objects
(plants). The database serves to estimate the potential of plant recognition and identification on
different backgrounds. ΔE describes the color distance between two color values in the Lab-color
space. According to ISO 12647 [41] and ISO 13655 [42], ΔE for this study is calculated by Equation (1):

ΔEBG,MA =

√
(LBG − LMA)

2 + (aBG − aMA)
2 + (bBG − bMA)

2 (1)

ΔEBG,MA = color similarity of background and mixed area (background with objects)
LBG = luminance value of background
LMA = luminance value of mixed area
aBG = color value of background for Channel a
aMA = color value of mixed area for Channel a
bBG = color value of background for Channel b
bMAj = color value of mixed area for Channel b
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It describes the color similarity between the background without plants and the mixed area:
background with plants (Table 1). The range of ΔE is used as a trigger for the decision procedure.

Table 1. Interpretation and evaluation of the ΔE values ([43], translated).

∆E Evaluation Categories

0.0...0.5 no to almost no difference
0.5...1.0 difference may be noticeable to the trained eye
1.0...2.0 weak perceptible color difference
2.0...4.0 perceived color difference
4.0...5.0 substantial difference in color, which is rarely tolerated

above 5.0 high difference defined as a different color

To get more information about color similarity, each channel was analyzed individually.
The formulas are given in Equations (2)–(4):

ΔLBG,MA =

√
(LBG − LMA)

2 (2)

ΔaBG,MA =

√
(aBG − aMA)

2 (3)

ΔbBG,MA =

√
(bBG − bMA)

2 (4)

3.2.4. Decision Making Based on Modeling

A statistical model is based on the assumption that the difference of the color values of the
background and mixed area should be bigger than the standard deviation of the background without
objects and the standard deviation of the object (the sum of both standard deviations (Formula (5)).
For decision making, a difference in only one channel may be sufficient. The information about the
differences in each channel could be used to classify the plants.

An object exists if:
LMA − LBG ≥ σLBG + σLObj
∨aMA − aBG ≥ σaBG + σaObj
∨bMA − bBG ≥ σbBG + σbObj

(5)

The required relative coverage area A is calculated as follows:

AL =
100·

(
σLBG + σLObj

)

√(
LObj − LBG

)2
(6)

Aa =
100·

(
σaBG + σaObj

)

√(
aObj − aBG

)2
(7)

Ab =
100·

(
σbBG + σbObj

)

√(
bObj − bBG

)2
(8)

AL, Aa, Ab = minimal relative area with plants covered for Channels L, a and b
LObj, aObj, bObj = color values of the object for Channels L, a and b
LBG, aBG, bBG = color values of the background for Channels L, a and b
σLObj, σaObj, σbObj = standard deviation of the object for Channels L, a and b
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σLBG, σaBG, σbBG = standard deviation of the background for Channels L, a and b
As an additional identification unit, a virtual ‘d channel’ is defined as the difference between the

a and b value.
d =

√
(a − b)2 (9)

4. Results and Discussion

4.1. Database to Characterize Backgrounds

In Table 2, the reflection values of the anthropogenic and natural backgrounds are listed and
characterized by means Ø and standard deviations σ.

- Luminance:

The L-channel in the anthropogenic surfaces is located in a range from 6.39 to 19.31 (Table 2 and
Appendix Figure A1). In comparison, the L-channel values of natural backgrounds are in a range
from 7.57 to 12.03. Anthropogenic and natural backgrounds are in the same range in this channel.
Also important is the variation of these values: it is very conspicuous that the arable land has the
smallest standard deviation (0.13). It could be an indicator that even small differences in this channel
may be sufficient to detect plants. The biggest deviations are in gravel (1.05, dark and bright stones),
red paving stones (1.28, red stone and grey joint) and grassland with dew (2.23).

Table 2. Statistical description of reflection values of selected anthropogenic and natural backgrounds
by the mean Ø and standard deviation σ.

L a b

Ø σ Ø − σ Ø + σ Ø σ Ø − σ Ø + σ Ø σ Ø − σ Ø + σ

Anthropogenic Backgrounds

Grey paving stones 18.69 0.62 18.07 19.31 2.80 1.00 1.80 3.80 20.81 0.54 20.27 21.35
Asphalt 12.91 0.34 12.57 13.25 2.16 1.71 0.45 3.87 13.53 1.12 12.41 14.65
Gravel 7.44 1.05 6.39 8.49 3.15 1.00 2.15 4.15 12.24 1.46 10.78 13.70

Stone steps 13.55 0.50 14.05 14.05 2.34 0.52 1.82 2.86 15.44 0.76 14.68 16.20
Fine chippings 15.55 0.55 15.00 16.10 3.90 0.50 3.40 4.40 18.52 0.84 17.68 19.36

Red paving stones 15.28 1.28 14.00 16.56 13.61 2.89 10.72 16.50 24.12 0.91 23.21 25.03
Sandy path 11.45 0.41 11.04 11.86 4.90 1.62 3.28 6.52 19.72 1.18 18.54 20.90

Natural Backgrounds

Arable land 11.32 0.13 11.19 11.45 4.81 0.70 4.11 5.51 20.10 0.47 19.93 20.57
Grassland 10.35 0.96 9.39 11.31 −2.37 2.40 −4.77 0.03 22.74 2.06 20.68 24.80

Grassland with dew 9.80 2.23 7.57 12.03 −6.32 2.54 −8.86 −3.78 19.47 3.32 16.15 22.79

- Coloration:

Channel a and Channel b give information about the coloration of the backgrounds. Excluding
the red paving stones, all tested anthropogenic backgrounds in Channel a are in a range of 0.45–6.52.
The range of natural backgrounds is from −8.86 to 5.51. The negative values are caused by the green
color of grassland and can be an indicator for the presence of plants. It can be concluded that there is
an overlapping of both kinds of background.

The b-channel is located in the paved surfaces in a range from 10.78 to 25.03 and in the
natural backgrounds from 16.16 to 24.80. The range of natural backgrounds is within the range
of anthropogenic surfaces.

4.2. Characterization of Different Green Tones in Regard to Plant Recognition

In Table 3, the Lab-values for four different green tones are exemplarily listed:
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- Luminance:

The variation of the selected greens is higher than the variation of the backgrounds. The range of
Channel L is between 29 and 45. In comparison to the backgrounds, the luminance is an outstanding
criterion to detect plants. Furthermore, the magnitude of L could be a criterion to differentiate plants
and weed.

- Coloration:

Channel a values are between −15 and −62 and differ in greens significantly from the chosen
backgrounds. This wide range of values supports the idea of differentiating different plants by the
use of true-color sensors and the CIE-Lab color space. It would be sufficient as the sole criterion
for triggering a further evaluation step. In conclusion, the different shades of green can be clearly
distinguished by the Lab channels.

Table 3. Description of the reflection properties of different selected greens.

Green 1 Green 2 Green 3 Green 4

    

L a b L a b L a b L a b

Median 44.78 −15.21 44.47 40.45 −26.27 51.75 33.95 −49.86 33.39 29.16 −61.65 −4.33
Mean 44.80 −15.24 44.39 40.45 −26.18 51.80 33.95 −49.95 33.54 29.15 −61.51 −4.22

Minimum 44.71 −14.85 43.79 40.39 −16.83 50.82 32.95 −49.61 32.95 28.98 −63.01 −3.25
Maximum 44.84 −15.73 44.69 40.55 −25.60 52.91 34.47 −50.53 34.47 29.32 −60.35 −4.96

4.3. Object Identification by Analyzing Color Similarity

The following figures display the described delta values depending on the background
characteristics/scattering. For discrimination, a threshold has to be determined. In Figure 6, the
delta-signals for solid background are shown exemplarily. This design is the most promising task for
weed recognition.

The four objects (r = 1 cm) are detected accurately. The ΔE and ΔL are highly responsive to colored
points. By setting a threshold of five, all green objects can be filtered out by the use of ΔE and ΔL.
The threshold for Δa and Δb is two. If a measured value is higher, an object/plant exists. To determine
the color (kind of plant), the relation of each delta value has to be assessed. The relation between ΔL,
Δa and Δb suits the characterization and identification of objects.

Photo of target:  

 
 

1    2   3   4  1    2   3   4 1    2   3   4  1    2   3   4 

   Distance in mm                     Threshold 

Figure 6. Reflection of paved ground with different colored cards, ΔE, ΔL, Δa, Δb and the defined
threshold for detection.
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The data in Figure 7 are recorded in a young wheat stand (BBCH 13 [44]; Figure 6).
Herbicide application at this point in time is common. It is a good example for plant recognition
and site-specific spraying in existing crops with selective herbicides. In contrast to the literature [25],
it can be shown that the differentiation of plant and weeds is possible by the use of a threshold.
With a threshold of 12, all six objects can be identified correctly.

 

Photo of target:  

    

 Distance in mm Threshold 

Figure 7. Reflection of a winter wheat field with different colored cards, ΔE, ΔL, Δa, Δb and the defined
threshold for detection.

Figure 8 shows the results of the detection of broadleaf dock on grassland (dock plants are toxic
for some animals [45]). A special task is to detect green plants on green areas. ΔE and ΔL are suitable to
recognize dock by the use of a threshold of about seven. Δa provides no significant signals. The green
color of both plants is quite similar. The reason why the differences in ΔL are higher is caused by
the leaf position. A horizontal arrangement of leaves causes higher reflection intensity as the vertical
arrangement of leaves from grass.

Photo of target:  

    
    Distance in mm                     Threshold 

Figure 8. Reflection of grassland with dock, ΔE, ΔL, Δa, Δb and the defined threshold for detection.

4.4. Object Identification by Modeling

The result of the decision-based mathematical model (Section 3.2.4) is displayed in Table 4.
For each background, the relative object (plant) size of each of the four greens is calculated. Exemplarily,
the valuation is displayed for lens diameters of five (spot size 20 cm2) and ten centimeters (spot
size ~80 cm2).

According to Table 4, it can be concluded that the quality of recognition for all channels is different.
As described previously, the influence of the background is relatively low. Green 1 can be identified by

121



Sensors 2017, 17, 1823

the use of the luminance very well. A coverage of 0.5% on the field should be enough for detection.
Channel a is also quite suitable, except on red paving stones.

For Channel L, the sufficient cover of the measurement spot is between 0.5% on fields (Green 1)
and up to 13.3% on grassland with dew (Green 4). It is evident that soil without vegetation has the
best detection success. The virtual channel d (the difference between a and b) does not show a big
advantage. d is more suitable than b, but has no advantage in comparison to a.

Table 4. Required relative coverage of different shades of green on backgrounds for Channels L, a, b
and Virtual Channel d.

Green 1 Green 2 Green 3 Green 4

L a b d L a b d L a b d L a b d

Gray pavings 2.5 7.1 3.5 3.0 3.6 7.7 8.5 7.1 5.9 3.6 16.4 5.2 9.2 5.7 6.8 12.2
Asphalt cover 1.2 11.5 4.6 4.4 1.8 10.3 8.4 7.7 2.9 5.0 13.3 5.9 4.2 6.8 12.8 12.3

Gravel 2.9 7.0 5.4 3.5 3.7 7.6 9.0 6.9 5.0 3.6 14.1 5.3 6.4 5.6 15.9 11.0
Flagged floor 1.8 4.6 3.6 3.4 2.5 6.1 7.8 7.1 3.8 2.8 12.7 5.3 5.4 5.0 9.8 11.6

Concrete 2.1 4.1 4.3 2.5 2.9 5.7 8.8 6.6 4.5 2.6 15.9 4.8 6.5 4.8 8.8 10.9
Red pavings 4.5 18.0 5.9 5.6 5.7 15.4 10.9 8.6 8.4 9.2 26.2 6.7 11.7 10.0 7.3 13.4
Sandy path 1.4 9.5 5.9 4.9 2.0 9.1 10.2 8.2 3.1 4.6 19.8 6.3 4.2 6.4 9.8 13.5

Field 0.5 4.9 3.1 2.5 1.0 6.2 8.1 6.6 1.8 3.0 15.0 4.8 2.6 5.1 6.7 8.0
Grassland 2.9 21.0 10.8 8.8 3.7 15.2 14.3 11.5 5.3 7.0 33.6 8.9 6.9 8.5 11.9 20.4

Grassland+dew 6.5 31.8 14.4 15.2 7.8 18.9 16.8 15.6 10.4 7.9 34.8 12.7 13.3 9.4 18.8 25.2

Spot diameter 5 cm (~20 cm2) ...10 cm (~80 cm2)

0–3.0 less: 0.6 cm2 less: 2.4 cm2 plant shape size
3.1–5.0 1 cm2 4 cm2

5.1–7.5 1.5 cm2 6 cm2

7.6–10 2 cm2 8 cm2

5. Summary and Conclusions

True-color sensors are a good compromise between inexpensive RGB sensors and spectrometers
with high spectral resolution. The objective was to study the suitability of this kind of sensor for the
detection and differentiation of crop and weed plants in agricultural and municipal areas.

For plant-specific spraying, the boom of a sprayer can be equipped with those sensors. The sensor,
valve and nozzle together make up an independent sensor-valve-nozzle unit. Depending on sensor
spot and spraying angle of the nozzles, the distances between each nozzle can be up to 50 cm.
Each true-color sensor is able to control one valve for one nozzle. If spot diameter and nozzle distance
are not the same, more sensors (=sensor array) can control the same valve. The possible detection
success and identification of small plants is calculated and tested by the use of different algorithms.
The spot sizes should be between 20 cm2 and 80 cm2 to detect plants in the two-leaf stage. The presented
detection method contains the following steps:

1. Normalization and adjusting of the sensor in the field. On a place without weeds, the background
properties are determined, and a threshold for discrimination will be defined.

2. Selection of the mode: positive or negative detection.
3. Selection and upload of the algorithms and database with reflection properties to each

sensor-valve-nozzle unit.
4. Running the plant recognition and differentiation process.
5. Control of the sprayer valve.

The used CIE-Lab color space is suitable for plant recognition, due to the distinction between
luminance and coloration. The a-channel (green-red) of the color space is very sensitive for the
discrimination of green-colored plants. Databases with reflection properties are assigned. It was shown
that backgrounds and green objects are quite different especially in luminance and Channel a.

Four methods for detection are presented:
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1. The detection based on color similarity ΔE,
2. The splitting color similarity into ΔL, Δa and Δb,
3. A Virtual Channel d and
4. A modeling algorithm based on statistics.

The suitability of the methods are introduced and have been applied for chosen true backgrounds
and different green tones. Methodically, the detection quality and the potential of the sensor were
tested under defined conditions on fields with and without vegetation. Based on the experiments
carried out, the following statements can be made:

- Due to the built-in single sensor controller, actuators can be addressed and activated in real time.
- A specified evaluation algorithm for plant identification, the decision model and the current

calibration values have to be updated to a central computer.
- Minimal differences in coloration (a- and b-channel) and reflectivity can be detected with the

sensor. Coloration properties are applicable for plant identification.
- The differentiation of plants in crop and weed appears to be possible by a multistage model.

The procedure is as follows:

1. Extraction of suspicious points by the consideration of ΔE.
2. Targeted analysis of these signals by the use of the individual Channels L, a and b and
3. Comparison of all four channels (including Virtual Channel d) relative to each other to

decrease the influence of the object size.

- The relative weed/plant coverage of the measuring spot was calculated by a mathematical model.
By choosing a decision model previously, the detection quality can be increased. Depending on
the background characteristics, different models are more suitable.

- Plants with a size of 1–5% of the measuring spot can be recognized. Weeds in the two-leaf stage
can be identified.

- The detection success of the recognition system is displayed and described in field tests.
Field trials on municipal areas (with models of plants), winter wheat fields (with models of
plants) and grassland (with dock) are shown. In the experiment variants, objects and weeds can
be recognized.

It can be stated that true-color sensors are able to detect small differences in luminance and the
coloration of objects. They are real-time capable, easy to use and inexpensive. The sensor system is
open for the user and can be adapted to the individual condition. In combination with the presented
algorithms, it was proven that the sensor has the potential to differentiate between crop and weed.

In comparison to the existing optoelectronic systems presented in this paper, true-color sensors
are further developed. Plants can be detected and discriminated. Even a discrimination of green
plants is possible in some cases. An important next step is to evaluate this sensor system under a ‘real
field condition’ in different crops. The amounts of savings of herbicides will be the most convincing
evaluation parameter.
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Appendix A

  
(a) (b) (c) (d) (e) 

 
(f) (g) (h) (i) (j) 

Figure A1. Signal distribution of backgrounds for Channels L, a and b. (a) Asphalt; (b) Fine chippings;
(c) Red paving stones; (d) Stone steps; (e) Gray paving stones; (f) Gravel; (g) Sandy path; (h) Arable
land; (i) Grazing land; (j) Grassland with dew.
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Abstract: There are possible environmental risks related to gene flow from genetically engineered
organisms. It is important to find accurate, fast, and inexpensive methods to detect and monitor
the presence of genetically modified (GM) organisms in crops and derived crop products. In the present
study, GM maize kernels containing both cry1Ab/cry2Aj-G10evo proteins and their non-GM parents
were examined by using hyperspectral imaging in the near-infrared (NIR) range (874.41–1733.91 nm)
combined with chemometric data analysis. The hypercubes data were analyzed by applying principal
component analysis (PCA) for exploratory purposes, and support vector machine (SVM) and partial
least squares discriminant analysis (PLS–DA) to build the discriminant models to class the GM maize
kernels from their contrast. The results indicate that clear differences between GM and non-GM maize
kernels can be easily visualized with a nondestructive determination method developed in this study,
and excellent classification could be achieved, with calculation and prediction accuracy of almost
100%. This study also demonstrates that SVM and PLS–DA models can obtain good performance
with 54 wavelengths, selected by the competitive adaptive reweighted sampling method (CARS),
making the classification processing for online application more rapid. Finally, GM maize kernels
were visually identified on the prediction maps by predicting the features of each pixel on individual
hyperspectral images. It was concluded that hyperspectral imaging together with chemometric
data analysis is a promising technique to identify GM maize kernels, since it overcomes some
disadvantages of the traditional analytical methods, such as complex and monotonous sampling.

Keywords: classification; NIR hyperspectral imaging; chemometrics analysis

1. Introduction

Maize (Zea mays L.) is one of the most important agricultural commodities in the world, and also
serves as a key ingredient in feed for livestock. It is used extensively in industrial products all over the
world, including the production of renewable fuel [1]. The application of genetic transformation to
maize has made rapid strides in the past decades to meet some specific requirements. Some agronomic
traits, including enhancement of disease and insect pest tolerance [2], quality improvement [3], and
increasing nutritional value [4], have been introduced into maize. In recent years, genetically-modified
(GM) crop cultivation has been following the trend of combining two or more agronomical traits by
transgenic breeding, referred to as “stacked” events [5]. The first binary transgenic event in GM maize
production was mainly dominated by GM plants containing insect protection through endotoxin genes,
conferred by Bacillus thuringiensis (Bt) as well as herbicide tolerance characteristics [5]. However, it has
been argued that the use of GM techniques could possibly result in unpredictable adverse effects on
food and environment safety.
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These unintended effects include the transfer of an uncontrollable escape of exogenous genes
into neighboring wild plants by pollen, the formation of toxins associated with GM food, and
modification of the biodiversity of the host plant by changing the expression of the existing
genes [6]. The introduction of genetically-modified organisms (GMOs) in agro-food markets should
be accompanied by a regulatory need to monitor and verify the presence and amount of GM
varieties to guarantee consumer safety. Consequently, there is a need for GMO detection methods
that are accurate, fast, and inexpensive. Currently, there are several analytical methods proposed for
the determination, characterization, and authentication of GMOs in crops and derived crop products,
such as polymerase chain reaction (PCR)/restriction enzyme assay [7], enzyme-linked immunosorbent
assays [8], lateral flow strip [9], and microarray [10]. As a whole, the DNA- and protein-based methods
for the identification of GMOs are versatile, sensitive, and accurate. However, there are also some
disadvantages—they are destructive, laborious, expensive, time-consuming, and require highly-skilled
operators; thus, they are unsuitable for online process control [11]. As non-destructive, synchronous,
and coherent detection tools, spectroscopic techniques are environmentally friendly, fast, and easy to
operate without complex sample pretreatments.

The application of a method involving near-infrared (NIR) combined with chemometrics for
the identification of GMOs in the agro-food market is feasible [12–14]. NIR is the region of the
electromagnetic spectrum between 750 nm and 2500 nm, and NIR spectroscopy is often used to gather
information on the relative proportions of C–H, N–H, and O–H bonds in organic molecules [11].
The basis of this technology for the detection of mutants, mediated by transgenic technology, is that it
can identify phenotypic changes caused by genotypic changes, which ultimately bring about changes
of organic molecular bonds [11]. Liu et al. (2014) distinguished GM rice seeds from their counterparts
by using visible/near-infrared spectroscopy (VIS-NIR) spectroscopy combined with a chemometric
tool with classification accuracy up to 100% with the least squares-support vector machine (LS-SVM)
model [15]. Garcíamolina et al. (2016) applied NIR spectroscopy technology to discriminate GM
wheat gain and flour from non-GM wheat lines [14]. Guo et al. (2014) also demonstrated that
clear differences between GM and non-GM tomatoes could be identified by using VIS-NIR together
with discriminant partial least squares regression with excellent classification accuracy of up to
100% [13]. However, conventional NIR—widely used for transgenic foods identification—lacks spatial
dimension information. In contrast, NIR hyperspectral imaging combines traditional optical imaging
and the spectral method which is capable of capturing images over broad contiguous wavelengths
in the NIR region, and has received much attention in cereal science [16–18]. These images form
a three-dimensional structure (x, y, λ) of multivariate data for processing and analysis, where x
and y are the spatial dimensions (the number of rows and columns in pixels), and λ represents the
number of wavelengths [19,20]. NIR hyperspectral imaging is a powerful spectroscopic tool for seed
classification, quality discrimination, and detection of an object by obtaining visual information about
the samples [21]. The benefits of using NIR hyperspectral imaging for cereal science are numerous,
including disease and pest diagnoses [18,22], kernel density classification [16,17], seed moisture
determination [23], and rice cultivar identification [24]. Currently, limited research has used this
technique to distinguish GM from non-GM. Prior to this study, no research had mapped the spatial
heterogeneity between GMOs from non-GM controls based on their different spectral signatures.

The purpose of this study was to investigate four goals: (1) to examine the feasibility of using NIR
hyperspectral imaging techniques to identify GM maize kernels mediated by Agrobacterium tumefaciens

and detect spatial heterogeneity in spectral variability; (2) to identify important wavelengths that
identify the differences between GM and non-GM maize kernels; (3) to build an optimal discrimination
model based on these important wavelengths to simplify the prediction model and to speed up the
operation; and (4) to visualize the number and locations of GM maize kernel by developing imaging
processing algorithms.
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2. Materials and Methods

2.1. Maize Samples

The GM maize kernels used in this study (containing insecticidal and herbicide tolerant
traits, cry1Ab/cry2Aj-G10evo genes) and their non-GM control were provided by the Institute of
Insect Sciences, Zhejiang University, China. For the test maize, variety zhengdan958 was used
as the GM acceptor line. Glyphosate tolerance of maize was obtained by expression of a mutant
5-enolpyruvylshikimate-3-phosphate synthase (EPSPS) enzyme. Insect resistance of the maize was
obtained by expression of a Bacillus thuringiensis delta endotoxin protein. The transgenic maize was
created by an Agrobacterium tumefaciens-mediated transformation system (Figure 1). There were no
other differences between the transgenic maize and the non-transgenic control kernels. The GM and
non-GM maize crops were grown in the same field to eliminate any environmental effects.

Intact samples of 1050 transgenic maize kernels and 1050 non-transgenic maize kernels were used
for image acquisition. In total, 1050 samples of each genotype were randomly selected to form the
calibration and prediction sets in a ratio of 2:1. Thus, there were 700 samples used for the calibration
set and 350 samples used for the prediction set. Samples were classified according to the genetic
background by classification model, which preferably should be approximate to the values assigned.
In this study, the spectral data from GM maize kernels were assigned 1, and those of non-GM maize
kernels were assigned 2.

Figure 1. Structure of the plant expression vector containing coding regions of the cry1Ab/cry2Aj-G10evo

genes. LB is left border; RB is the right border; poly A is a terminator; PEPC is a terminator; 35S is
a promoter; Ubi is a promoter; EPSPS denotes the herbicide-resistant genes; BT denotes the insect-resistant
genes; EPSPS and BT are marked with a red triangle.

2.2. Near-Infrared Hyperspectral Imaging

A ground hyperspectral imaging system was used to acquire NIR hyperspectral images.
This system’s equipment mainly consists of the following devices: a N17E-QE imaging spectrograph
(Spectral Imaging Ltd., Oulu, Finland), two 150 W tungsten halogen lamps (Fiber-Lite DC950 Illuminator;
Dolan Jenner Industries Inc., Boxborough, MA, USA) for illumination, a high-performance CCD camera
(Hamamatsu, Hamamatsu City, Japan) coupled with a C-mount imaging lens (OLES22; Specim, Spectral
Imaging Ltd., Oulu, Finland), a displacement platform driven by a stepper motor (Isuzu Optics Corp.,
Zhubei, Taiwan) to move the samples, and a computer. The hyperspectral imaging system acquires
spectra in the form of pixels from the range of 874–1734 nm with a spectral resolution of 5 nm intervals.
Maize kernel samples were positioned on the conveyer belt. The exposure time was set to 3 milliseconds,
and the distance between the lens of the CCD camera and the sample was set to 258 mm. Maize kernels
were placed on the conveyor stage and moved with a speed of 19 mm/s to be scanned.

Before spectral data and image processing, the acquired raw images must be corrected, and the
calibrated image R was calculated using the following equation:

R =
Iraw − Idark

Iwhite − Idark
(1)

where Iraw is the raw hyperspectral image; R is the calibrated hyperspectral image; Idark is the dark
reference image by turning off the light source with reflectance close to 0; and Iwhite is the white
reference image by using a white Teflon tile with 100% reflectance.
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2.3. Spectral Collection and Pretreatment

To extract spectral data, the whole maize kernel was segmented from the background and
the region of interest (ROI) was defined. The spectral mean of all the pixels of the ROI was taken as
the average spectrum of the relative sample. For the purpose of eliminating the noise of the spectral
data and to improve the predictive ability of the samples, three typical pre-processing methods
were used—namely, wavelet transformation (WT) [25], standard normal variate (SNV) [26], and
multiplicative scatter correction (MSC) [26]. The raw spectra were subjected to noise suppression
by wavelet transformation using Daubechies 8 with decomposition scale 3, which was conducted by
a series of MATLAB programs. SNV and MSC pre-processing was implemented using the Unscrambler
software version 10.1 (CAMO PROCESS AS, Oslo, Norway).

2.4. Multivariate Chemometrics Analysis

Multivariate analyses including principal component analysis (PCA), partial least squares
discriminant analysis (PLS-DA), and support vector machine (SVM) were used in the present study to
classify and screen the GM and non-GM maize kernels. Exploratory classification was carried out by
PCA analysis in order to find possible clustering by their average spectral characters. The contiguous
spectral bands in hyperspectral image data are highly correlated, and thus the high dimensionality
results are redundant information. It is essential to extract feature components to augment both
efficiency and effectiveness. Next, competitive adaptive reweighted sampling (CARS) [27] was applied
to select the important wavelengths. In the next stage, the PLS-DA and SVM discriminant analysis
models were established based on the raw average spectral datasets (200 wavelengths) and optimal
spectra (54 wavelengths) of all test samples. Finally, a prediction map was developed by applying the
CARS-PLS-DA model based on each pixel at the optimal wavelengths. Image visualization helped to
present the distribution of different features between different genotypes. In general, the prediction
map is presented in a pseudo-color map, and the colors represent the corresponding feature values.
The hyperspectral image processing procedure is illustrated in Figure 2, and includes spectral data
extraction, optimal wavelengths selection, the development of discrimination models, and the building
of a prediction map.

PCA is an effective algorithm for reducing the dimensionality of data into a set of principal
components (PCs), for solving the problem of multicollinearity and handling any potential co-linearity
between variables [28]. The PCA algorithm transforms multiple variables into a smaller number of PCs.
First, exploratory classification was carried out by PCA analysis to identify clusters into the genetic
background classes—GM and non-GM—based on their average spectral data. Because the PCs
are orthogonal, we can view the possible distinction between different samples by plotting the
PCs. PCA score images of the first three scores were conducted by combing all-pixel spectral
information and then the score information in the next step. Anomalies in the interpretation of
PCA score images between different genotypes would most likely be due to chemical components
in heterogeneity [29]. According to Wold et al. (1996), discriminant analysis models established
on optimal wavelengths might have the same or better results than those established with full
spectra [30]. Moreover, the reduced number of wavelengths makes the model easier to apply and is
sufficient to determine if classification works [31]. CARS is a promising procedure for variable selection
and was applied in this work. The number of Monte Carlo sampling runs was set to 50, and 10-fold
cross validation was used to evaluate the effectiveness of each subset of variables. The CARS method
was implemented in MATLAB with open script code which is available at http://cn.mathworks.
com/matlabcentral/fileexchange/64154-cars-algorithm-for-feature-variable-selecting. A detailed
description of the CARS procedure can be found in Li et al. (2009) [27].
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Figure 2. Flowchart of image processing and data analysis for discrimination of genetically-modified
(GM) maize kernels. CARS: competitive adaptive reweighted sampling; PLS-DA: partial least squares
discriminant analysis; ROI: region of interest; SVM: support vector machine.

PLS-DA is a supervised method used for classification purposes to explain the maximum
discrimination between defined samples groups [32]. PLS-DA linearly models the relevant sources
of data into new variables called latent variables (LVs), and the first few LVs carry the most useful
information. In this case, the PLS-DA discrimination model was built by assigning reference values
for all the samples. The GM maize kernel would be considered to be correctly evaluated if the value
was between 0.5 and 1.5. A sample was considered non-GM if the value was between 1.5 and 2.5.

131



Sensors 2017, 17, 1894

Otherwise, the samples were considered as incorrectly classified. The PLS-DA model was built using
leave-one-out cross validation, and the number of optimal LVs was determined. The accuracy of the
classification procedure is expressed as the fraction of correctly classified samples to the total samples
for both the calibration and prediction sets.

SVM is a supervised learning model based on structured risk minimization that analyzes data
used to perform multivariate function estimation or a non-probabilistic binary linear classification [33].
Compared to other machine learning methods, this method develops a model with less training
samples, and overcomes the local minimum required for a neural network. SVM has been widely used
for supervised pattern recognition. Detailed information about this popular model can be found in
the literature [34]. For this study, SVM with the radial basis function (RBF) as the kernel function was
used, and different penalty parameters (c) and kernel function parameters (g) were chosen to achieve
the highest recognition rate. The best c and g were obtained by a grid-search procedure in the range of
2−8–28 with the kernel function of RBF.

2.5. Software Tools

Images were analyzed by using Evince version 4.6 Hyperspectral image analysis soft package
(ITT, Visual Information Solutions, Boulder, CO, USA) and MATLAB version R2010b (The Math-Works,
Natick, MA, USA). In addition, origin Pro 7.0SR0 (Origin Lab Corporation, Northampton, MA, USA)
software was used to design graphs. The model performance was evaluated by the classification
accuracy of the calibration set and the prediction set.

3. Results and Discussion

3.1. Spectroscopic Analysis

The spectra were collected over the range of 874–1733 nm. Only the spectra of 971.66–1642.43 nm
were used for analyses, as the front and rear parts of the spectra showed high noise levels caused by
the optical equipment and the ambient environment. Figure 3A shows the extracted spectra of the ROI,
and Figure 3B represents the average spectra of 1050 transgenic and 1050 non-transgenic maize kernel
samples. The differences in spectra reflectance were observed, noting that the trends of most spectra
were similar. The average reflectance of the non-GM samples was always higher than those of the GM
samples, which reflects the differences in the hundreds of physical and chemical components between
the genotypes. These differences might result from metabolites in the transgenic samples. It was
hard to discriminate GM samples from their non-GM control based on the NIR spectral reflectance
only. Therefore, chemometrics methods in combination with NIR spectra were introduced to build the
discriminant analysis models for classification.

Figure 3. The profiles for raw spectra (A) and average spectra reflectance (B) from the near-infrared
(NIR) multispectral images of GM and non-GM maize kernels.
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3.2. Spectral Analysis by Principal Component Analysis

Spectra data were pre-processed to eliminated the systematic noise and highlight the differences
between the samples. PLS-DA was applied using leave-one-out cross-validation for the original raw
spectral data and the pre-processed spectra to test the different pre-treatment strategies. Table 1
summarizes the results acquired for raw spectra and the different pre-processing methods. In all cases,
the optimal number of LVs for establishing the calibration set was nine. Discrimination performance
of the calibrations can be improved by each pre-processing treatment, but the performance of the
prediction model was only improved by WT pre-processing. From the different pre-treatments
evaluated, WT correction was the most efficient pre-treatment. In order to establish a robust prediction
model, WT was applied as the pre-treatment method in the next step.

Table 1. Comparison of discrimination performance obtained by partial least squares discriminant
analysis (PLS-DA) with different preprocessing methods using full wavelengths.

Methods
PLS-DA

Parameter 1 Calibration Set Prediction Set

Raw 9 98.50% 97.86%
WT 9 99.43% 98.71%

SNV 9 99.50% 95.00%
MSC 9 99.36% 94.57%

1 Model parameters means the optimal number of LVs for establishing the calibration model of PLS-DA; Raw means
raw spectra; WT is wavelet transformation using Daubechies 8 with decomposition scale 3; SNV is standard normal
variate; and MSC is multiplicative scatter correction.

After WT was applied, PCA programs were first developed to examine the qualitative difference
of GM and non-GM maize kernels in PC space. All spectra of the 1050 GM and non-GM maize kernels
were analyzed for PCA. The three-dimensional (3D) PC score plot of the samples is illustrated in
Figure 4A. The first three PCs explained the most spectral variations, at a total of 99.02%, including
94.04%, 4.79%, and 0.20% for PC1, PC2, and PC3, respectively. It was evident that the two classes were
well-separated along the third PC, which indicated that the spectral fingerprints carry discriminant
information. The suitability of PCA for distinguishing Bacillus thuringiensis-mediated transgenic rice
seeds from NIR has been previously demonstrated [15].

Since hyperspectral imaging possesses all-pixel spectral information, PCA visualization analysis
on hyperspectral reflectance images was also introduced, instead of using the average spectrum
of each sample. Score images (Figure 5) were investigated to identify and visualize the patterns
detected on the score plots. The score plot of PC1 and PC2 did not show clear classification differences
between genotypes, as these PCs were associated with maize kernel composition and anatomy [16,17].
The introduced foreign genes did not change the anatomical properties of the kernel and major kernel
dominant traits, such as protein, fat, and starch concentration. Maize kernel mainly consists of two
types of endosperm texture. In the vitreous endosperm, starch granules are polygonal-shaped and
tightly compacted without air spaces. The floury endosperm comprises spherical starch granules
that are covered with a protein matrix and air spaces [29]. The main source of spectral variation
was explained by PC1. The germ region and pedicle of the maize kernel is composed of a floury
endosperm, while the other pericarp of the kernel is composed of a glass endosperm [35]. As illustrated
in Figure 5, the positive PC1 scores (shown in red color) were associated with floury endosperm in
the germ and pedicle region, while negative PC1 scores (shown in blue color) were associated with
the glass endosperm. The score image of PC2 showed different features linked to the pedicle and hull
of maize’s histological characteristics, as earlier described by Williams (2016) [17]. Similar findings
regarding morphological classes including vitreous and soft endosperm were also reported by other
researchers [16,17,28]. With the score image of PC3, the first visualization of a difference between GM
and non-GM maize kernels was observed (Figure 5). The GM samples were largely characterized by
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positive scores (shown by the colors in the warm range) on the surface of the kernels, while non-GM
samples were mainly covered by cool colors. The differences observed were the same as in the PCA
3D plot using the spectral data.

The value of the PCA loadings reflects the degree of correlation between the PCs and the raw
wavelength variable; therefore, the variation observed in the PCA score plots and images can be
explained by studying the accompanying loading. The variation is explained by the loading line plot
of PC3 (Figure 4B). The absorption bands around 1206 nm are related to the second overtone of C–H
stretching vibration of various functional groups: –CH2, –CH3, and –CH=CH– [36]. The peak near
1311 nm is due to the first overtone of the OH stretch and OCO bending [37]. The remarkable peak
centered around 1365 nm is related to the C–H3 stretch and deformation overtone [38]. The band
around at 1473 nm represents OH, CH, and CH2 deformations [39].

Figure 4. Three-dimensional principal component analysis (PCA) scores scatter plot of the first
three principle components (PCs) for the GM and non-GM maize kernels with raw spectra (A) after
pre-processing and (B) main peaks of PC3 loadings that are indicative of the differences between GM
and non-GM maize kernels.
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Figure 5. Score images of the first three principal components (PC1–PC3) of the images of maize kernels.

3.3. Selection of Optimal Wavelengths

Hyperspectral imaging data contain redundant information, which affects the prediction
performance of the model. Variable selection was carried out using CARS election-based techniques to
reduce the effect of non-related variables and speed up the classification. As shown in Figures 6 and 7,
54 optimal wavelengths were selected. The wavelength number was decreased by 73% ( 200−54

200 = 94%)
after preprocessing all the wavelengths by CARS.

Figure 6. Cont.
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Figure 6. Selected optimal wavelengths by competitive adaptive reweighted sampling (CARS).
(A) The number of variables as the function of iterations; (B) ten-fold root mean squared errors
(RMSECV) values; and (C) regression coefficients of each variable with the number of sampling runs.
Each line denotes the path of a variable.

Figure 7. The distribution of optimal wavelengths selected by CARS.

The bands found between 1250–1350 nm were due to the combination between the first overtone
of Amide B with the fundamental Amide III vibrations [40]. The spectral region (1410–1480 nm) was
assigned for protein as a result of the first overtone of the N–H stretching vibration [40]. The bands at
1520–1600 nm were related to the N–H stretching vibrations [41]. Based on the above interpretations
and observations, it is reasonable to assume that the change in conformation and composition status of
the GM maize is due to the pleiotropic effect caused by the insertion of cry1Ab/cry2Aj-G10evo foreign
genes into the parent genome, influencing the NIR spectra and causing variation between the different
genotype backgrounds.

3.4. Classification Analysis by the Discrimination Model

In the next stage, spectra collected from the images of the kernel samples were used to build
a model capable of discriminating the GM maize kernels based on their hyperspectral fingerprint.
Calibration model measurements were conducted on the full spectrum of 200 wavelengths, and
54 optimum wavelengths were selected. The recognition effect of different discrimination models,
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developed with full and selected feature wavelengths, are compared in Table 2. The recognition
accuracies obtained from the calibration and prediction sets were summarized. The SVM and PLS-DA
models all achieved good recognition results with large sample size. The classification ability of the
PLS-DA model was higher than that of SVM when all spectrum regions were used. The calibration
set was 99.43% accurate for PLS-DA and 98.5% for SVM. The prediction set was 98.71% accurate
for PLS-DA and 97% for SVM. The CARS algorithm was used to select optimal wavelengths from
NIR hyperspectral imaging. The number of effective wavelengths decreased to 27% after using this
algorithm. The variable selection made the modeling procedure faster. The discrimination ability of
the calibration set from the PLS-DA model, based on optical wavelengths, was slightly worse than that
obtained from all the wavelengths, but was still rated as acceptable. The discrimination ability of the
prediction set from the PLS-DA model increased from 98.71% to 99.00%. The SVM model established
on selected wavelengths performance improved, since it was 99.14% accurate with the calibration set
and 98.29% for the prediction set. The reason for this might be that some wavelengths carrying useless
interference were eliminated. Comparison of the results showed that CARS-PLS-DA performs better
than CARS-SVM, since it made the prediction more robust and accurate. The overall results indicated
that it was feasible to discriminate GM maize kernel by using hyperspectral imaging, and that the
PLS-DA recognition model based on optimal wavelengths is a reliable and robust model.

Table 2. Comparison of discrimination ability obtained by different PLS-DA and SVM models, with the
total spectral data and optimal wavelengths selected by the competitive adaptive reweighted sampling
(CARS) method.

Methods
PLS-DA SVM

Parameter 1 Calibration Set Prediction Set Parameter 1 Calibration Set Prediction Set

Full spectra 9 99.43% 98.71% (256, 0.0625) 98.5% 97.00%
Optimal wavelengths 8 99.35% 99.00% (256, 16) 99.14% 98.29%

1 Model parameters of the differentiating models; i.e., the optimal number of LVs for establishing the calibration
model of partial least squares-discrimination analysis (PLS-DA), different penalty parameters (c) and kernel function
parameters (g) for support vector machine (SVM).

3.5. Transgenic Maize Kernel Visualization

In addition to verifying the reliability of the proposed method, the classification of genotypes was
visualized on prediction maps by predicting the features of each pixel on individual hyperspectral
images. Accordingly, the PLS-DA model—computed using optimal wavelengths selected by
CARS—was applied to every single pixel in the image to predict the class of kernels (GM and non-GM
maize) for all surfaces of the sample. For creating a classification map, a binary code with a dummy
variable was used to classify samples, with GM samples assigned as one and non-GM samples assigned
as two. The result is shown in Figure 8 with pixels in prediction map colored according to the predicted
category with the same dimension as the original hyperspectral image. Although it was difficult to
determine the difference between the two classes from sample to sample and from point to point with
the naked eye (Figure 8), GM maize kernels were obviously identified from the final chemical image.
Green represents the non-GM maize kernel, and the red the GM maize kernel. Notably, some kernels
on the classification map were misidentified based on the CARS-PLA-DA model. The morphological
characteristics of the kernels in the classification map were altered due to the low resolution of the NIR
imaging system and the image segmentation algorithm. However, the main shape of the kernels and
their locations were clear on the prediction map. This approach is important because it facilitates the
progress for rapid and high throughput detection of GM maize kernels and could be implemented as
an online visualization system for iscrimination purposes.
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Figure 8. Visualization of independent maize kernels by the SVM classification process using optimal
wavelengths in the hyperspectral images. Green denotes non-GM maize kernels, and red identifies GM
maize kernels.

4. Conclusions

The above results demonstrate that it is possible to differentiate a stacked commercial maize
hybrid containing both herbicide-tolerant and insect-resistant traits from a single transgenic event
by coupling the hyperspectral imaging technique in the NIR region (1975.01–1645.82 nm) with
chemometric processing. Both PCA and classification models were suitable for GM maize kernel
variety identification. From the perspective of the pixel spectra combined with the spatial distribution
of the maize kernel, a principal component pseudo-color map was drawn and the differences were
intuitively displayed. High-dimensional hyperspectral image data were reduced by CARS to extract the
characteristic spectrum. The classification models built by PLS-DA and SVM using full wavelengths
had a predictive accuracy near 100%. Additionally, it was demonstrated that the PLS-DA model
established with a reduced set of only 54 wavelengths resulted in excellent accuracy, with 99.35% for
the calibration set and 99.00% for the prediction set. This last outcome was fairly promising, as it
could significantly speed up the data processing, which could facilitate online detection in the future.
The main benefit of the hyperspectral imaging technique is its ability to visualize the identification of
GM maize kernel in a pixel-based manner that cannot be obtained with either common spectroscopy
or imaging. Finally, the GM maize kernel could be identified on the prediction maps by using the
features of each pixel on individual hyperspectral images obtained by the CARS-PLS-DA model.
We conclude that it is feasible to use hyperspectral imaging to differentiate GM maize kernels from
their non-GM parents. The experiment material used for classification were obtained from the same
year. Further research is expected to use the seeds or kernel samples from different years, regions, and
transgenic events involved to improve the reliability and adaptability of the discrimination model.
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Abstract: In the present study, the detection and mapping of Silybum marianum (L.) Gaertn. weed
using novelty detection classifiers is reported. A multispectral camera (green-red-NIR) on board
a fixed wing unmanned aerial vehicle (UAV) was employed for obtaining high-resolution images.
Four novelty detection classifiers were used to identify S. marianum between other vegetation in a field.
The classifiers were One Class Support Vector Machine (OC-SVM), One Class Self-Organizing Maps
(OC-SOM), Autoencoders and One Class Principal Component Analysis (OC-PCA). As input features
to the novelty detection classifiers, the three spectral bands and texture were used. The S. marianum

identification accuracy using OC-SVM reached an overall accuracy of 96%. The results show the
feasibility of effective S. marianum mapping by means of novelty detection classifiers acting on
multispectral UAV imagery.

Keywords: weeds; UAS; RPAS; one-class; machine learning; remote sensing; geoinformatics

1. Introduction

Mapping weed patches is an important aspect of effective site-specific application of herbicides.
Remote sensing is a source of data that offers full field coverage at various spatial, spectral and
temporal resolutions [1]. However, successful automated detection of weeds on remotely sensed
images may be hindered by spectral, textural and shape similarities with the crop. Zhang et al. [2]
produced a ground-level, hyperspectral weed mapping method for black nightshade and pigweed in
tomato fields. Bayesian classifiers were developed for each season that reached high levels of accuracy
with cross-validation species pixel classification (92%). Cross-season validation of single season-based
classifiers proved that accuracy was affected by changes in the NIR. A machine learning algorithm
was produced that utilised three artificial intelligence (AI) season “expert” classifiers in a multi-season,
multi-classifier method. This approach achieved a recognition rate of 95.8%, slightly higher than a
global calibration approach with multi-season species discrimination accuracies from 90% to 92.7%.

Weed identification methods are based on a variety of image processing techniques, including
morphology, spectral features and visual shape. Åstrand and Baerveldt [3] worked on robot vision-based
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perception for weed identification and control. Their device carried a grey-scale camera with a
near-infrared filter for high-contrast images for row detection and a colour camera to identify crop
plants. The lateral offset error was ± 1 cm and the error measured with the downward-looking camera
at the weeding tool position was ± 0.5 cm. The colour camera efficiently recognised crops via image
segmentation and discriminated weeds from crops.

Techniques from the field of machine learning have been effectively applied in land cover
classification with remote sensing [4]; meanwhile, during the last years the precision crop protection
community has used the advantages of machine learning [5]. Support Vector Machines (SVMs) [6] are
among the most prominent machine learning techniques which are utilised for pattern recognition
and regression and can be characterised as unique and faster than other computational intelligence
techniques due to the fact that they are always capable of converging to a global minimum, and have a
simple geometric explanation. SVMs have the ability to effectively handle large volumes of data or
attributes. Thus, they can be useful in processing very high-resolution UAV images.

Sluiter [7] studied a wide range of vegetation classification techniques using remote sensing
imagery in the Mediterranean region. It was proven that random forests as well as support vector
machines demonstrated better performance among traditional classification methods. Regarding
feature extraction, Sluiter [7] utilised the spatial domain, more precisely, the spectral information
per-pixel and of neighbouring pixels to classify natural vegetation types from remote sensing imagery.
The contextual technique SPAtial Reclassification Kernel (SPARK) was implemented, and successfully
detected vegetation types, which other per-pixel-based methods failed to detect. Im and Jensen [8]
applied a three-channel neighbourhood correlation image model for monitoring vegetation changes
using the pixel relations, and their contextual neighbours achieved similar results. More recently
Dihkan et al. [9] utilised satellite imagery for mapping tea plantations based on support vector
machines. In this study, a three-step approach was proposed and implemented on a test area with high
slope, in order to discriminate tea plantations from other types of vegetation. The overall accuracies
reached over 90% for land use/land cover mapping.

Novelty detection and machine learning techniques can be collectively recruited to detect
abnormal situations. Crupi et al. [10] proposed a novel neural network based technique for the
validation of vibration signatures and the indication of a fault occurrence. The model was trained using
the data set consisting only of normal examples. Abnormalities, corresponding to fault occurrences,
were detected as noteworthy deviations that varied from the normality description. In particular,
one class classifiers are characterised by the following behaviours [11]: (i) the only data available
correspond to the target class and not to the outlier class; (ii) data coming from the target class are
the only means of estimating the separating threshold between the two classes; and (iii) describing a
threshold encircling the target class is a challenge.

Silybum marianum (L.) Gaertn. is a weed that is hard to eradicate. It is found in cultivated areas and
pastures [12]. The leaves can cause symptoms of toxicity to livestock due to the build-up of nitrates [13].
Khan et al. [14] have demonstrated the allelopathic consequences of S. marianum on various cultivated
species. Herbicides are expensive and they pollute the ecosystems, rendering it necessary to map the
spatial distribution of S. marianum and define appropriate management strategies.

Previous efforts to map S. marianum with UAV images include Tamouridou et al. [15], who
identified the optimum resolution for mapping S. marianum patches with UAV images, Pantazi et al. [16]
who tested three hierarchical self-organising map classifiers, namely, the supervised Kohonen network,
counter-propagation artificial neural network, and XY-Fusion network. Efforts to map other weeds
using UAV images include Peña et al. [17], who used UAV images acquired at six regions of the visible
and near-infrared spectrum and identified weeds from wheat field with Object Based Image Analysis
(OBIA) with an overall accuracy of 86%. Higher accuracy rates were achieved when mapping weeds
in a sunflower field with RGB images taken by a UAV [18]. Various spatial resolution levels taken
from different altitudes using two sensors on board a vertical take-off and landing UAV, were tested in
relation to the needs of different weed management applications [19].

142



Sensors 2017, 17, 2007

The aim of this work is to evaluate the proposed novelty detection classifiers in recognising
S. marianum weed patches as a target class and detecting all other vegetation as outliers. The algorithms
were applied on multispectral images acquired by a camera on board a fixed wing UAV. The features
that were employed were constructed by combining spectral and textural information.

2. Materials and Methods

2.1. Experimental Study Location

The experimental study took place at a 10.1 ha field located in Thessaloniki, Greece (Figure 1).
The topography of the field is almost level and the elevation is 75 m. The field was cultivated with
cereals until 1990, and now graminaceous weeds have colonised it, together with sizeable patches of
S. marianum. Other dominant weeds include Avena sterilis L., Bromus sterilis L., Solanum elaeagnifolium

Cav., Conium maculatum L., Cardaria draba L. and Rumex sp. L.

Figure 1. Study area, UAV orthomosaic, focus area, and field surveyed locations.

2.2. Datasets

Imagery was acquired on 19.05.2015, a sunny day with a light breeze not more than 3 m·s−1

during the flight. A fixed wing UAV was used (senseFly eBee) with camera payload Canon S110 NIR
that captures spectral bands that correspond to green (560 nm, Full-Width Half-Maximum (FWHM):
50 nm), red (625 nm, FWHM: 90 nm) and near-infrared (850 nm, FWHM: 100 nm). The acquisition time
frame was between 11:00 am and 12:00 pm to minimise ground shadows and maximise the reflectance
effect. The camera was set to shutter priority at 1:2000 s shutter speed. To adapt to potential ground
light variations and reflections, we let the camera decide the correct aperture and sensor sensitivity.

Flight was set at a height of 115 m above take-off (relative height), in flight paths that achieved
75% overlap and 70% sidelap. The above setup gave ground sampling distance up to 0.04 m and each
image footprint was 160 m × 120 m. The total number of captured images was 55; all of them stored
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in raw format to avoid radiometric distortion due to file compression. During capture, the drone
autopilot was registering coordinates for each image by its GPS.

After landing, the autopilot log file was matched with the acquired images. In order to provide
precise geolocation, we measured six targets that were laid down on the ground prior to the flight
with a dual frequency Spectra Precision SP80 GNSS receiver. Each target was marked with an absolute
accuracy down to 2 cm, using a real time kinematic (RTK) method. Photogrammetric processing
was done with Pix4D mapper Pro, photogrammetry software that produced an orthomosaic, a 2.5D
digital surface model (DSM) with a typical accuracy of 2 × ground sampling distance (GSD) horizontal
and 3 × GSD vertical. The orhomosaic and the DSM were further resampled to a final resolution
of 0.5 m that was adequate for mapping the weed patches, while avoiding noise introduced to the
classifiers from finer resolutions [15]. In addition to the three spectral bands, the texture of NIR band
was created using the local variance algorithm with a moving window of 7 × 7 pixels, and added to
the orthomosaic as inputs to the classification algorithms.

The location of patches of S. marianum and of other prevailing vegetation types were recorded on
a Trimble GeoXH GPS (accuracy ~0.3 m), in order to help to build the training sets that were needed
for image classification. As S. marianum patches were impenetrable, their outline was marked on the
GPS. To ensure equal class representation, a calibration dataset was created consisting of two sets
of 1434 pixels each for classes “S. marianum” and “other vegetation” (2868 pixels in total). From this
calibration dataset, a random subset of 70% (2008 pixels for both classes) was used for algorithm
training and the rest 30% (860 pixels for both classes) for testing the result. This dataset was common
to all classification algorithms.

For the evaluation of weed recognition, spectral signatures were acquired from S. marianum

plants, and also from randomly chosen plants of other species (Figure 2) on 29 May 2015 using a
UniSpec-DC spectrometer (PP Systems, Inc., Amesbury, MA, USA). It is a handheld dual channel
spectrometer, simultaneously measuring incident and reflected light. The spectrometer’s wavelength
range is 310–1100 nm (visible and near-infrared) and its spectral resolution is less than 10 nm.

Figure 2. Spectra corresponding to each vegetation type.

It is illustrated in Figure 2 that various plant species demonstrate similar spectral behaviour,
rendering the discrimination a challenge. For instance, S. marianum and A. sterilis presented very
strong similarities in the visible range of the spectrum, in contrast to the NIR area.
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2.3. Novelty Detector Classifiers

2.3.1. OC-SVM

To achieve One Class SVM Classification, a suitable description of SVM as a model to describe
only target data was introduced by Tax and Duin [20] in the form of Support Vector Data Description
(SVDD). Given a data set of targets {xi}, i = 1, 2, 3, . . . . ., N used for training, the goal of SVDD is to
implement by learning a decision function to decide whether an example is either a target or an outlier.
SVDD is based on the hypothesis that target data are encircled by a close boundary in the feature space.
The simplest type of closed boundary is a supersphere, which is simple to describe with only two
parameters: the centre a and the radius R. A supersphere is asked to cover the given target data set
members but with the smallest radius R. This optimization problem is constructed as follows:

minR2 + C
N

∑
i=1

ξi

s.t.||xi − a||2 ≤ R2 + ξi, i = 1, 2, . . . . ., N

(1)

where C assigns a penalty to the loss term and ξi are the slack variables, the value of C is determined
by the expected upper function bound ν on misclassified targets:

C =
1

N·v (2)

α is computed:

α =
N

∑
i=1

αixi, 0 ≤ αi ≤ C (3)

The value of αi can be delivered into three categories:

αi = 0 ⇒ ||xi − α||< R2,

0 < αi < C ⇒ ||xi − α||2 = R2,

αi = C ⇒ ||xi − α||2 < R2.

To predict an example ν, the distance between ν and α is computed:

||ν − α||2 ≤ R2 ⇒ ν is target

||ν − α||2 > R2 ⇒ ν is outlier
(4)

The OC-SVM develops a model by being trained in using normal data conforming to the SVDD
description. At the second stage, it allocates test data based on the ocurring deviation from normal
calibration data as being either normal or outlier [21]. The effect of the Radial Basis Function’s
(RBF) spreading parameter in K(x, z) = exp{−‖x − z‖2/σ2} can be determined by considering that a
sizeable spread indicates a linear class of target data while on the other hand, many support vectors
joint with a small spread indicate a highly nonlinear case as is illustarted in Figure 3. A spread
parameter equivalent to 2.5 yielded the best results in the S. marianum detection presented here.
The threshold for accepting outliers was set at 5%.
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Figure 3. The influence of the RBF spreading parameter on the behaviour of the one class SVM [20].

2.3.2. One Class Self-Organizing Map (OC-SOM)

An OC-SOM is trained using normal operation data. Consequently, the feature vector that
matches to a new measurement is inspected in order to evaluate its similarity to the weight vectors of
each other map unit. If the smallest distance surpasses a predetermined threshold, it is expected that
the process denotes a fault situation. This result stems from the assumption that quantisation faults
exceeding a certain value are associated with operation points external to the training data region.
Depending on the magnitude of deviation from the normal state, a degradation index can be designed.
The OC-SOM [11] creates a model from healthy data and successively classifies new data conferring to
its deviation from the healthy baseline condition. During novelty recognition, novel instances from
feature combinations (in the current case the features from the multispectral image) of not definable
state are used to form the input to the network, while the SOM algorithm chooses the best matching
unit (BMU). In Saunders and Gero [22], if the quantisation error that is the outcome from the appraisal
between the new exemplar data (xNEW) and BMU is larger than a pre-specified threshold (d) then
the example is considered as novel. Equation (5) represents the minimum distance for the BMU and
inspects it against the threshold.

min(
n−1

∑
j=0

(xNEW
j − mi)

2
) > d, i ∈ M (5)

where M denotes the SOM grid of neurons.
There are several heuristics to define a threshold based on the effectiveness of the threshold and

the precise structure of the data set. A way to define a threshold (d) depends on the resemblance
between the SOM centroid vectors and the baseline indicating training vectors selected as BMUs which
determines the quantisation error. These distances are calculated from Equation (6):

distances = min(
N−1

∑
k=0

(xTARGET
k − mi)

2
), i ∈ M (6)

The threshold is programmed in pseudo-code which is presented below:

Data_distances_sorted = sort(distances);
Fraction = round(fraction_targets × length(target_set));
Threshold = (Data_distances_sorted(fraction) + Data _distances_sorted(fraction + 1))/2;

By the threshold’s selection designed to represent a fraction of distances from the whole training
set, an assumption is to get distance values in order to represent the codebooks data vectors more
faithfully, especially when the distances are formed. Hence, the fraction error represents a subset of
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distances that can isolate outlier values following a specific distribution. For instance, if the 99% fraction
of the distances that separate data and codebooks is chosen to belong to the dataset, the determination
of a descriptive hypersphere is direct with a radius that covers 99% of the data. The remaining 1%
matches to outliers since they are located exterior to the target set description area. In Figure 4, it is
shown that different areas are defined by the threshold relative to the BMUs. The BMUs define Voronoi
polygons representing OCSOM neuron domains. It is clear that points selected as residing inside
a domain of neuron are situated externally to the threshold-defined polygon which demarcates the
border between target and novel data (for illustration purposes, actual data are of high dimension so
direct visualisation is not possible). In this paper, an 8 × 8 rectangular OC-SOM gave the best results
while 3 × 3 to 20 × 20 were tested. The threshold for accepting outliers was set at 5%.

Figure 4. Target dataset regions and Voronoi polygons and the threshold perimeter for OCSOM. Target
data defined by the threshold are resident inside the grey border line.

2.3.3. Auto-Encoders

Auto-encoders are neural networks able to learn a data representation [23–25]. They are trained
to reproduce input patterns in a mirroring sense as an output (they perform an identity operation). In
the auto-encoder architecture, the structure uses only one hidden layer with a number of hidden units
which are related to input features. Sigmoidal transfer functions are used.

The auto-encoder networks will successfully reconstruct target objects but with a smaller error
compared to outlier objects. With one hidden layer, a (linear) principal component type of solution
is the outcome [26]. The auto-encoder network will tend to find a data description similar to the
PCA description. To obtain a small reconstruction error from the target set, the network is forced to
construct a compact mapping starting from the data into the subspace and structurally coded inside
these hidden neurons. The total number of hidden units provides the dimensionality of this subspace.
The non-linear transfer functions of the neurons in other layers deem this subspace non-linear.

Auto-encoder methods are flexible, but they inherit several problems from multilayer perceptrons
because they are very similar to them [11]. These problems concern sensitivity to improper training
parameter selection by the user and predefinition of the Auto-encoder architecture. In this paper,
the inputs were the three spectral features and the texture, while 8 hidden units provided the best
result ranging from a number of trials in which 3 to 20 were utilised.
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2.3.4. OC-PCA

Principal Component Analysis (PCA) (or the Karhunen-Loeve transform) [27] is used for data
belonging to a linear subspace. The PCA mapping discovers the orthonormal subspace which represents
the variance of the data (in the squared error sense). The optimisation procedure uses eigenvalue
decomposition to find the eigenvectors of the covariance matrix of target data. The eigenvectors that
are associated to the largest eigenvalues are the principal axis of the d-dimensional data while their
direction corresponds to the largest variance. These vectors form an orthonormal basis vectors for the
data. The number of basis vectors M is adjusted to a user-defined fraction of the variance in the data.
The basis vectors W become a d×M matrix. Since they form an orthonormal basis, the total free
parameters in the PCA are determined by:

n f reePCA =

(
d − 1

M

)
(7)

When computing the PCA, a zero mean dataset is often assumed. If the data has to be estimated,
this operation will add d more free parameters to nfreePCA.

The reconstruction error of an object z [11] is based on the squared distance from the original
object and the corresponding mapped version:

dPCA(z) = ‖z − (W(WTW)
−1

WT)z‖
2
= ‖z − (WWT)z‖2

(8)

where the second step is feasible since the basis W is orthonormal.
The PCA achieves good accuracy when a clear linear subspace is the case. For very low sample

sizes, the data is located in a subspace. If the intrinsic data dimensionality is smaller than the feature
size, the PCA can generalize from the low sample size data. If the available data has variance in all
feature directions, then in some cases it would be impossible to reduce the dimensionality without
reducing the explained variance too much. When data are in separate subspaces, the PCA yields an
average subspace representing data in each subspace very poorly. Scaling alters the large variance
directions and thus the PCA basis. When data directions are amplified, it will improve the PCA
description. On the other hand, when the noise is amplified, it will damage the characterisation. PCA
only focuses on the variance of the target set, a drawback is that PCA is not able to include negative
examples in the training set. In this paper, a threshold of 10% was set for accepting outliers which gave
the best performance.

3. Results and Discussion

The performance of the novelty detector classifiers into identifying S. marianum and other
vegetation types are presented in Table 1. Accuracy assessment was achieved by computing the
confusion tables on the validation dataset (860 pixels), with 441 belonging to S. marianum and 419 to
other vegetation types [28]. All classifiers were characterised by very high overall accuracy, exceeding
90%. OC-SVM performed better, reaching 96% overall accuracy, and equally high user’s and producer’s
accuracy. OC-SOM had marginally lower overall performance (94.65%) which is explained by the
underestimation of 8.39% of S. marianum actual observations (omission errors). Auto-encoder had
also slightly lower overall accuracy (94.3%), which is attributed to 5.7% of pixels confused between
the two categories, leading to a uniformly lower user’s and producer’s accuracy (94%). OC-PCA had
lower overall accuracy (90%) which is explained by the underestimation of 11.56% of S. marianum

actual observations (omission errors), and the overestimation of 8.35% of other vegetation image pixels
(commission errors).
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Table 1. Contingency table and optimal parameters of each classifier tested for the identification of
S. marianum against other vegetation.

Network Prediction

Classifier
(Overall Accuracy %)

Actual
Observations

S. marianum
(Pixels)

Other Vegetation
(Pixels)

User’s
Accuracy (%)

Producer’s
Accuracy (%)

OC-SVM σ = 2.5
(96.05)

S. marianum 416 25 97.88 94.33
Other vegetation 9 410 94.25 97.85

OC-SOM, 8 × 8
(94.65)

S. marianum 404 37 97.82 91.61
Other vegetation 9 410 91.72 97.85

Autoencoder,
8 hidden (94.30)

S. marianum 416 25 94.55 94.33
Other vegetation 24 395 94.05 94.27

OC-PCA (90.00)
S. marianum 390 51 91.76 88.44

Other vegetation 35 384 88.28 91.65

The trained OC-SVM, OC-SOM, Autoencoder and OC-PCA models were provided with feature
vectors originating from the whole UAV mosaic with 782,838 samples. Each of the input vectors
produced a decision corresponding to 1 for S. marianum and 2 denoting other vegetation (Figure 5).
The weeds map derived from OC-SVM classifier shows large patches of S. marianum along the eastern
border of the study area, and a high concentration of patches in the central section of the study
area, while only few patches are identified in the remaining western part. In the focus area, a large
contiguous patch is evident in the southern part, and several densely vegetated patches towards the
northwest corner. A slight underestimation of S. marianum is evident in the OC-SOM map as compared
to OC-SVM, this is most notable in the central north and southeast parts of the study area. This is
evident in the focus area, where several gaps have appeared in the large contiguous patch that was
mapped with the OC-SVM classifier. In the Autoencoder map, patches of S. marianum are missing in
the central north part of the study area, while other areas have been incorrectly classified as S. marianum.
Similar patterns of misclassification appear in the OC-PCA map, where the omission of S. marianum

patches is more prominent. In the focus area, the large contiguous patch at the southern side is almost
entirely missing, while patches at the northwest corner appear denser than those mapped with the
other three classifiers.

The vegetation surrounding the S. marianum patches consists of graminaceous weeds, forming
an even surface with a very smooth texture, in contrast to the S. marianum patches, which consist of
large individuals with high uneven texture. Thus, texture was a feature contributing to the novelty
detection of all classifiers.

The autoencoder and OC-PCA classifiers displayed a notable over-estimation of the S. marianum

category in the northern part of the study area, which was in fact dominated by A. sterilis. This
over-estimation can be observed in Figure 5a, and may be due to the fact that A. sterilis plants remained
in a healthy condition despite the season (late spring), when the rest of the area’s vegetation was in
senescence. As a result, the spectral signatures of the two species are highly similar (Figure 2) resulting
in the aforementioned confusion. The autoencoder and OC-PCA were especially susceptible to this
confusion, as they simply rotate data to new multidimensional axes, while OC-SVM and OC-SOM use
support vectors and local neurons, respectively.

All of the examined novelty detection classifiers demonstrated a very high level of performance,
with overall accuracies ranging from 90% to 96.05%. Compared to other classifiers used with the same
dataset, the parametric maximum likelihood classifier achieved lower overall accuracy of 87% [15],
while all hierarchical self-organising map classifiers achieved higher accuracies up to 98.87% [16].
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Figure 5. Silybum marianum coverage based on four novelty classifiers prediction in the study area (a);
and in the focus area (b) S. marianum is green colour and other vegetation is yellow.

Aiming to employ site specific weed management, classification accuracy is of vital importance
since the output maps will consequently be utilised as treatment maps. Furthermore, those thematic
output maps can be utilised to monitor the spatial distribution of weeds (in this case S. marianum),
as well as its variation in time, in the case of weed eradication applications.

Coverage maps on a national and regional level can be created by means of relatively low-cost
technology like satellite remote sensing [29]. The aim of utilising satellite imagery is to map out the
spatial distribution of larger-scale infestations.

On the other hand, when the aim is to apply treatment practices, high accuracy in detection
and classification is imperative, even in cases of low-density infestations. Accordingly, multispectral
or hyperspectral imagery is the necessary approach, and the suggested method of acquisition is by
employing UAV technology. The acquired data and results can be utilised to detect areas susceptible
to weed growth due to favourable conditions, to identify problematic areas where the weeds could
spread rapidly, and lastly, to design new and evaluate existing management practices.

4. Conclusions

In the current study, it was proven that it is possible to locate S. marianum patches with the aid of
four novelty detection classifiers. The classifiers were OC-SVM, OC-SOM, OC-PCA and Autoencoder.
For the image acquisition, a multispectral camera (green-red-NIR) mounted on a UAV was utilised.
As input features for the classifiers, three spectral bands from the camera and the texture, calculated
as local variance of the NIR band, were applied. The highest rates of overall accuracy were achieved
using OC-SVM network (96.05%), while slightly lower accuracies were scored by OC-SOM (94.65%),
OC-PCA (90%) and Autoencoder (94.30%). The results advocate that using one class novelty detectors
can be applied operationally for mapping S. marianum with UAV for several operations encompassing
weed eradication programs.
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Abstract: Plant Diseases and Pests are a major challenge in the agriculture sector. An accurate and a
faster detection of diseases and pests in plants could help to develop an early treatment technique
while substantially reducing economic losses. Recent developments in Deep Neural Networks have
allowed researchers to drastically improve the accuracy of object detection and recognition systems.
In this paper, we present a deep-learning-based approach to detect diseases and pests in tomato plants
using images captured in-place by camera devices with various resolutions. Our goal is to find the
more suitable deep-learning architecture for our task. Therefore, we consider three main families of
detectors: Faster Region-based Convolutional Neural Network (Faster R-CNN), Region-based Fully
Convolutional Network (R-FCN), and Single Shot Multibox Detector (SSD), which for the purpose of
this work are called “deep learning meta-architectures”. We combine each of these meta-architectures
with “deep feature extractors” such as VGG net and Residual Network (ResNet). We demonstrate the
performance of deep meta-architectures and feature extractors, and additionally propose a method
for local and global class annotation and data augmentation to increase the accuracy and reduce the
number of false positives during training. We train and test our systems end-to-end on our large
Tomato Diseases and Pests Dataset, which contains challenging images with diseases and pests,
including several inter- and extra-class variations, such as infection status and location in the plant.
Experimental results show that our proposed system can effectively recognize nine different types of
diseases and pests, with the ability to deal with complex scenarios from a plant’s surrounding area.

Keywords: plant disease; pest; deep convolutional neural networks; real-time processing; detection

1. Introduction

Crops are affected by a wide variety of diseases and pests, especially in tropical, subtropical, and
temperate regions of the world [1]. Plant diseases involve complex interactions between the host plant,
the virus, and its vector [2]. The context of this problem is sometimes related to the effects of the
climate change in the atmosphere and how it alters an ecosystem. Climate change basically affects
regional climate variables, such as humidity, temperature, and precipitation, that consequently serve
as a vector in which pathogens, virus, and plagues can destroy a crop, and thus cause direct impacts
on the population, such as economic, health, and livelihood impacts [3].

Diseases in plants have been largely studied in the scientific area, mainly focusing on the biological
characteristics of diseases [4]. For instance, studies on potato [5] and tomato [6,7] show how susceptible
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a plant is to be affected by diseases. The problem of plant diseases is a worldwide issue also related
to food security [8]. Regardless of frontiers, media, or technology, the effects of diseases in plants
cause significant losses to farmers [9]. An earlier identification of disease is nowadays a challenging
approach and needs to be treated with special attention [10].

In our approach, we focus on the identification and recognition of diseases and pests that
affect tomato plants. Tomato is economically the most important vegetable crop worldwide, and
its production has been substantially increased through the years [11]. The worldwide cultivation of
tomato exposes the crop to a wide range of new pathogens. Many pathogens have found this crop to
be highly susceptible and essentially defenseless [6]. Moreover, viruses infecting tomato have been
described, while new viral diseases keep emerging [12].

Several techniques have been recently applied to apparently identify plant diseases [13].
These include using direct methods closely related to the chemical analysis of the infected area
of the plant [14–16], and indirect methods employing physical techniques, such as imaging and
spectroscopy [17,18], to determine plant properties and stress-based disease detection. However, the
advantages of our approach compared to most of the traditionally used techniques are based on the
following facts:

• Our system uses images of plant diseases and pests taken in-place, thus we avoid the process of
collecting samples and analyzing them in the laboratory.

• It considers the possibility that a plant can be simultaneously affected by more than one disease
or pest in the same sample.

• Our approach uses input images captured by different camera devices with various resolutions,
such as cell phone and other digital cameras.

• It can efficiently deal with different illumination conditions, the size of objects, and background
variations, etc., contained in the surrounding area of the plant.

• It provides a practical real-time application that can be used in the field without employing any
expensive and complex technology.

Plant diseases visibly show a variety of shapes, forms, colors, etc. [10]. Understanding this
interaction is essential to design more robust control strategies to reduce crop damage [2]. Moreover,
the challenging part of our approach is not only in disease identification but also in estimating how
precise it is and the infection status that it presents. At this point, it is necessary to clarify the differences
between the notions of image classification and object detection. Classification estimates if an image
contains any instances of an object class (what), unlike a detection approach, which deals with the class
and location instances of any particular object in the image (what and where). As shown in Figure 1,
our system is able to estimate the class based on the probability of a disease and its location in the
image shown as a bounding box containing the infected area of the plant.

Figure 1. Recognition and localization of plant diseases and pests: problem formulation. Our system
aims to detect both class (what) and location (where) of the affected areas in the image.
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Recent advances in hardware technology have allowed the evolution of Deep Convolutional
Neural Networks and their large number of applications, including complex tasks such as object
recognition and image classification. Since the success of AlexNet [19] in the ImageNet Large Scale
Visual Recognition Challenge [20] 2012 (ILSVRC), deeper and deeper networks [21–26] have been
proposed and achieved state-of-the-art performance on ImageNet and other benchmark datasets [27].
Thus, these results evidence the need to study the depth and width, as deeper and wider networks
generate better results [28].

In this paper, we address disease and pest identification by introducing the application of deep
meta-architectures [29] and feature extractors. Instead of using traditionally employed methods, we
basically develop a system that successfully recognizes different diseases and pests in images collected
in real scenarios. Furthermore, our system is able to deal with complex tasks, such as infection status
(e.g., earlier, last), location in the plant (e.g., leaves, steam), sides of leaves (e.g., front, back), and
different background conditions, among others.

Following previous approaches [30–32], we aim to use meta-architectures based on deep detectors
to identify Regions of Interest (ROI) in the image, which correspond to infected areas of the plant.
Each ROI is then classified as containing or not containing a disease or pest compared to the
ground-truth annotated data. Using deep feature extractors, our meta-architecture can efficiently
learn complex variations among diseases and pests found in different parts of the plant and deal with
different sizes of candidates in the image.

The contributions of this paper are as follows: we propose a robust deep-learning-based detector
for real-time tomato diseases and pests recognition. The system introduces a practical and applicable
solution for detecting the class and location of diseases in tomato plants, which in fact represents a main
comparable difference with traditional methods for plant diseases classification. Our detector uses
images captured in-place by various camera devices that are processed by a real-time hardware
and software system using graphical processing units (GPUs), rather than using the process of
collecting physical samples (leaves, plants) and analyzing them in the laboratory. Furthermore,
it can efficiently deal with different task complexities, such as illumination conditions, the size of
objects, and background variations contained in the surrounding area of the plant. A detailed review
of traditional methods for anomaly detection in plants and deep-learning techniques is presented
in Section 2. Our proposed deep-learning-based system and the process for detecting diseases and
pests is detailed in Section 3. In Section 4, we show the experimental results to demonstrate how our
detector is able to successfully recognize nine different diseases and pests and their location in the
images while providing robust real-time results. Moreover, we found out that using a technique-based
data annotation and augmentation method results in better performance. In the last section, we study
some of the detection failures and conclude that, although the system shows outstanding performance
when dealing with all complex scenarios, there is still room for prediction improvements as our dataset
becomes larger and includes more classes.

2. Related Works

2.1. Anomaly Detection in Plants

Plant diseases identification is a critical topic that has been studied through the years, and is
motivated by the need to produce healthy food. However, some desirable elements to take into
account should be cost-effectiveness, user-friendliness, sensitiveness, and accuracy [33]. In the last
decade, several works have proposed some nondestructive techniques to overcome those facts. In [34],
hyperspectral proximal sensing techniques were used to evaluate plant stress to environmental
conditions. Optical technologies are practical tools considered for monitoring plant health; for
example, in [35], thermal and fluorescence imaging methods were introduced for estimating plant
stress produced mainly by increased gases, radiation, water status, and insect attack, among others.
Another important area includes the study of plant defense in response to the presence of pathogens.
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For that effect, in [36], chemical elements were applied to leaves in order to estimate their defense
capabilities against pathogens. To study plant robustness against nutritional facts, in [37], potato plants
were cultivated in the presence of several nutritional elements to evaluate their effects in the crop.

As mentioned earlier, the area of plant anomaly detection has been dealt with by different media.
Although previous methods show outstanding performance in the evaluated scenarios, they do not
provide yet a highly accurate solution for estimating diseases and pests in a real-time manner. Instead,
their experiments are mainly conducted in a laboratory or using expensive techniques. Therefore,
our approach is focused on a cost-effective technique that uses images collected in situ as our source
of information, including variations of the scenario in place. Before Deep Learning became popular
in the Computer Vision field, several handcrafted feature-based methods had been widely applied
specifically for image recognition. A handcrafted method is called so because of all the human
knowledge implied in the development of the algorithm itself and the complex parameters that are
included in the process. Some disadvantages of these methods are also the high computational cost
and time consumption due to the complex preprocessing, feature extracting, and classifying. Some of
the best-known handcrafted feature methods are the Histogram of Oriented Gradients (HOG) [38]
and Scale-Invariant Feature Transform (SIFT) [39], which are usually combined with classifiers such as
Adaptive Boosting (AdaBoost) [40] or Support Vector Machines (SVM) [41].

The facilities of Deep Learning have allowed researchers to design systems that can be trained and
tested end-to-end (all included in the same process), unlike when using handcrafted-based methods that
use separate processes. Due to the outstanding performance of Convolutional Neural Networks (CNNs)
as a feature extractor in image recognition tasks, the idea has been also extended to different areas, such
as in agriculture, automation, and robotics. Some of the applications for agriculture utilize Computer
Vision and CNNs to solve complex tasks, such as plant recognition. For instance, in [42], it is shown how
a CNN-based method outperforms local feature descriptors and bag of visual words techniques when
recognizing 10 types of plants. In [43], the authors found that using a fusion of deep representations and
handcrafted features leads to a higher accuracy of leaf plant classification. They applied a CNN for leaf
segmentation, extracted handcrafted features with image processing techniques, trained an SVM with
feature vectors, and used an SVM with a CNN to identify species among 57 varieties of trees.

Subsequently, due to the recent advance in Machine Learning, the principle of CNN has been
applied to plant diseases recognition in different crops, such as [44] using a CNN-based LeNet and
image processing to recognize two leaf diseases out of healthy ones. In [45], an image processing
and statistical inference approach was introduced to identify three types of leaf diseases in wheat.
In [46], the authors developed a method to discriminate good and bad condition images which
contain seven types of diseases out of healthy ones in cucumber leaves. For that effect, they used
an image-processing technique and a four-layer CNN, which showed an average of 82.3% accuracy
under a 4-fold cross-validation strategy. Another approach for cucumber leaf diseases, [47], used a
three-layer CNN to train images containing two diseases out of healthy ones. To support the application
of machine learning, [48] proposed to use a method called Color and Oriented FAST and Rotated
BRIEF (ORB) to extract features and tree classifiers (Linear Support Vector Classifier (SVC), K-Nearest
Neighbor, Extremely Randomized Trees) to recognize four types of diseases in cassava. As a result,
they present a smartphone-based system that uses the classification model that has learned to do
real-time prediction of the state of health of a farmer’s garden.

Other works that use deep convolutional neural networks for diseases recognition have been also
proposed, showing good performance on different crops. For instance, [49] developed a CNN-based
system to identify 13 types of diseases out of healthy ones in five crops using images downloaded from
the internet. The performance of that approach shows a top-1 success of 96.3% and top-5 success of
99.99%. In [50], the authors evaluate two CNN approaches based on AlexNet [19] and GoogleNet [23],
to distinguish 26 diseases included in 14 crops using the Plant Village Dataset [51]. Another work in the
same dataset shows a test accuracy of 90.4% using a VGG-16 model trained with transfer learning [52].
However, the Plant Village Dataset contains only images of leaves that are previously cropped in the
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field and captured by a camera in the laboratory. This is unlike the images in our Tomato Diseases and
Pest Dataset, which are directly taken in-place by different cameras with various resolutions, including
not only leaves infected by specific pathogens at different infection stages but also other infected parts
of the plant, such as fruits and stems. Furthermore, the challenging part of our dataset is to deal with
background variations mainly caused by the surrounding areas or the place itself (greenhouse).

Although the works mentioned above show outstanding performance on leaf diseases recognition,
the challenges, such as pattern variation, infection status, different diseases or pests and their location
in the image, and surrounding objects, among others, are still difficult to overcome. Therefore,
we consider a technique that not only recognizes the disease in the image but also identifies its location
for the posterior development of a real-time system.

2.2. Deep Meta-Architectures for Object Detection

Convolutional Neural Networks are considered nowadays as the leading method for object
detection. As hardware technology has been improved through the years, deeper networks with better
performance have been also proposed. Among them, we mention some state-of-the-art methods for
object recognition and classification. In our paper, we focus principally on three recent architectures:
Faster Region-Based Convolutional Neural Network (Faster R-CNN) [30], Single Shot Multibox Detector
(SSD) [31], and Region-based Fully Convolutional Networks (R-FCN) [32]. As proposed in [29], while
these meta-architectures were initially proposed with a particular feature extractor (VGG, Residual
Networks ResNet, etc.), we now apply different feature extractors for the architectures. Thus, each
architecture should be able to be merged with any feature extractor depending on the application or need.

2.2.1. Faster Region-based Convolutional Neural Network (Faster R-CNN)

In Faster R-CNN, the detection process is carried out in two stages. In the first stage, a Region
Proposal Network (RPN) takes an image as input and processes it by a feature extractor [30]. Features at
an intermediate level are used to predict object proposals, each with a score. For training the RPNs,
the system considers anchors containing an object or not, based on the Intersection-over-Union
(IoU) between the object proposals and the ground-truth. In the second stage, the box proposals
previously generated are used to crop features from the same feature map. Those cropped features
are consequently fed into the remaining layers of the feature extractor in order to predict the class
probability and bounding box for each region proposal. The entire process happens on a single
unified network, which allows the system to share full-image convolutional features with the detection
network, thus enabling nearly cost-free region proposals.

Since the Faster R-CNN was proposed, it has influenced several applications due to its outstanding
performance on complex object recognition and classification.

2.2.2. Single Shot Detector (SSD)

The SSD meta-architecture [31] handles the problem of object recognition by using a feed-forward
convolutional network that produces a fixed-size collection of bounding boxes and scores for the
presence of an object class in each box. This network is able to deal with objects of various sizes
by combining predictions from multiple feature maps with different resolutions. Furthermore,
SSD encapsulates the process into a single network, avoiding proposal generation and thus saving
computational time.

2.2.3. Region-based Fully Convolutional Network (R-FCN)

The R-FCN framework [32] proposes to use position-sensitive maps to address the problem of
translation invariance. This method is similar to Faster R-CNN, but instead of cropping features from
the same layer where region proposals are predicted, features (regions with a higher probability of
containing an object or being part of it) are cropped from the last layer of features prior to prediction [29].
By the application of that technique, this method minimizes the amount of memory utilized in region
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computation. In the original paper [32], they show that using a ResNet-101 as feature extractor can
generate competitive performance compared to Faster R-CNN.

2.3. Feature Extractors

In each meta-architecture, the main part of the system is the “feature extractor” or deep
architecture. As mentioned in the previous section, year by year different deep architectures have been
proposed and their application drastically depends on the complexity of problem itself. There are
some conditions that should be taken into consideration when choosing a deep architecture, such as
the type or number of layers, as a higher number of parameters increases the complexity of the system
and directly influences the memory computation, speed, and results of the system.

Although each network has been designed with specific characteristics, all share the same goal,
which is to increase accuracy while reducing computational complexity. In Table 1, some of the feature
extractors used in this work are mentioned, including their number of parameters and performance
achieved in the Image Net Challenge. We select some of the recent deep architectures because of their
outstanding performance and applicability to our system.

Table 1. Properties of the deep feature extractors used in this work and their performance on the
ImageNet Challenge.

Feature Extractor Parameters (M) Number of Layers Top-5 Error

AlexNet [19] 61 8 15.3
ZFNet - 8 14.8

VGG-16 [22] 138 16 7.40
GoogLeNet [23] 6.9 22 6.66
ResNet-50 [24] 25 50 3.57

ResNet-101 [24] 42.6 101 -
ResNetXt-101 [26] 42.6 101 3.03

As shown in Figure 2, our system proposes to treat the deep meta-architecture as an open system
on which different feature extractors can be adapted to perform on our task. The input image captured
by a camera device with different resolutions and scales is fed into our system, which after processing
by our deep network (feature extractor and classifier) results in the class and localization of the infected
area of the plant in the image. Thus, we can provide a nondestructive local solution only where the
damage is presented, and therefore avoid the disease’s expansion to the whole crop and reduce the
excessive use of chemical solutions to treat them.

Meta-architecture

Input image
Class

Localization

Feature 

extractor
Classifier

Figure 2. Flow chart of the deep meta-architecture approach used in this work. Our system proposes to
treat a deep meta-architecture as an open system on which different feature extractors can be adapted
to perform on our task. The system is trained and tested end-to-end using images captured in-place.
The outputs are the class and localization of the infected area in the image.

3. Deep Meta-Architectures-Based Plant Diseases and Pest Recognition

3.1. System Background

Tomato plants are susceptible to several disorders and attacks caused by diseases and pests.
There are several reasons that can be attributable to the effects on the crops: (1) abiotic disorders due
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to the environmental conditions, such as temperature, humidity, nutritional excess (fertilizer), light,
and species of plant; (2) some pest that spread the disease from plant to plant, such as whiteflies, leaf
miners, worms, bugs, etc; and (3) the most common diseases that include bacterial, virus, and fungal
diseases. Those diseases and pests along with the plant may present different physical characteristics,
such as a variety of shapes, colors, forms, etc. Therefore, due to similar patterns, those variations are
difficult to be distinguished, which furthermore makes their recognition a challenge, and an earlier
detection and treatment can avoid several losses in the whole crop.

Based on the facts above mentioned, we consider the following characteristics for our analysis:

• Infection status: A plant shows different patterns along with their infection status according to
the life cycle of the diseases.

• Location of the symptom: It considers that diseases not only affect leaves, but also other parts of
the plant such as stem or fruits.

• Patterns of the leaf: Symptoms of the diseases show visible variations either on the front side or
the back side of the leaves.

• Type of fungus: Identifying the type of fungus can be an easy way to visibly differentiate between
some diseases.

• Color and shape: Depending on the disease, the plant may show different colors or shapes at
different infection stages.

In Figure 3, we show a representation of the diseases and pests under different conditions and
variations identified in our work. A detailed study of each disease’s and pest’s symptoms is described
in [10].

 
(a) (b) (c) 

 
(d) (e) (f) 

 

(g) (h) (i) 

Figure 3. A representation of diseases and pests that affect tomato plants. (a) Gray mold, (b) Canker,
(c) Leaf mold, (d) Plague, (e) Leaf miner, (f) Whitefly, (g) Low temperature, (h) Nutritional excess or
deficiency, (i) Powdery mildew. The images are collected under different variations and environmental
conditions. The patterns help to distinguish some proper characteristics of each disease and pest.
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3.2. System Overview

Our work aims to identify nine classes of diseases and pests that affect tomato plants using Deep
Learning as the main body of the system. A general overview of the system is presented in Figure 4.
Following we describe in detail each component of the proposed approach.

 

Figure 4. System overview of the proposed deep-learning-based approach for plant diseases and pest
recognition. Our deep meta-architecture approach consists of several steps that use input images as a
source of information, and provide detection results in terms of class and location of the infected area
of the plant in the image.

3.3. Data Collection

Our dataset contains images with several diseases and pests in tomato plants. Using simple camera
devices, the images were collected under several conditions depending on the time (e.g., illumination),
season (e.g., temperature, humidity), and place where they were taken (e.g., greenhouse). For that
purpose, we have visited several tomato farms located in Korea and fed our dataset with various types
of data, including:

• Images with various resolutions.
• Samples at early, medium, and last infection status.
• Images containing different infected areas in the plant (e.g., stem, leaves, fruits, etc.).
• Different plant sizes.
• Objects surrounding the plant in the greenhouse, etc.

These conditions help to estimate the infection process and determine how a plant is affected by
the disease or pest (origin or possible developing cause).

3.4. Data Annotation

Starting with the dataset of images, we manually annotate the areas of every image containing
the disease or pest with a bounding box and class. Some diseases might look similar depending on the
infection status that the present; therefore, the knowledge for identifying the type of disease or pest
has been provided by experts in the area. That has helped us to visibly identify the categories in the
images and infected areas of the plant.

This annotation process aims to label the class and location of the infected areas in the
image. The outputs of this step are the coordinates of the bounding boxes of different sizes
with their corresponding class of disease and pest, which consequently will be evaluated as the
Intersection-over-Union (IoU) with the predicted results of the network during testing. To make it
more clear, an example of an annotated bounding box can be visualized in Figure 1. The red box shows
the infected areas of the plant, and parts of the background.

Since our images are collected in the field, many areas corresponding to the background could be
included in the image, making the problem more challenging. Therefore, when collecting the images,
we find out that the best way to get more precise information is to capture the samples containing the
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ROIs as the main part of the image. As previously presented in Figure 1, the problem formulation of
recognition and localization of the infected part of the plant makes our system different from others
that are basically focused only on classification.

3.5. Data Augmentation

Although Deep Neural Network systems have shown outstanding performance compared
to traditional machine learning or computer vision algorithms, the drawback of these systems is
the overfitting problem. Overfitting is often referred to the hyper-parameters selection, system
regularization, or a number of images used for training. Following [19], data augmentation is necessary
to pursue when the number of images in the dataset is not enough. We use several techniques that
basically increase the number of images of our dataset. These techniques consist of geometrical
transformations (resizing, crop, rotation, horizontal flipping) and intensity transformations (contrast
and brightness enhancement, color, noise).

3.6. Disease and Pest Detection

We now describe our main method for detecting diseases and pests. Our goal is to detect and
recognize the class and location of disease and pest candidates in the image. To detect our target, we
need to accurately localize the box containing the object, as well as identify the class to which it belongs.

As shown in Figure 2, our proposed solution aims to overcome such a complex problem by a
simple and accurate form. We extend the idea of a meta-architecture-based object detection framework
to adapt it with different feature extractors that detect diseases and pests and localize their position in
the image. For that purpose, we have considered three meta-architectures due to their high performance
in object detection. In the following, we explain in detail each meta-architecture and feature extractor.

3.6.1. Faster R-CNN

We extend the application of Faster R-CNN [30] for object recognition and its Region Proposal
Network (RPN) to estimate the class and location of object proposals that may contain a target
candidate. The RPN is used to generate the object proposals, including their class and box coordinates.
Then, for each object proposal, we extract the features with an RoI Pooling layer and perform object
classification and bounding-box regression to obtain the estimated targets.

3.6.2. SSD

We follow the methodology described in [31]. SSD generates anchors that select the top most
convolutional feature maps and a higher resolution feature map at a lower resolution. Then, a sequence
of the convolutional layer containing each detection per class is added with spatial resolution used
for prediction. Thus, SSD is able to deal with objects of various sizes contained in the images.
A Non-Maximum Suppression method is used to compare the estimated results with the ground-truth.

3.6.3. R-FCN

We follow the implementation of R-FCN [32] as another meta-architecture to perform our
approach. Similar to Faster R-CNN, R-FCN uses a Region Proposal Network to generate object
proposals, but instead of cropping features using the RoI pooling layer it crops them from the last layer
prior to prediction. We used batch normalization for each feature extractor, and train end-to-end using
an ImageNet Pretrained Network.

We have selected the feature extractors based on their performance and number of parameters
from Table 1. These are VGG-16, ResNet 50-152, and ResNeXt-50 for Faster R-CNN, ResNet-50 for
SSD, and ResNet-50 for R-FCN. To perform the experiments, we have adapted the feature extractors
to the conditions of each meta-architecture. For instance, in Faster R-CNN, each feature extractor
includes the RPN and features are extracted from the “conv5” layer of VGG-16, the last layer of the
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“conv4” block in ResNet 50-152, as well as from the “conv4” block in ReNeXt-50. In SSD, in contrast to
the original work, we use ResNet-50 as its basis feature extractor. In R-FCN, ResNet-50 is used as its
feature extractor and the features are extracted from the “conv4” block.

Our training objective is to reduce the losses between the ground-truth and estimated results, as
well as to reduce the presence of false positives in the final results, by Non-Maximum Suppression
(NMS) of each meta-architecture, which selects only candidates only with an IoU > 0.5 compared to
their initial annotated ground-truth. The loss functions and bounding-box encoding used in this work
are presented in Table 2.

Table 2. Details of Deep Learning Meta-architectures and Feature Extractors.

Meta-Architecture Feature Extractor Bounding Box Loss Function

Faster R-CNN

VGG-16
ResNet-50
ResNet-101
ResNet-152
ResNeXt-50

[
xc
wa

, yc

ha
, log w, log h

]
SmoothL1

SSD ResNet-50
[

xc
wa

, yc

ha
, log w, log h

]
SmoothL1

R-FCN ResNet-50
[

xc
wa

, yc

ha
, log w, log h

]
SmoothL1

Faster R-CNN: faster region-based convolutional neural network; SSD: single shot detector; R-FCN: region-based
fully convolutional network.

4. Experimental Results

4.1. Tomato Diseases and Pests Dataset

Our dataset consists of about 5000 images collected from farms located in different areas of the
Korean Peninsula. The images were taken under different conditions and scenarios. They include
diseases that can develop depending on the season and variables such as temperature and humidity.
Since not all diseases can be found all year round, but rather in seasons, the number of images
corresponding to each class is different. The categories and the number of annotated samples used in
our system can be seen in Table 3. The number of annotated samples corresponds to the number of
bounding boxes labeled in the images after data augmentation. Every image contains more than one
annotated sample depending on the infection areas of the plant, and the background class is collected
as a transversal category (hard negatives) that is annotated in most of the images. The background
class has been called so because it contains areas of the image that correspond to healthy parts of the
plant and from the background itself, such as the structure of the greenhouse.

Table 3. List of Categories included in Our Tomato Diseases and Pests Dataset and their Annotated Samples.

Class
Number of Images in

the Dataset 1
Number of Annotated

Samples (Bounding Boxes) 2
Percentage of Bounding

Box Samples (%)

Leaf mold 1350 11,922 27.47
Gray mold 335 2768 6.37

Canker 309 2648 6.10
Plague 296 2570 5.92
Miner 339 2946 6.78

Low temperature 55 477 1.09
Powdery mildew 40 338 0.77

Whitefly 49 404 0.93
Nutritional excess 50 426 0.98

Background 3 2177 18,899 43.54

Total 5000 43,398 100
1 Number of images in the dataset; 2 Number of annotated samples after data augmentation; 3 Transversal category
included in every image.
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4.2. Experimental Setup

We perform experiments on our Tomato Diseases and Pests dataset that includes nine annotated
diseases and pest categories. As explained in the previous section, since the number of images in
our dataset is still small and in order to avoid overfitting, we apply extensive data augmentation,
including the techniques mentioned in Section 3.4. To perform the experiments, our dataset has been
divided into 80% training set, 10% validation set, and 10% testing set. The training is proceeded on the
training set, after that the evaluation is performed on the validation set, and when the experiments
seem to achieve the expected results, the final evaluation is done on the testing set (unknown data).
As in the Pascal Visual Object Classes (VOC) Challenge [53], the validation set is a technique used for
minimizing overfitting and is a typical way to stop the network from learning. We use the training
and validation sets to perform the training process and parameter selection, respectively, and the
testing set for evaluating the results on unknown data. Our proposed system has been trained and
tested end-to-end with an Intel Core I7 3.5 GHz Processor on two NVidia GeForce Titan X GPUs.
Figure 5 illustrates the resultant loss curve for a number of two hundred thousand iterations, which
demonstrates that our network efficiently learns the data while achieving a lower error rate at about
one hundred thousand iterations.

Figure 5. Training loss curve of our proposed approach. The comparison includes results with and
without data augmentation. Our network efficiently learns the data while achieving a lower error rate
at about one hundred thousand iterations.

4.3. Quantitative Results

Our proposed system implements meta-architectures and different feature extractors to deal with
the detection and recognition of complex diseases and pests in the images. The performance of our
system is evaluated first of all in terms of the Intersection-over-Union (IoU), and the Average Precision
(AP) that is introduced in the Pascal VOC Challenge [53].

IoU(A, B) =

∣∣∣∣
A ∩ B

A ∪ B

∣∣∣∣ (1)

where A represents the ground-truth box collected in the annotation, and B represents the predicted
result of the network. If the estimated IoU outperforms a threshold value, the predicted result is
considered as a true positive, TP, or if not as a false positive, FP. TP is the number of true positives
generated by the network, and FP corresponds to the number of false positives. Ideally, the number of

163



Sensors 2017, 17, 2022

FP should be small and determines how accurate is the network to deal with each case. The IoU is a
widely used method for evaluating the accuracy of an object detector.

The Average Precision is the area under the Precision-Recall curve for the detection task. As in
the Pascal VOC Challenge, the AP is computed by averaging the precision over a set of spaced recall
levels [0, 0.1, . . . , 1], and the mAP is the AP computed over all classes in our task.

AP =
1

11 ∑
r∈{0, 0.1,..., 1}

pinterp(r) (2)

Pinterp(r) = max
r̃:r̃≥r

p(r̃) (3)

where p(r̃) is the measure precision at recall r̃. Next, we compute the mAP averaged for an IoU = 0.5
(due to the complexity of the scenarios). The detection results are shown in Table 4.

Table 4. Detection Results of Our Proposed System using Deep-Learning Meta-architectures and
Feature Extractors.

Meta-Architectures

Faster R-CNN R-FCN SSD

Class/Feature
Extractor

VGG-16 ResNet-50 ResNet-101 ResNet-152 ResNeXt-50 ResNet-50 ResNet-50

Leaf mold 0.9060 0.8827 0.803 0.8273 0.840 0.8820 0.8510
Gray mold 0.7968 0.6684 0.449 0.4499 0.620 0.7960 0.7620

Canker 0.8569 0.7580 0.660 0.7154 0.738 0.8638 0.8326
Plague 0.8762 0.7588 0.613 0.6809 0.742 0.8732 0.8409
Miner 0.8046 0.7884 0.756 0.7793 0.767 0.8812 0.7963

Low temperature 0.7824 0.6733 0.468 0.5221 0.623 0.7545 0.7892
Powdery mildew 0.6556 0.5982 0.413 0.4928 0.505 0.7950 0.8014

Whitefly 0.8301 0.8125 0.637 0.7001 0.720 0.9492 0.8402
Nutritional excess 0.8971 0.7637 0.547 0.8109 0.814 0.9290 0.8553

Background 0.9005 0.8331 0.624 0.7049 0.745 0.8644 0.8841
Total mean AP 0.8306 0.7537 0.590 0.6683 0.711 0.8598 0.8253

* The bold numbers correspond the more challenging classes and best results among other meta-architectures.
AP: average precision.

The comparative results show that, in our task, plain networks perform better than deeper
networks, such as the case of Faster R-CNN with VGG-16 with a mean AP of 83%, compared to the
same meta-architecture with ResNet-50 that achieves 75.37% or ResNeXt-50 with 71.1%. In contrast,
SSD with ResNet-50 performs at 82.53% and R-FCN with ResNet-50 as feature extractor achieves
a mean AP of 85.98%, which is slightly better than Faster R-CNN overall and is comparable in
some classes.

Although the mean AP for the whole system shows a performance of more than 80% for the best
cases, some diseases, such as leaf mold, gray mold, canker, and plague, show a variable performance.
Both Faster R-CNN and R-FCN use the same method of Region Proposal Network (RPN) to extract
features from the last layer of the CNN, but using different feature extractors as in our experiment,
with VGG-16 and ResNet-50 for Faster R-CNN and R-FCN, respectively, shows comparable results
and outstanding performance in the more challenging classes. An early estimation of diseases or
pests in the plant could avoid several losses in the whole crop; therefore, we consider leaf mold, gray
mold, canker, and pest as the most complex and main classes due to their high intra-class variation
(e.g., infection status, location of the infection in the plant, side of leaf, type of fungus, etc.) and
some inter-class similarities, especially in the last state of infection when the plant is already dead.
Despite the complexity of the scenarios, Faster R-CNN with VGG-16 shows better recognition results
especially on the classes above mentioned.

The number of samples is another fact that influences the generation of better results. That could
be the case for leaf mold, since our dataset contains a number of samples of this class. The background
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class is a transversal category that is annotated in most of the images, including healthy parts of the
plant as well as parts of the scenario. Furthermore, as we know, the implementation of deep learning
systems requires a large number of data that can certainly influence the final performance. In Table 5,
we show how the use of a data augmentation technique has allowed our system to improve the Average
Precision for each case compared to a previously trained system without using data augmentation.

Table 5. Influence of the Data Augmentation Technique in the Final Results 1.

Class Without Data Augmentation With Data Augmentation

Leaf mold 0.6070 0.9060
Gray mold 0.5338 0.7968

Canker 0.5741 0.8569
Plague 0.5870 0.8762
Miner 0.5390 0.8046

Low temperature 0.5242 0.7824
Powdery mildew 0.4392 0.6556

Whitefly 0.5591 0.8301
Nutritional excess 0.6010 0.8971

Background 0.6033 0.9005

Total mean AP 0.5564 0.8306
1 Experiments using the same meta-architecture and feature extractor (Faster R-CNN with VGG-16).

4.4. Qualitative Results

We evaluate the performance of bounding-box regression and the class score for each class in our
Tomato Disease and Pest dataset. As shown in Figure 6, our system is able to effectively detect the
class and location of diseases and pests. We compared the estimated results with the ground-truth
using an IoU > 0.5. Thus, the regions of interest can be estimated while avoiding false positives.

Each class is independent of each other, not only by its origin or cause but also visibly as they show
different patterns and characteristics. We find the best results are generated when the main part of the
image consists of the target candidate, in contrast with images that include large background regions.

Using meta-architectures and deep feature extractors, the system shows several advantages
compared to previous traditional methods when dealing for instance with objects of various sizes (e.g.,
Gray mold vs. Whitefly), shapes (e.g., Leaf Mold vs. Canker), color (e.g., Plague vs. Leaf mold), etc.
Moreover, the proposed approach introduces a fast and effective solution performing at about 160 ms
per image.

 
 (a)  

 
 (b)  

Figure 6. Cont.
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 (c)  

 
 (d)  

 
 (e)  

 
 (f)  

 
 (g)  

 
 (h)  

 
 (i)  

Figure 6. Detection results of diseases and pests that affect tomato plants with Faster R-CNN and
a VGG-16 detector. From left to right: the input image, annotated image, and predicted results.
(a) Gray mold; (b) Canker; (c) Leaf mold; (d) Plague; (e) Leaf miner; (f) Whitefly; (g) Low temperature;
(h) Nutritional excess or deficiency; (i) Powdery mildew.
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4.5. Deep Network Visualization

Understanding a neural network can be interpreted as a deep analysis of how each neuron
interacts in the learning process to generate the final results. For that effect, the most popular
approach is to use Deconvolutional Neural Networks (DeConv). Using an input image, it aims
to highlight which pixels in that image contribute to a neuron firing. This deconvolutional operation
can be generated like a convolutional operation but in reverse, such as un-pooling feature maps and
convolving un-pooled maps.

As mentioned earlier, diseases and pests in tomato plants can be produced by different causes,
such as temperature, humidity, nutrients, lighting conditions, etc. At some point of their infection
status, some diseases show similar characteristics or develop visible patterns in the plant that help to
distinguish one from another. Therefore, by this experiment, we aim to find a feature map for each
class which allows us to understand better their content and representation.

After passing the images by a deconvolutional neural network, which is similar in structure to
our main CNN but in a reverse procedure, the final representations are shown in Figure 7. Each feature
map illustrates how our neural network system interprets a disease in the context after being classified
by a SoftMax function.

  
(a) (b) (c) 

  
(d) (e) (f) 

  
(g) (h) (i) 

Figure 7. Deep feature maps visualization of diseases and pest (a) Canker; (b) Gray mold; (c) Leaf mold;
(d) Low temperature; (e) Miner; (f) Nutritional excess; (g) Plague; (h) Powdery mildew; (i) Whitefly.
Each feature map illustrates how our neural network system interprets a disease in the context after
being classified by a SoftMax function.

4.6. Diseases Effects in the Plant

The infection symptoms of diseases and pests in the plants start by different ways. It could be
started either by a disease originating in the plant itself or infection from other surrounding plants.
Therefore, it is useful to identify all the possible causes affecting the plant in order to develop an early
detection approach. As shown in Figure 8, diseases and pests can simultaneously affect a plant when
it becomes vulnerable due to its condition. For example, Figure 8a shows how the effect of the white
fungus, which is a characteristic of powdery mildew, appears to generate spot areas in the leaves
where a plague can be developed easily. Furthermore, Figure 8b illustrates the detection results of low
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temperature, gray mold, and miners in the same plant. Figure 8c,d represent an example of intra-class
variations, such as in leaf mold, where the sample leaf corresponds to the same class but with different
patterns on its front side and back side. Figure 8e,f show the intra-class variations because of the
infection status. Although both images belong to the same class, they visibly show different patterns at
an early and the last stage, respectively. Figure 8g,h extend the idea of disease and pest identification
to other parts of the plants, such as stem and fruits. Those are also special features that help to identify
a pathogen affecting a plant. This experiment gives an idea of how our system is able to efficiently
deal with inter- and intra-class variations and its importance as an early detection approach when the
symptoms have just appeared.

 
(a) (b)

 
(c) (d)

 
(e) (f)

 
(g) (h)

Figure 8. Detection results of inter- and intra-class variation of diseases and pests in the images. (a) Two
classes affecting the same sample (powdery mildew and pest); (b) Three classes in the same sample
(Gray mold, low temperature, and miners); (c) Leaf mold affecting the back side of the leaf; (d) Leaf
mold affecting the front side of the leaf; (e) Gray mold in the early stage; (f) Gray mold in the last stage;
(g) Plague can be also detected on other parts of the plant, such as fruits or stem; (h) Plague affecting
the tomato production.
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4.7. Confusion Matrix

Due to the complexity of the patterns shown in each class, especially in terms of infection status
and background, the system tends to be confused on several classes that results in lower performance.
In Figure 9, we present a confusion matrix of the final detection results. Based on the results, we can
visually evaluate the performance of the classifier and determine what classes and features are more
highlighted by the neurons in the network. Furthermore, it helps us to analysis a further procedure in
order to avoid those inter-class confusions. For instance, the canker class shows to be confused in more
intensity with gray mold, but also with leaf mold and low temperature. Similarly, the low-temperature
class shows confusion with the nutritional excess class.

Figure 9. Confusion matrix of the Tomato Diseases and Pests detection results (including background,
which is a transversal class containing healthy parts of the plants and surrounding areas, such as part
of the greenhouse).

4.8. Failures Analysis and Discussion

Although our system shows an outstanding performance on the evaluated cases, it also presents
difficulties in some cases that could be a possible topic for a further study. Due to the lacking number
of samples, some classes with high pattern variation tend to be confused with others, resulting in false
positives or lower average precision. As shown in Figure 10, for the white fly (e.g., eggs and whiteflies)
and leaf mold classes, the presence of targets with different mature status makes their recognition hard
when comparing the visible characteristics between them.
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(a) (b)

Figure 10. A representation of failure cases. (a) The intra-class variation makes the recognition harder
and results in a low recognition rate. (b) Misdetected class due to confusion at earlier infection status
(e.g., the real class is leaf mold, but the system recognizes it as canker).

5. Conclusions

In this work, we have proposed a robust deep-learning-based detector for real-time tomato
diseases and pests recognition. This system introduces a practical and applicable solution for detecting
the class and location of diseases in tomato plants, which in fact represents a main comparable
difference with other methods for plant diseases classification. Our detector applied images captured
in-place by various camera devices and processed them by a real-time hardware and software system
using GPUs, rather than using the process of collecting physical samples (leaves, plants) and analyzing
them in the laboratory. Furthermore, our tomato plant diseases and pest dataset contains different task
complexities, such as illumination conditions, the size of objects, background variations, etc., included
in the surrounding area of the plant. Our goal was to find the more suitable deep-learning architecture
for our task. Thus, the experimental results and comparisons between various deep-meta-architectures
with feature extractors demonstrated how our deep-learning-based detector is able to successfully
recognize nine different categories of diseases and pests, including complex intra- and inter-class
variations. In addition, we found that using technique-based data annotation and augmentation results
in better performance. We expect that our proposed system will make a significant contribution to
the agriculture research area. Future works will be focused on improving the current results, and a
promising application will be to extend the idea of diseases and pest recognition to other crops.
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Abstract: Soil is an important environment for crop growth. Quick and accurately access to soil
nutrient content information is a prerequisite for scientific fertilization. In this work, hyperspectral
imaging (HSI) technology was applied for the classification of soil types and the measurement of soil
total nitrogen (TN) content. A total of 183 soil samples collected from Shangyu City (People’s Republic
of China), were scanned by a near-infrared hyperspectral imaging system with a wavelength range of
874–1734 nm. The soil samples belonged to three major soil types typical of this area, including paddy
soil, red soil and seashore saline soil. The successive projections algorithm (SPA) method was utilized
to select effective wavelengths from the full spectrum. Pattern texture features (energy, contrast,
homogeneity and entropy) were extracted from the gray-scale images at the effective wavelengths.
The support vector machines (SVM) and partial least squares regression (PLSR) methods were used
to establish classification and prediction models, respectively. The results showed that by using the
combined data sets of effective wavelengths and texture features for modelling an optimal correct
classification rate of 91.8%. could be achieved. The soil samples were first classified, then the local
models were established for soil TN according to soil types, which achieved better prediction results
than the general models. The overall results indicated that hyperspectral imaging technology could
be used for soil type classification and soil TN determination, and data fusion combining spectral
and image texture information showed advantages for the classification of soil types.

Keywords: hyperspectral imaging; soil type classification; total nitrogen; texture features; data fusion

1. Introduction

Concerns about the environmental impacts of excessive nitrogen fertilizer application have been
growing in recent years. In order to manage nitrogen in an efficient way and fertilize crops according to
their demands, it is necessary to obtain detailed information about the total nitrogen (TN) of farmland
soil. Traditional chemical analysis methods for TN are complex, time-consuming, costly and poor
in real-time. A rapid, nondestructive method should be developed, which is a key step toward the
successful implementation of precision farming.

During the last two decades, near-infrared (NIR) spectroscopy has been widely employed as an
effective tool for the analysis of soil properties. Numerous studies on the measurement of soil TN have
been reported using this technique [1–3]. Nevertheless, the variability of the sample sets (soil texture,
moisture content, minerals and organics) greatly complicates the prediction accuracy of the calibration
models in soil near-infrared (NIR) spectroscopy analysis [4,5]. The spectral prediction mechanism may
vary from one sample set to another. Due to this variability, the soil samples are first classified, then
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a local spectral model is established for each soil type which can effectively improve the prediction
accuracy [6]. On the other hand, soil type classification is an important foundation of soil science,
which provides the basis for rational exploitation and scientific management of soil resources. Many
researchers have adopted NIR spectroscopy to distinguish soil types [7,8]. The correct classification
can reach rates above 80% [9].

Developed from remote sensing, hyperspectral imaging (HSI) has gained extensive attention from
different fields such as the food industry [10], agriculture [11], and medical science [12]. Through each
measurement by the HSI instrument, both the spectral information and image texture information of
the sample can be obtained. Image texture, which is characterized by the relationship of the intensities
of neighboring pixels, has been successfully used for the classification of fruit ripeness [13], fish
freshness [14], and plant disease degree [15], and the mapping of weed patches [16]. Cai, et al. used
image texture features to classify soil samples with different degrees of salinization, and a higher
correct classification rate was obtained [17]. They considered that when the soil samples were similar
in spectral features, texture features would play a positive role in the sample recognition, and the
combined spectral and texture features information can help to improve the classification accuracy.
Ma, et al. used analysis of hyperspectral images to distinguish healthy, greening disease infected and
zinc-deficient citrus [15]. As the leaf spectra of greening disease infected and zinc-deficient citrus were
partially overlapped, and the leaf texture features of greening disease infected and zinc-deficient citrus
were similar, the utilization of spectral information or texture features for modelling cannot achieve
good classification results in this case, but data fusion combining spectral information and texture
features greatly improved the correct classification rate for the three kinds of citrus. To our knowledge,
comprehensive utilization of spectral information and image texture features for the classification of
soil types has seldom been reported.

Hyperspectral imaging generates an immense amount of data. Some of them may contribute
more co-linearity, redundancies, and noise than relevant information to calibration models, which
is a huge challenge for the analysis of hyperspectral images [18]. Effective wavelength selection,
aiming to select only a few wavelengths which carry most of the useful information with minimum
collinearity and redundancy from full spectrum, is believed to reduce amount of data, computational
task, and help build a simple and robust model [19,20]. The successive projections algorithm (SPA)
is a popular tool for wavelength selection in multivariate calibration and classification [21]. It is able
to select a small representative set of spectral wavelengths with a minimum of collinearity. He, et al.
used a visible-near infrared HSI technique to detect the tenderness of Atlantic salmon, and SPA was
applied to select effective wavelengths [22]. They stated that the number of wavelengths used in the
calibration model can be significantly reduced without a decrease in prediction accuracy. In machine
visual systems, the most popular method for texture feature analysis is gray level co-occurrence matrix
(GLCM) method [23]. GLCM, created through calculating how often a pixel with a particular gray
level value occurs at a specified distance and angle from its adjacent pixels, is able to take into account
the specific position of a pixel relative to another. In this work, SPA and GLCM were adopted to select
effective wavelengths and extract texture features, respectively. The objective of this work was to
investigate the feasibility of classifying soil types and determining soil TN content using analysis of
hyperspectral images. The specific objectives were to: (1) build classification models for soil types
in utilization of spectral information and image texture features; (2) establish robust and accurate
calibration models for each soil type to measure soil TN content.

2. Materials and Methods

2.1. Soil Samples and Laboratory Reference Measurement

The study area is located in the city of Shangyu (Zhejiang Province, People’s Republic of China,
29◦43′38”–30◦16′17” N, 120◦36′23”–121◦6′9” E), stretching 60 km from north to south and 40 km from
east to west. The climate of this area is subtropical monsoon with an annual average temperature
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of 16.4 ◦C and mean annual precipitation of 1400 mm. The southern region of Shangyu is mainly
hills and mountains. According to the classification and codes for Chinese soil (National Standard of
China, GB/T 17296-2009), the most representative soil type of this region is red soil. The landforms of
northern region are river network plains and coastal plains, and the main soil types are paddy soil and
coastal saline soil, respectively.

A total of 183 soil samples were sampled from different farmlands of 12 towns in Shangyu,
including 84 paddy soil samples, 57 red soil samples and 42 seashore saline soil samples. They were
taken from the upper soil layer (0–30 cm) from 2014 to 2016. The samples were collected using a
soil-sampling auger. A composite sample was obtained by mixing five soil samples of equal volume,
one from the central plot and the remaining four separated by 1 m from each other. To reduce the
impact of soil moisture, the soil samples were tiled on a plate and air dried at 80 ◦C for 60 h. At the
48th h and the 60th h, three samples were randomly selected for weighing. Their weight had barely
changed. Then the samples were sieved with a diameter of 1 mm. After that, the samples were air
dried again at 60 ◦C for 48 h to reduce the impact of air moisture during storage. A small portion of
each sample was sent to the agricultural testing center of Zhejiang Provincial Academy of Agricultural
Sciences (ZPAAS) for soil chemical analyses. The remaining samples were used for HSI measurement.
Laboratory reference measurement of soil TN were performed using the Kjeldahl method, as described
in Hesse, [24]. Soil TN content was expressed in percentage of its weight to the total weight of dry soil.

2.2. Hyperspectral Image Acquisition

The hyperspectral images of soil samples were captured by a near-infrared HSI system with
the wavelength range of 874–1734 nm and 256 bands. The system was composed of an imaging
spectrograph (ImSpector N17E; Spectral Imaging Ltd., Oulu, Finland), a CCD camera (Xeva 992; Xenics
Infrared Solutions, Leuven, Belgium), two 150W quartz tungsten halogen lamps (Fiber-Lite DC950
Illuminator, Dolan Jenner Industries Inc., Boxborough, MA, USA), and a conveyer belt which was
driven by a stepper motor for sample movement (Figure 1). The entire system was fixed in a darkroom.
The soil samples were put into Petri dishes with a diameter of 60 mm. The Petri dishes were placed
on the conveyer belt for image acquisition. Hyperspectral image provided both spectral and image
information simultaneously. Each pixel within the hyperspectral image contained a spectrum at the
spectral range of the system, and there was a gray-scale image at each wavelength.
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Figure 1. Schematic diagram of the hyperspectral imaging system. This system can obtain images in
the spectral region of 874–1734 nm.

To acquire clear and non-deformable hyperspectral images, the moving speed of the conveyer
belt, the exposure time of the camera, and the height between the lens of the camera and the sample
were set as 24 mm/s, 3 ms, and 30.8 cm, respectively.
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The raw hyperspectral image (I0) was corrected by white (W) and dark (D) reference images. The
white reference image was obtained using a standard Teflon tile (~99.9% reflectance), and the dark
reference image was acquired by turning off the light source and covering the camera lens with its
opaque cap. The corrected image (I) was calculated by the following equation:

I =
I0 − D
W − D

× 100% (1)

2.3. Spectral Data Extraction, Preprocessing and Effective Wavelength Selection

For each soil sample’s hyperspectral image, the region that covered the Petri dish without the edge
was selected as the region of interest (ROI). The reflectance values of all pixels in the ROI were averaged
to generate only one mean spectrum. Because of the noise in the head and the end of the spectra, only
spectra at 975–1645 nm (200 bands) were used for further processing and model establishment. The
same procedure was repeated for all ROI images, and a full spectrum matrix 183 samples × 200 bands
was constructed. Standard normalized variate (SNV) was used to reduce baseline offset of the spectral
matrix, and z-score normalization was used to get all the spectral data to approximately the same scale
or to get a more even distribution of the variances and the average values [25].

Effective wavelengths were selected by the SPA method. Generally, SPA comprises two phases.
The first phase consists of projections carried out on the spectral matrix, which generate candidate
subsets of variables with minimum colinearity. In the second phase, candidate subsets of variables
selected in the first phase are used to establish multi-linear regression (MLR) models. The best variable
subset was determined on the basis of the root mean square error of leave-one-out cross validation in
the calibration set (RMSECV). A detailed description of SPA can be found in literature [26,27].

2.4. Texture Variable Extraction

In creating the GLCM, the direction of 0◦, 45◦, 90◦ and 135◦ and distance of one pixel were
applied, and four popular texture variables, such as energy, contrast, homogeneity and entropy were
calculated in each direction based on GLCM [28,29]. The mean values of the four directions were
used, and four averaged texture variables were obtained from the ROI of one gray-scale image. As
the hyperspectral image contained gray-scale images at continuous wavelength bands, a total of 200
gray-scale images have been obtained from a single measurement of one soil sample. Extracting texture
features from each gray-scale image would generate a large amount of redundant information which
was not useful for modelling. Hence, texture features were only extracted from the gray-scale images
at effective wavelengths.

2.5. Establishment of Classification and Regression Models

The main steps of the work were shown in Figure 2. After hyperspectral image acquisition,
correction and reflectance preprocessing, the samples of each soil type were randomly spilt into the
calibration set and prediction set at a ratio of 2:1 so as to establish classification models: the calibration
set was composed of 56 paddy soil samples, 38 red soil samples and 28 seashore saline soil samples,
while the prediction set included the remaining 28 paddy soil samples, 19 red soil samples and 14
seashore saline soil samples. Then the SPA method was used to select effective wavelengths based on
the calibration set. The reference data y in SPA was category value. The samples of paddy soil, red
soil and seashore saline soil were assigned category values of 1, 2 and 3. After effective wavelength
selection, texture features were extracted by GLCM. The method of support vector machines (SVM)
was used to establish classification models based on the effective wavelengths and texture features.
SVM has been proved as a reliable method for classification, dealing with both linear and nonlinear
data efficiently [30,31]. In this work, radial basis function kernel was selected as the kernel function,
which is the typical general-purpose kernel.
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Figure 2. Main steps of this work.

After soil type classification, both general and local models have been established for the
prediction of soil TN content. In general models, the total samples were randomly divided into
two subsets: the calibration set was composed of 122 samples, while the prediction set included 61
samples. In local models, the samples in each soil type were randomly divided into two subsets at
a ratio of 2:1. The sample numbers in the calibration sets were 56, 38 and 28 for paddy soil, red soil
and seashore saline soil respectively, while the prediction sets consisted of 28, 19 and 14 samples for
paddy soil, red soil and seashore saline soil, respectively. The calibration sets was used to establish
calibration models, whereas the prediction sets was used for independent prediction of the established
models. The method of SPA was used to select effective wavelengths for each local model and the
general models. In this procedure, the reference data y in SPA was soil TN content. The method of
partial least squares regression (PLSR) was used to establish prediction models for soil TN based on
full spectrum and effective wavelengths, which has been widely applied in many areas [32].

2.6. Performance Assessment and Software

The performance of the established models were evaluated by the root mean squared error of
prediction in the prediction set (RMSEP), the residual predictive deviation (RPD) and the coefficient of
determination (R2). Generally, large values of R2 and RPD, and small value of RMSEP indicate good
performances. The hyperspectral image analysis was conducted on ENVI 4.6 (ITT, Visual Information
Solutions, Boulder, CO, USA) and Matlab 2010 (The Math Works, Natick, MA, USA). The methods of
SVM, SPA were operated in Matlab 2010, and the partial least squares regression (PLSR) models were
established in Unscrambler 10.1 (CAMO Inc., Oslo, Norway).
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3. Results and Discussion

3.1. Spectral Profiles

Figure 3 shows RGB images of the three soil type samples. It can be noted that the surface of
seashore saline soil was rougher than that of paddy soil and red soil. As can be seen in Figure 4a, the
average spectrum of each soil type in the range of 975–1645 nm showed similar trend. Significant
troughs appeared around 1400 nm in all spectra, which were attributed to the absorption of water in
soil. There were some differences in the average spectral baselines. The reflectance value of seashore
saline soil was lower than that of paddy soil and red soil, mainly because the light scattering of the
surface of seashore saline soil was too intense.

  

(a) (b) (c) 

Figure 3. RGB images of paddy soil (a), red soil (b) and seashore saline soil (c) samples.

In order to examine the structure of the spectral data, a principal components analysis was
performed on the full spectrum matrix. The principal components analysis scores were submitted to
Fisher’s linear discriminant analysis (LDA). Because the first four principal components (PCs) of the
spectral data can explain nearly 100% of total variance, they were set as input of LDA. Figure 4b shows
the samples of paddy soil, red soil and seashore saline soil distinguished by the score plot of Fisher’s
LDA. The correct classification percentage was 85%. It can be observed that the samples of paddy soil
and seashore saline soil were relatively well grouped, while some red soil samples were mixed with
the samples of the other two soil types.

(a) (b) 

Figure 4. (a) The average spectrum of each soil type in the wavelength range of 975–1645 nm; (b)
Grouping of 183 soil samples based on Fisher’s LDA using the first four principal components of full
spectrum matrix as input.
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3.2. Classification for Soil Types

SPA was carried out to select effective variables from the full spectrum. The variation of RMSECV
with the number of selected variables for soil type classification is shown in Figure 5a. Let RMSECVmin
be the minimum value in the RMSECV sequence. Seven variables were selected through comparison
of the RMSECV values which was not significantly larger than RMSEVmin by applying the F-test
criterion with a significance level α = 0.25 [32]. Figure 5b presents an overview of the selected
variables corresponding to raw spectra. The selected variables around the trough of 1400 nm can be
approximately attributed to the absorption of water absorptions in the second overtone region, while
the variables selected in the wavelength range of 950–1050 nm were related to overtones of aromatics
C-H bond and amine N-H bond in organics [33]. This indicated that considerable differences existed
in moisture content and organic ingredients among the samples of the three soil types.

(a) (b) 

Figure 5. RMSECV curves with the number of variables selected by SPA for soil type classification (a).
The reference data in SPA was category value. The selected variables (shown as dots) corresponding to
raw spectra were presented in (b).

ROI was defined as a rectangular area in the middle of the sample with 50 × 50 pixels (Figure 1).
Four texture features (energy, contrast, homogeneity and entropy) based on GLCM at 7 effective
wavelengths were extracted, resulting in a total of 28 texture features (4 texture features × 7
wavelengths) obtained from the ROIs for each soil sample.

Figure 6 shows the mean values of the four texture features of different soil types. It can be seen
that energy and homogeneity of seashore saline soil was highest compared with the other two soil
types at the effective wavelengths, which indicated that the image texture of seashore saline soil was
rougher than that of the other two soil types [13]. A similar conclusion could be also obtained by
analyzing the mean values of contrast and entropy. They were the lowest for seashore saline soil,
which meant that the image texture of seashore saline soil contained less local variations. In general,
the texture features of seashore saline soil were clearly distinguished from those of the other two soil
types, and there were no intersections between the texture features of paddy soil and red soil, although
they were close at some effective wavelengths. Hence, it was possible for soil type classification based
on these statistics.

To build SVM models for soil type classification, the samples of paddy soil, red soil and seashore
saline soil were assigned category values of 1, 2 and 3. Table 1 showed the classification results of SVM
models using different input variables. First, with full spectrum, the discrimination accuracy was 90.1%
for the calibration set and 81.9% for the prediction set. When using spectral effective wavelengths for
modelling, similar results were obtained for the calibration set and prediction set, respectively. It can
be noted that the samples of paddy soil and seashore saline soil were well classified. Some of them
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were misclassified with red soil samples, while some red soil samples were misclassified with the
samples of the other two soil types. The results were similar to those performed on the full spectrum
matrix by LDA. Then, texture features were used for modelling. The discrimination accuracy was
81.9% for the calibration set and 77.0% for the prediction set. The performances were poorer compared
with the model established by effective wavelengths. However, the samples of seashore saline soil
were well classified from the samples of the other two soil types.

(a) (b) 

(c) (d) 

Figure 6. The mean values of (a) Energy, (b) Contrast, (c) Homogeneity and (d) Entropy of different
soil types at the effective wavelengths.

Finally, both effective wavelengths and texture features were set as input for building SVM models.
As can be seen, the discrimination accuracy of the calibration set and prediction set were both improved
compared with the models using only spectral effective wavelengths or texture features as input. The
samples of paddy soil and seashore saline soil were successfully classified, while some samples of
paddy soil and red soil were misclassified, and a few seashore saline soil samples were misclassified
as red soil samples. The results indicated that data fusion by combining effective wavelengths and
texture features showed advantages for the classification of soil types.
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Table 1. Classification results for soil types using SVM models established based on different
input variables.

Input variables (c, g) a Calibration Set Prediction Set

1 2 3 Accuracy 1 2 3 Accuracy

Full spectrum (30.94, 0.51)

52 3 1 92.8% 22 4 2 78.6%
2 33 3 86.8% 2 15 2 78.9%
1 2 25 89.2% 0 1 13 92.8%

total 90.1% 81.9%

Effective
wavelengths (23.12, 2.42)

1 51 4 1 91.1% 1 24 2 2 85.7%
2 3 33 2 86.8% 2 2 16 1 84.2%
3 0 4 24 85.7% 3 1 2 11 78.6%

total 88.5% 83.6%

Texture features (90.95, 0.26)

1 47 9 0 83.9% 1 23 5 0 82.1%
2 10 27 1 71.1% 2 7 12 0 63.1%
3 1 1 26 92.8% 3 1 1 12 85.7%

total 81.9% 77.0%

Effective
wavelengths and
texture features

(190.12, 2.28)

1 54 2 0 96.4% 1 27 1 0 96.4 %
2 3 34 1 89.4% 2 3 16 0 84.2%
3 0 1 27 96.4% 3 0 1 13 92.8%

total 94.2% 91.8%
a (c, g) are the parameters of the SVM model, where c is the penalty coefficient, and g is the kernel function parameter.

3.3. Prediction of Soil Total Nitrogen

The statistics values of soil TN content for the calibration sets and prediction sets in each local
model and the general models were listed in Table 2. The concentration of soil TN ranged from 0.038%
to 0.312%. The range of the prediction sets was covered in the calibration sets.

Table 2. Statistics of reference values of total nitrogen (TN) in the local models and general models.

Property
Calibration Set Prediction Set

NS a Range (%) Mean (%) SD b NS Range (%) Mean (%) SD

Paddy soil 56 0.088–0.312 0.170 0.036 28 0.124–0.255 0.174 0.042
Red soil 38 0.056–0.262 0.151 0.041 19 0.102–0.215 0.179 0.030

Seashore saline soil 28 0.038–0.205 0.131 0.031 14 0.055–0.178 0.133 0.030
General models 122 0.038–0.312 0.160 0.041 61 0.042–0.250 0.156 0.037

a NS = Number of samples. b SD = Standard deviation.

The SPA method was used to select effective variables for the prediction of soil TN from the full
spectrum. Figure 7 shows the variation of RMSEV with the number of selected variables for each local
model and the general models.

Through comparison of the RMSEV values that were not significantly larger than RMSEVmin
by applying the F test criterion with a significance level α = 0.25 [32], 15, 18, 17, and 13 variables
were selected for paddy soil, red soil, seashore saline soil, and the general models, respectively. The
overview of the selected variables corresponding to raw spectra is shown in Figure 8. The selected
locations were mainly concentrated in the trough around 1400 nm and the wavelength range of 950
to 1050 nm. The result was supported by Yang et al. [2], who selected similar effective variables for
soil TN in the NIR wavelength range. There were some differences among the selected locations for
paddy soil, red soil, seashore saline soil and the general models, which indicated that the NIR feature
absorptions varied from one soil type to another.
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(a) (b) 

 

(c) (d) 

Figure 7. RMSECV curves with the number of variables selected by SPA for (a) paddy soil, (b) red soil,
(c) seashore saline soil and (d) general models. The reference data in SPA was soil TN content.

 

(a) (b) 

Figure 8. Cont.
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(c) (d) 

Figure 8. The variables selected by SPA (shown in circle markers) corresponding to raw spectra for
paddy soil, red soil, seashore saline soil and general models were presented in (a–d), respectively.

The prediction results of soil TN using different sample sets and input variables are listed in
Table 3. Regression models were built by PLSR. It can be observed that whether using the full spectrum
or effective wavelengths for modelling, the local models which were established individually for each
soil type achieved better prediction results than the general models in terms of larger R2 and RPD
values for the prediction sets. The reason can be attributed to the small variability of the samples in
the same soil type [5]. Similar results have been reported by Mouazen, et al. [34], who developed local
calibration models for the prediction of soil moisture content, so as to increase the accuracy of the NIR
measurement. The full spectrum and effective-wavelength models achieved similar predictions for soil
TN. However, the number of input variables in the effective-wavelength models was much reduced,
and the efficiency has been promoted.

Table 3. Comparison of prediction results for soil nitrogen using different sample sets and
input variables.

Property NS a Input Variables b NV c RMSEP d R2 e RPD f

Paddy soil 28
Full spectrum 200 0.0166 0.83 2.5

EW 12 0.0155 0.85 2.7

Red soil 19
Full spectrum 200 0.0129 0.80 2.3

EW 10 0.0136 0.77 2.2

Seashore saline soil 14
Full spectrum 200 0.0118 0.83 2.5

EW 10 0.0125 0.81 2.4

General models 61
Full spectrum 200 0.0176 0.76 2.1

EW 14 0.0179 0.74 2.1
a NS = Number of samples for the prediction set; b EW = effective wavelengths; c NV = Number of variables for the
established models; d RMSEP = Root mean squared error of prediction in the prediction set; e R2 = Coefficient of
determination; f RDP = Residual predictive deviation.

4. Conclusions

In this work, a HSI system covering the spectral range of 874–1734 nm was used to classify soil
types and evaluate soil TN content. The SPA method was applied to select effective wavelengths from
the full spectrum, and texture features of energy, contrast, homogeneity and entropy were extracted
from the gray-scale images at the effective wavelengths. The classification models for soil types and
prediction models for soil TN were established by the methods of SVM and PLSR, respectively. The
results showed that:
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(1) The classification model established by the combining effective wavelengths and texture features
data achieved the optimal results for the classification of red, paddy and seashore saline soil
compared with the models established by the effective wavelengths or texture features alone.
The correct classification rate was 91.8%.

(2) The soil samples were first classified, then local models were established for soil TN according to
soil types, which achieved better prediction results than the general models.

(3) The overall results indicated that it was helpful to use image texture features for soil type
classification, and HSI technique could be used for soil type classification and the determination
of soil TN.

In future work, more soil samples with a wide range of soil types should be studied to build more
robust soil type classification models and more reliable prediction models for soil TN.
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Abstract: The purpose of this study is to use near-infrared reflectance (NIR) spectroscopy equipment to
nondestructively and rapidly discriminate Fusarium-infected hulled barley. Both normal hulled barley
and Fusarium-infected hulled barley were scanned by using a NIR spectrometer with a wavelength
range of 1175 to 2170 nm. Multiple mathematical pretreatments were applied to the reflectance spectra
obtained for Fusarium discrimination and the multivariate analysis method of partial least squares
discriminant analysis (PLS-DA) was used for discriminant prediction. The PLS-DA prediction model
developed by applying the second-order derivative pretreatment to the reflectance spectra obtained
from the side of hulled barley without crease achieved 100% accuracy in discriminating the normal
hulled barley and the Fusarium-infected hulled barley. These results demonstrated the feasibility of
rapid discrimination of the Fusarium-infected hulled barley by combining multivariate analysis with
the NIR spectroscopic technique, which is utilized as a nondestructive detection method.

Keywords: Fusarium; near-infrared; spectroscopy; hulled barely; partial least squares-discriminant
analysis

1. Introduction

Fusarium (particularly F. graminearum) that occurs in the heads of cereal crops such as barley
(Hordeum vulgare L.) and wheat (Triticum aestivum L.) has been reported to decrease the yield and
degrade the quality, resulting in enormous economic losses to farmers [1]. The Fusarium pathogen
grows rapidly between 10 and 25 ◦C in a high humidity environment due to heavy rainfall in the heading
period of the cereal crops, leading to an increase in the occurrence frequency [2]. The pathogen wintering
in seeds, straw, stubbles, and soil after harvest, becomes a primary inoculum, and molds formed from
the primary symptoms scatter and rapidly spread [3–5]. Damaged ears develop a brown discoloration at
the early stage, and the sheaths of ears become gradually covered with red conidiospores. In Korea, the
incidence of Fusarium infection in barley increased greatly between 1963 and 1998. In 1998, the incidence
of Fusarium infection damaged 39,202 hectares of fields, corresponding to 47.8% of the total cultivation
area. Particularly, if mycotoxins such as deoxynivalenol (DON), nivalenol (NIV), and zearalenone (ZEA)
produced by the Fusarium are mixed with the normal cereals and supplied in the finished product, this
could cause intoxication of livestock as well as diseases such as vomiting, diarrhea, immunosuppression,
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and cancer in humans [6–8]. The most severe concern relating to Fusarium infection is that mycotoxins
occurring due to Fusarium infection and remaining as a carcinogen in the feed could cause serious
damage to livestock and humans [9]. Therefore, a preliminary inspection of barley, wheat, maize,
and other cereal crops is essential to prevent Fusarium and mycotoxins from being introduced in the
finished products.

Typical contamination inspections of Fusarium and mycotoxin use high performance liquid
chromatography (HPLC), gas chromatography (GC), and enzyme-linked immunosorbent assay (ELISA).
These destructive chemical analysis methods are demanding in terms of cost, time, and effort, and do
not facilitate prompt detection due to small sample size and complicated pretreatment processes [10].
Nondestructive and rapid spectroscopic analysis techniques have emerged as alternatives to overcome
these disadvantages.

Spectroscopic analysis techniques are nondestructive measurement methods that can be used
for rapid quantitative analysis. These include NIR spectroscopy, Raman spectroscopy, and other
spectroscopic methods according to light characteristics and analyte type, and can be used for pathogen
detection as well as internal and external quality analysis of agricultural products [11]. NIR spectroscopic
analysis uses the wavelength range from 700 nm to 2500 nm. Although the near-infrared region of the
spectrum was discovered 160 years ago, its practical analytical applications were first performed by a
U.S. chemist, Norris. In the 1960s, Norris proved the potential of NIR spectroscopy through quantitative
analysis of moisture and protein content in wheat [12]. The later development of chemometric
techniques expanded the applications of NIR spectroscopy. The chemometric technique analyzes
wavelength-based data from a spectrometer to accurately predict the components in a short time [13].
Analysis methods such as principal component analysis (PCA), partial least squares (PLS), partial least
squares-discriminant analysis (PLS-DA), and linear discriminant analysis (LDA) have been used for
model development [14].

The NIR spectroscopic technique has recently been applied to detect mold and mycotoxin in cereal
crops such as wheat, barley, and maize [15–17]. Delwiche used the NIR technique to discriminate
between wheat Fusarium and other molds with accuracies of 95% and 98%, respectively [18]. Polder
showed PLS results using a transmission image in the visible range to detect Fusarium head blight (FHB,
also known as ‘scab’ or ear blight) [19]. Liu used a 1064-nm NIR laser to reduce the fluorescence that
occurs in barley and wheat, in order to detect a low concentration of mycotoxin [20]. Gaspardo used
the Fourier transform (FT)-NIR technique to predict the concentrations of the mycotoxins fumonisin
(B1) and fumonisin (B2) in maize kernels [21].

This study aimed to develop a technique for discriminating between Fusarium-infected hulled
barley and normal hulled barley by using a NIR spectrometer. For this purpose, various spectral
pretreatments were applied to the reflectance spectra from 1175 nm to 2170 nm. The study was further
aimed to nondestructively detect Fusarium-infected hulled barley by developing a PLS-DA model.

2. Materials and Methods

2.1. Materials

The samples used in this experiment were 515 kernels of hulled barley samples that were collected
from five Korean provinces in 2014. The samples were divided into a control group and experimental
groups, as shown in Table 1. The control group samples that were not infected with Fusarium in the
preliminary investigation were 127 kernels of one group (JN151) collected from Jeonnam Province.
The experimental group samples containing Fusarium-infected hulled barley include 80 kernels of one
group (GN121) from Gyeongnam Province as well as 95 kernels, 108 kernels, and 105 kernels of three
groups (JB021, JB061, and JB094) from Jeonbuk Province.

As shown in Table 2, the hulled barley samples used in the NIR spectroscopic experiments were
stored as individual kernels in a storage box with a 10 × 10 grid structure, and refrigerated at 4 ◦C.
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Table 1. Collection province and quantity of hulled barley samples used in experiment.

Province Groups Sample Group Based on Region Number of Kernels

Jeonnam Control group JN151 127

Gyeongnam

Experimental group

GN121 80

Jeonbuk
JB021 95
JB061 108
JB094 105

Total 5 515

Table 2. Hulled barley samples separated by kernel into grid boxes according to groups.

Control Group Experimental Groups

JN151 (127) GN121 (80) JB021 (95) JB061 (108) JB094 (105)

   

2.2. Near-Infrared Measurement System

The NIR measurement system, as shown in Figure 1, consists of an indium gallium arsenide (InGaAs)
linear array spectrometer (AvaSpec-NIR256-2.2TC, Avantes BV Inc., Apeldoorn, The Netherlands) based
on the symmetrical Czerny-Tunner optical design with a 50-mm focal length, a 10 W tungsten-halogen
lamp light source (AvaLight-HAL, Avantes BV Inc.), a bifurcated fiber optic probe (FCR-7IR400-2-ME,
Avantes BV Inc.) covering 350 nm to 2000 nm, a specimen stage, and a computer. As shown in Table 3,
the NIR spectrometer is thermoelectrically cooled by a double-stage Peltier effect device, and has 256
light-sensitive pixels (50 × 500 µm pixel size, 3.4 nm average pixel interval) covering the spectral range
from 1175 nm to 2170 nm. The light source provides illumination between 360 nm and 2500 nm, and
uses a subminiature A (SMA) connector to maximize light coupling into light-conducting optic fibers
with a diameter of up to 600 µm. The probe has a Y-style structure with a total length of 2 m, with
400-µm-diameter fibers.

(a) (b)

Figure 1. (a) Schematic diagram and (b) photo of the NIR measurement system for the discrimination
of hulled barley infected with Fusarium.

Seven optic fibers are arranged on the stainless-steel tip (length 50 mm, diameter 6.35 mm) at the
end of the probe. Among the seven-fiber optics, six optical fibers, which are arranged in a circle on the
outer side, transmit the light from the light source to the hulled barley samples, and the optical fiber
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at the center transmits the light reflected from the hulled barley samples to the InGaAs spectrometer.
The distance between the hulled barley samples and the probe end was maintained at 10 mm to
11 mm, vertically.

Table 3. Specifications of NIR spectrometer used for classification of Fusarium-infected hulled barley.

Model (Manufacturer) Ava Spec-NIR256-2.2TEC (Avantes BV, Apeldoorn, The Netherlands)

Appearance

Spectral range 1175–2170 nm
Detection sensor InGaAs linear array

Pixel pitch 3.4 nm
Pixel size 50 × 500 µm

Total pixel count 256
Minimum exposure time 1 ms

Signal to noise ratio 4100:1
PC interface USB 2.0
Dimensions 315 × 235 × 135 mm

Weight 5.1 kg

2.3. Medium Preparation for Fusarium Culture of Hulled Barley

After obtaining the NIR reflectance spectra, the hulled barley samples further underwent a culture
experiment to visually determine whether a Fusarium infection was present. The medium used in this
experiment was a mixture of materials from DifcoTM Potato Dextrose Agar (PDA, Difco Labs, Detroit,
MI, USA) and BactoTM Agar (BD Biosciences, San Jose, CA, USA) to smoothly culture and easily solidify
Fusarium. The medium was prepared by mixing 26 g/1000 mL of DifcoTM Potato Dextrose Agar and
5.6 g/1000 mL BactoTM Agar in distilled water, and then sterilized at high pressure. The solution
was then cooled, and antibiotics that had been stored in a frozen state were injected into the medium
solution to inhibit the growth of other molds. The antibiotics used in this experiment were neomycin
sulfate (MP Biomedicals Inc., Solon, OH, USA) and streptomycin sulfate (Biosesang, Seongnam, Korea).
Neomycin (0.5 g/50 mL) was dissolved into distilled water, further filtered through a 0.2 µm filter, and
injected at a ratio of 12 mL per 1000 mL and 2.5 g/50 mL of streptomycin was dissolved in distilled
water, further filtered through a 0.2 µm filter, and injected at a ratio of 20 mL per 1000 mL.

The medium solution was solidified in a Petri dish for 2 to 3 h. Subsequently, seven kernels of
hulled barley samples were placed on each Petri dish, as shown in Figure 2. The Petri dishes were
sealed with tape to prevent infection by foreign germs, and then incubated at 25 ◦C for 2 to 4 days in a
darkened incubator. Any Fusarium growth was then classified visually.

(a) (b)

Figure 2. (a) Location and (b) configuration of kernels on Petri dish to culture Fusarium of hulled barley.
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2.4. Acquisition and Pretreatment of NIR Reflectance Spectra

A hulled barley has an embryo in the lower part of the pericarp of the grain as well as a valley
extending horizontally from the embryo, which is called the crease. In this experiment the side with
the crease region was denoted as the front side and the opposite side as the back side, as shown in
Figure 3. The measurement of one hulled barley kernel sample was repeated three times for the front
side and for the back side, leading to a total of six spectra for each sample.

(a) (b)

Figure 3. Denotation of (a) front side and (b) back side of hulled barley by the presence of the crease.

As shown in Figure 4, the hulled barley kernels were transferred to the optimal samples template
for measurements. The integration time was 200 ms, and the spectra were cumulatively averaged
3 times. The smoothing pretreatment was applied to the basic reflectance spectra.

Figure 4. Probe and light illumination in NIR reflectance spectrum acquisition for hulled barley.

Reflectance spectral data obtained from hulled barley samples require calibration due to the
irregular surface shape, and the data are pretreated using various mathematical methods to develop
the best discriminant prediction model [22,23]. Several preprocessing techniques were applied to the
obtained reflectance spectra to reduce the systematic noise and variation caused by the light source.
The mathematical pretreatments used in this experiment include first-order derivative, second-order
derivative, third-order derivative, mean normalization, maximum normalization, range normalization,
mean scattering correction (MSC), baseline, and standard normal variate (SNV).

2.5. Fusarium Discrimination Prediction Model Development

In the PLS model, actually measured concentration information were used as dependent variables
to develop a linear regression model with spectrum data, which are independent variables, and to
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predict actual concentration values [24–27]. PLS-DA is based on the classical partial least squares
regression to construct prediction models [28]. In this regard, PLS-DA develops a regression model
by designating the groups to be discriminated as dummy constants instead of concentration values
as dependent variables. For a development of a PLS-DA model, this study designated as dependent
variables with constant value ‘0’ the reflectance spectra obtained from hulled barley samples not infected
with Fusarium, and as dependent variables with constant value ‘1’ the reflectance spectra obtained from
hulled barley samples infected with Fusarium after the cultivation. A cross-validation method was
applied to validate the PLS-DA models, and the accuracy of the developed models was determined
by its coefficient of determination for calibration (RC

2), the standard error of calibration (SEC), the
coefficient of determination for validation (RV

2), the standard error of prediction (SEP), and the optimal
factor (F). Data pretreatment, model development, and validation using the obtained spectrum were
performed by using multivariate data analysis software (Unscrambler v9.2, Camo Co., Oslo, Norway).

3. Results

3.1. Culture Results of Hulled Barley

3.1.1. Culture Results of Hulled Barley Classified as Control Group

After seven hulled barley samples cultured in each Petri dish were incubated for between 2 and
4 days in an incubator, the occurrence of Fusarium was visually observed to determine whether a
sample was infected. Figure 5 shows the selected culture results (1 to 7, 50 to 56, 99 to 105, and 120 to
126) for 127 hulled barley samples that were used in the control group, indicating that Fusarium spores
were not observed.

Figure 5. Culture results for hulled barley (JN151) in the control group, showing that Fusarium was
not observed.

3.1.2. Culture Results of Hulled Barley Classified as Experimental Group

Figure 6 shows the selected culture results for hulled barley samples in the Fusarium-infected
sample groups (GN121, JB021, JB061, JB094), in which Fusarium spores were actively generated and
dispersed within the Petri dish, indicating that these hulled barley samples were infected with Fusarium.

Table 4 summarizes the results of the culture tests on the control and experimental sample groups,
and shows that some hulled barley in the infected sample groups did not develop Fusarium. In the
GN121 sample group, 46 kernels were infected among the total 80 kernels. In the JB021 sample
group, 82 kernels were infected among the total 95 kernels. Furthermore, in the JB061 and JB094
sample groups, 82 kernels of hulled barley samples among the 108 kernels, and 88 kernels among
the 105 kernels were infected, respectively. To discriminate Fusarium-infected kernels by using the
NIR spectroscopic technique, the kernels were divided into 127 kernels in the control group and 298
(46 + 82 + 82 + 88) Fusarium-infected kernels in the contaminated sample group.
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Figure 6. Culture results for hulled barley (GN121, JB021, JB061, JB094) in the experimental group in
which Fusarium was observed.

Table 4. Culture results for control group and experimental group of hulled barley samples infected
with Fusarium.

Experimental Group Number of Grains (Sample Group)
Culture Results

a NIF b IF

Hulled barley group classified as
not infected with Fusarium

127 (JN151) 127 0

Hulled barley group classified as
infected with Fusarium

80 (GN121) 34 46
95 (JB021) 13 82
108 (JB061) 26 82
105 (JB094) 17 88

Note: a NIF, hulled barley not infected with Fusarium; b IF, hulled barley infected with Fusarium.

3.2. Spectral Characteristics of Hulled Barley

The experiment measured the NIR reflectance spectra of the total 515 kernels including 388 kernels
in the four experimental groups classified as containing Fusarium-infected samples, and 127 kernels in
the control group. A discriminant prediction model was developed using the NIR reflectance spectra.
Figure 7 shows the 2550 reflectance spectra obtained by measuring both the front and back of each
kernel three times. The maximum reflectance of the hulled barley was observed around 1575 nm, a
rising peak was observed around 1315 nm, and the reflectance intensity then decreased around 1935 nm.

Figure 7. NIR reflectance spectra obtained from hulled barley samples (515 kernels) in both the control
and experimental groups.
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Figure 8 shows 762 reflectance spectra obtained from 127 kernels of normal hulled barley samples
in the control group. Figure 9 shows 1788 reflectance spectra obtained from the 298 kernels infected with
Fusarium. The raw reflectance spectra showed no difference in the reflectance spectrum intensity between
the uninfected group and the group infected with Fusarium. Thus, it was difficult to discriminate the
infection with the reflectance spectrum alone.

Figure 8. Total NIR reflectance spectra obtained from normal hulled barley samples (127 kernels) in
the control group.

Figure 9. Total NIR reflectance spectra obtained from Fusarium-infected hulled barley samples (298
kernels) in the experimental group.

Figure 10 shows the average reflectance spectra for 2550 reflectance spectra obtained from
510 kernels of hulled barley samples used to develop the PLS-DA model, comprised of (a) 1275
reflectance spectra obtained from the front side of the kernels (with crease), and (b) 1275 reflectance
spectra obtained from the back-side samples (without crease). As shown in each average reflectance
spectra, the reflectance intensity was overall higher on the back side (b) than on the front side (a). The
reflectance difference could be due to a decrease in the quantity of reflectance because the valley formed
by the crease scatters relatively more light. The average (c) of the total NIR reflectance spectra obtained
from both the front side and the back side showed the median reflectance value between (a) and (b).
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Figure 10. Average NIR reflectance spectra obtained from (a) the front side of the hulled barley with
crease; (b) the back side of the hulled barley without crease; and (c) both front and back sides of the
hulled barley.

3.3. Prediction Results of PLS-DA Model for Fusarium-Infected Huske Barley

This study applied the PLS-DA method to discriminate Fusarium-infected hulled barley by using
the reflectance spectra and the culture results of the hulled barley samples. Independent variables used
for PLS-DA model development are the reflectance spectra obtained from hulled barley samples. As the
dependent variables, the random dummy variables were designated as ‘0’ for the reflectance spectra
obtained from the normal samples that were not infected with Fusarium, and the random dummy
variables were designated as ‘1’ for the Fusarium-infected samples to develop a discriminant model.

Table 5 shows the results of the PLS-DA models developed by applying various pretreatments to
the reflectance spectra of normal hulled barley samples from the control group as well as the reflectance
spectra of Fusarium-infected hulled barley samples from the experimental group.

Table 5. Performance of the PLS-DA calibration and validation models for Fusarium-infected hulled
barley samples as well as classification accuracy for normal and infected hulled barleys.

Pretreatment a F

b PC c PV

RC
2 SEC RV

2 SEP
d CCR

NIF IF

The front and back measurement results of hulled barley

Non-pretreatment 17 0.870 0.165 0.865 0.168 99.61 99.50
1st order Derivative 14 0.924 0.126 0.919 0.131 99.87 100.00
2nd order Derivative 10 0.950 0.103 0.948 0.105 100.00 100.00
3rd order Derivative 9 0.942 0.110 0.941 0.112 100.00 100.00
Mean Normalization 17 0.868 0.166 0.863 0.170 99.87 99.55
Maximum Normalization 17 0.865 0.168 0.860 0.172 99.74 99.38
Range Normalization 17 0.860 0.171 0.855 0.175 99.87 99.44
MSC 16 0.852 0.176 0.846 0.180 99.87 99.22
Baseline 14 0.838 0.184 0.835 0.186 99.48 98.99
SNV 17 0.853 0.176 0.847 0.179 99.87 99.16

196



Sensors 2017, 17, 2258

Table 5. Cont.

Pretreatment a F

b PC c PV

RC
2 SEC RV

2 SEP
d CCR

NIF IF

The front measurement results with crease of hulled barley

Non-pretreatment 17 0.872 0.164 0.862 0.170 99.21 99.66
1st order Derivative 15 0.938 0.114 0.929 0.122 99.74 100.00
2nd order Derivative 10 0.948 0.104 0.944 0.108 99.74 100.00
3rd order Derivative 9 0.943 0.109 0.939 0.113 100.00 100.00
Mean Normalization 16 0.858 0.172 0.847 0.179 99.48 99.78
Maximum Normalization 16 0.854 0.175 0.843 0.182 99.48 99.66
Range Normalization 17 0.858 0.173 0.847 0.179 99.48 99.33
MSC 16 0.845 0.180 0.833 0.187 99.21 99.22
Baseline 17 0.863 0.169 0.853 0.176 99.48 99.66
SNV 17 0.846 0.180 0.834 0.187 99.21 99.22

The back measurement results without crease of hulled barley

Non-pretreatment 17 0.922 0.128 0.915 0.133 100.00 99.89
1st order Derivative 12 0.941 0.111 0.933 0.119 100.00 99.89
2nd order Derivative 10 0.962 0.089 0.959 0.093 100.00 100.00
3rd order Derivative 9 0.954 0.098 0.951 0.102 100.00 100.00
Mean Normalization 13 0.881 0.158 0.874 0.163 100.00 99.66
Maximum Normalization 13 0.878 0.160 0.871 0.165 100.00 99.55
Range Normalization 13 0.877 0.160 0.871 0.165 99.74 99.55
MSC 14 0.887 0.154 0.879 0.159 100.00 99.66
Baseline 14 0.897 0.147 0.890 0.152 100.00 99.78
SNV 14 0.878 0.160 0.871 0.165 100.00 99.55

Notes: a F, number of factors; b PC, performance of calibration; c PV, performance of validation; d CCR, correct
classification rate.

3.3.1. Prediction Results of PLS-DA Model Using Reflectance Spectra Obtained from Front Side and
Back Side of Hulled Barley

Figure 11 shows the calibration and validation results of a PLS-DA model developed without
applying any pretreatment to the reflectance spectra obtained from the front side and back side of the
hulled barley used in the experiment. In the validation model, three reflectance spectra among the 762
reflectance spectra obtained from the hulled barley not infected with Fusarium, were predicted (false
positive) with a reference value of 0.5 or more, indicating an accuracy of 99.61%. On the other hand,
two reflectance spectra among the 1788 reflectance spectra obtained from the hulled barley infected
with Fusarium, were predicted (false negative) with a reference value of 1.5 or more, and 7 reflectance
spectra were predicted (false negative) with a reference value of 0.5 or less, indicating an accuracy of
99.50%.

This study applied various spectrum pretreatments to improve the accuracy of the prediction
model. Figure 12 shows the prediction results of the PLS-DA model, which was developed by applying
the second-order derivative pretreatment to the raw reflectance spectra for the front and back sides of
the hulled barley obtained from the control group and the experimental group. The results showed
that the calibration and validation models had an excellent discrimination accuracy of 100%. In the
validation model, to which the second-order derivative pretreatment was applied, R2 was improved
to 0.948, which was better than that of the raw spectral data. Moreover, the SEP decreased to 0.105,
all indicating that the spectrum pretreatment was effective.
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Figure 11. Fusarium discrimination calibration (a) and validation (b) results of the PLS-DA model
developed using raw reflectance spectra obtained from the front side and back side of the hulled barley.

Figure 12. Fusarium discrimination calibration (a) and validation (b) results of PLS-DA model
developed by applying the second-order derivative pretreatment to the reflectance spectra obtained
from the front side and back side of hulled barley.

3.3.2. Prediction Results of PLS-DA Model Using Reflectance Spectra Obtained from Front Side of
Hulled Barley

Figure 13 shows the results of PLS-DA model, which was developed by using the raw reflectance
spectra that were obtained from the front side with crease on the hulled barley samples in both the
control group and the experimental group. In the developed validation model, three reflectance spectra
among the 381 reflectance spectra obtained from the front side of the hulled barley that were not
infected with Fusarium were predicted with a reference value of 0.5 or more, indicating an accuracy
of 99.21%. Among the 894 reflectance spectra obtained from the back side of the Fusarium-infected
hulled barley, one reflectance spectrum was predicted as false negative with a reference value of 1.5 or
more, and two reflectance spectra were predicted as false negative with a reference value of 0.5 or less,
indicating an accuracy of 99.66%.

Figure 14 shows the calibration and validation results of the PLS-DA model that was developed
by applying the third-order derivative pretreatment to the raw reflectance spectra obtained from the
front side of the hulled barley, indicating 100% discrimination accuracy. The results of the developed
validation model show that R2 was improved to 0.939 and that SEP decreased to 0.113.
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Figure 13. Fusarium discrimination calibration (a) and validation (b) results of PLS-DA model
developed using the raw reflectance spectra obtained from the front side of hulled barley.

Figure 14. Fusarium discrimination calibration (a) and validation (b) results of PLS-DA model
developed by applying the third-order derivative pretreatment to the reflectance spectra obtained from
the front side of hulled barley.

3.3.3. Prediction Results of PLS-DA Model Using Reflectance Spectra Obtained from the Back Side of
the Hulled Barley

Figure 15 shows the calibration and validation results of the PLS-DA model. To obtain the results,
the raw reflectance spectra acquired from the back side of the hulled barley (without crease) was used
to develop the PLS-DA model. The results showed an accuracy of 99.89% because one reflectance
spectrum from each of the calibration and validation models deviated from the reference value (false
positive) out of the 894 reflectance spectra for Fusarium-infected hulled barley samples.

The PLS-DA model was developed by applying the second-order derivative pretreatment acquired
from the side of the hulled barley without the crease. The calibration and validation results of the
PLS-DA model are shown in Figure 16. Of the 894 reflectance spectra for Fusarium-infected hulled
barley samples, one reflectance spectrum from each of the calibration and validation models deviated
from the reference value as a false positive. The results show an accuracy of 99.89%.
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Figure 15. Fusarium discrimination calibration (a) and validation (b) results of PLS-DA model
developed by using the raw reflectance spectra obtained from the back side of hulled barley.

Figure 16. Fusarium discrimination calibration (a) and validation (b) results of the PLS-DA model
developed by using the raw reflectance spectra obtained from the back side of the hulled barley.

4. Conclusions and Outlook

This paper indicates potential advantages of NIR spectroscopy for the discrimination of
Fusarium-infected Korean hulled barley. This study nondestructively discriminated Fusarium-infected
hulled barley and normal hulled barley by using NIR spectroscopy from 1175 nm to 2170 nm to
measure the reflectance spectrum intensity of the hulled barley. The study further applied various
spectrum pretreatments to develop the discriminant prediction models and validate the performance
and discrimination accuracy. 127 kernels of hulled barley samples not infected with Fusarium and
298 kernels confirmed with Fusarium spores by a culture test were used as experiment samples.
Each measurement was repeated three times for both sides of the hulled barley kernels to obtain
2550 reflectance spectra. Various mathematical pretreatments were applied to the obtained reflectance
spectra to minimize the instability of the light source as well as several changes that occur in the size
and shape of the samples, and the discrimination performance and accuracy for each pretreatment
were examined by using the PLS-DA method to develop discriminant prediction models. To verify
the accuracy of the developed PLS-DA model, additional specimens should be obtained to verify the
sensitivity and specificity. These studies using NIR reflectance spectroscopy indicate the potential of
this spectroscopic technique for agricultural application in the near future.

In the Fusarium discrimination performance of the developed PLS-DA validation model by using
the 2550 raw reflectance spectra, the discrimination accuracy for the normal hulled barley samples
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was 99.61% and the accuracy for Fusarium-infected hulled barley samples was 99.50%. Validation was
performed to develop a technique for nondestructive prediction. After the application of secondary
derivative pretreatment to improve discrimination accuracy, the results showed 100% discrimination
accuracy for discriminating normal and Fusarium-infected hulled barley samples.

The PLS-DA validation prediction model developed by applying 1275 raw reflectance spectra
obtained from the front side of the hulled barley, showed accuracies of 99.21% and 99.66% for
discriminating the normal and Fusarium-infected hulled barleys, respectively. The PLS-DA model
developed by applying the third-order derivative pretreatment showed 100% accuracy for classification.
The discrimination results of the PLS-DA validation model developed by using the raw reflectance spectra
obtained from the back side of the hulled barley (without crease) with the best discrimination prediction
results, showed an accuracy of 100% for the normal samples and 99.89% for the Fusarium-infected samples.
Furthermore, the results with the application of the second and the third-order derivative pretreatments
showed 100% classification accuracy.

As shown in the results from this study, the PLS-DA prediction model, developed by applying
the reflectance spectra obtained from the NIR spectroscopic equipment with the optimal mathematical
pretreatment, is anticipated to achieve nondestructive and rapid detection of Fusarium-infected
hulled barley.
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Abstract: Remote sensing techniques are routinely used in plant species discrimination and of
weed mapping. In the presented work, successful Silybum marianum detection and mapping using
multilayer neural networks is demonstrated. A multispectral camera (green-red-near infrared)
attached on a fixed wing unmanned aerial vehicle (UAV) was utilized for the acquisition of
high-resolution images (0.1 m resolution). The Multilayer Perceptron with Automatic Relevance
Determination (MLP-ARD) was used to identify the S. marianum among other vegetation, mostly
Avena sterilis L. The three spectral bands of Red, Green, Near Infrared (NIR) and the texture layer
resulting from local variance were used as input. The S. marianum identification rates using MLP-ARD
reached an accuracy of 99.54%. The study had an one year duration, meaning that the results
are specific, although the accuracy shows the interesting potential of S. marianum mapping with
MLP-ARD on multispectral UAV imagery.

Keywords: remote sensing; precision agriculture; crop monitoring; data fusion

1. Introduction

Weed detection has conventionally been carried out through either ground-based platforms or
remotely sensed images acquired from aircrafts, unmanned aerial vehicles (UAV) or satellites [1,2]
through examination of remote sensing pixel data unable to provide precise crop detection due to
pixel variation and spectral behavior resemblance [3]. The main aim of the current study is to provide
a robust solution in utilizing remote sensing data for the purpose of plant species identification to
contribute to the larger field of precision agriculture practices.

Silybum marianum is a weed accountable for major loss of crop yield and is tough to eradicate.
Herbicides are costly and pollute the rural and natural ecosystems. Due to its height and thorny
leaves, it may also inhibit the movement of livestock across grasslands. Khan et al. (2011) [4]
confirmed the allelopathic effects of cold water extracts of Silybum marianum triggering harmful
effects on germination percentage, germination stage, germination index and seed vigor index on
Phaseolus vulgaris, Vigna radiata, Cicer arietinum, and Glycine max. For these reasons, it is significant to
map the levels and distribution of the weed's presence so as to define a suitable management practice.
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Previous successful applications of UAV in weed mapping include Tamouridou et al. (2017) [5] who
evaluated the optimum scale for mapping weed patches; Pena 2013 [6] who described weed mapping
in early-season maize fields using object-based analysis of UAV images; Torres-Sanchez (2013) [7] who
provided configuration and specifications of an UAV for early site specific weed management.

Lamb and Brown (2001) [8] have observed significant variance among plant species rendering
separation between weeds and crop plants problematic. Slaughter et al. (2004) [9] studied the spectral
reflectance of field- grown tomato and nightshade leaves, which are difficult to discriminate since they
belong to the same taxonomic family (Solanaceae). They proved that a broadband Red-Green-Blue
(RGB) color classifier reached an accuracy of 76% for species identification in leave-one-out
cross- validation tests. Moreover, accurate species recognition (98% or higher) in leave-one-out
cross-validation tests was achieved by narrowband classifiers using near-infrared reflectance.

In order to attain real-time recognition of goal plants and to spread over specific application of
various management practices in a more effective and specific way, sensors and machine architectures
were utilized [10]. Weed species recognition with sensors [11] is critical for the application of required
chemical herbicide and spraying dosage. Discrimination between crops and weeds based on spectral
leaf reflectance, has been tried in previous studies. Borregaard et al. (2000) [12] showed that it
is possible to successfully discriminate among crop and plants as well as between weed species.
Additional approaches targeting at weed recognition have been presented, taking into account the leaf
size and shape analysis. A method for automatic machine vision based on weed species grouping
via active shape modelling (ASM) has reached a correctness between 65% and 90%. Moreover, it has
been revealed that spectral reflectance characteristics are adequate to discriminate between different
weed species as in Moshou et al. (2001) [13] who realised a successful discrimination between
maize crop and weeds with an accurate classification rate of 96% for maize and 90% for weeds.
Regarding the discrimination of sugar-beet from weeds, the precision rate was 98% and 97% respectively.
Nonetheless, these results pointed solely at crop- weed perception, not weed classes recognition.

Apart from ASM approaches, various classification algorithms are applied in remote sensing
mapping applications. In several studies the effectiveness of Artificial Neural Networks (ANN) when
applied in remote sensing classification is indicated [14]. The MLP classifiers are networks where
the nodes receive inputs coming from previous layers. As a result, the information flows in a single
direction to the output layer [14]. In the intermediate layer(s) the number of nodes is related to the
complexity and the performance of a neural network model to express the upcoming relationships and
structures built-in a training data set which describe the generalization capability of the network [15].
The number of nodes in hidden layers is relevant to achieve classification of more complex, and low
quality satellite images.

The current work proposes a data fusion approach directed on weed recognition. By using
MLP-ARD S. marianum was identified among other vegetation. The data fusion approach consisted of
combining the spectral and textural features derived from a UAV multispectral camera.

2. Materials and Methods

In the present paper, the proposed MLP-ARD classifier was evaluated for performing fusion of
features from UAV images for the accurate recognition of S. marianum. The imaging of S. marianum

was achieved by using a fixed wing UAV and a multispectral camera. The fusion structures that were
used were constructed from the mixture of spectral and textural information. The MLP-ARD classifier
was used to categorise the data into S. marianum and other plants.

To assess the capability of weed recognition, spectral signatures were gathered during a field
operation, both from S. marianum plants and from other vegetation on 29 May 2015 using a UniSpec-DC
portable spectroradiometer (PP Systems, Inc., Amesbury, MA, USA), with a resolution of 10 nm in the
range of 310 nm and 1100 nm. From the various plant species, four spectral signatures were taken in
the field from the upper surface area of the leaves.
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2.1. Study Area

This study was performed at a 10.1 ha field located in the area of Thessaloniki, Greece (40◦34′14.3” N
22◦59′42.6” E) (Figure 1). The ground topography is about level and the elevation is 75 m. This field
belongs to the American Farming School of Thessaloniki and for the past decade it has never been
cultivated. In this left aside field, graminaceous weeds are growing, which comprise the field’s main
vegetation with huge patches of S. marianum. Weeds include: Avena sterilis and Conium maculatum L.

 

Figure 1. Orientation map and field surveyed locations in the study area.

2.2. Preparation of Datasets

Since the study focuses on the efficient combination of spectral and textural information, the
reference data gathering process took place in the study areas and is described below. An eBee fixed
wing UAV (http://www.geosense.gr/en/ebee/) with a Canon S110 NIR camera (12 Mpixels) acquired
the remote sensing images on 19 May 2015. The spectral bands included are green (560 ± 25 nm), red
(625 ± 45 nm) and near-infrared (850 ± 50 nm), the original resolution was 0.1 m, and was rescaled to
0.5 m, as demonstrated by Tamouridou et al. (2017) [5]. Beyond the analysis of the spectral information,
a texture layer was created based on the NIR layer using the local variance algorithm (moving window
size 7 × 7 pixels) depicting the structural patterns of vegetation.

Data was required in order to identify and pinpoint different vegetation categories represented in
the UAV image. During a field operation using a handheld Trimble GPS, the location of the largest
S. marianum patches (which are visible and easily identified) and other predominant vegetation
categories were identified. Their locations were logged in the GPS and were used during the
construction of the training sets that were fed to the MLP-ARD for image classification. The GPS model
that was used in the process, is the GPS Trimble GeoXH 2008 (Sunnyvale, CA, USA). It features EGNOS
error correction, which is a combination of field computer Trimble GPS with Microsoft Windows Mobile
version 6 software. GeoXH utilizes EVEREST and H-Star™ technology in order to achieve an >30 cm
accuracy. Each of the pixels of the UAV image contains specific spectral values corresponding to the
afore mentioned spectral regions (Green, Red, NIR). The MLP-ARD algorithm is looking for similarities
in those spectral values in order to successfully classify each pixel. The location of the sampling of
the two vegetation categories is depicted in the polygons of Figure 1. The polygons were carefully
positioned in order to represent areas of the whole region. The pixels from those polygons were used to
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construct the datasets. The first group of polygons, representing S. marianum, consisted of 17 polygons,
with a total area of 0.12 ha. The second group, representing the other vegetation types, consisted of
13 polygons with a total area of 0.04 ha.

The afore mentioned polygons were used for the construction of data sets. The constructed
datasets comprised of 4745 pixels of the S. marianum category and of 1434 pixels of the category of
other types of vegetation respectively (Figure 1). The two calibration datasets comprised of 2868 pixels
for acquiring equal datasets of S. marianum and other vegetation categories. From the calibration set a
training dataset was formed containing a random selection of 70% (2008 pixels) for model calibration
and setting the rest 30% (860 pixels) for validation.

In Figure 2, the spectral signatures of three vegetation species (Avena sterilis, Conium maculatum),
are depicted. A. sterilis shows analogous spectral reflectance features with S. marianum rendering the
separation a challenge. The three species, though, were easier to discriminate between in the NIR
spectrum. This suggests that the NIR region, and perhaps other features (e.g., texture) can be utilized
to make the class separation possible.

 

Figure 2. Vegetation species demonstrated similar spectral reflectance with Silybum marianum.

2.3. Methods of Data Fusion

The intention of this data processing is to develop a model between spectral and textural
information of each MS camera pixel and the label of it as belonging to a S. marianum or other
plant. MLP is a neural network cosisting of multiple layers of neurons. ARD automatically finds
relevant neurons by modulating their connections strength so as to maximise relevant neurons in terms
of evidence presented from the data, while a weighted evidence of multifeature sets amounts to fusion
since adaptive weights are determined to combine effectively input features.

The main goal is to determine a mapping between spectral and textural input data points of each
pixel to the plant identity. IT learns without external supervision. The obstacle is overfitting which is
avoided by the bayesian regularization applied during learning which restricts ovefitting.

A feed-forward multilayer perceptron neural network (MLP) with one hidden layer and output
unit [16] was used by using a given training set:

D = { xi, ti}N
i=1 (1)

where xi represents the observation data xi =
(

x
(1)
i , · · · , x

(n)
i

)
∈ Rn while ti is the target category

labels ti ∈ {0, 1} . As result, the MLP classification system forms the following non-linear mapping:

y(x) = f2(υ f1(u x)) (2)
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where y(x) ∈ R, and υ and u are the respective weight vectors of the hidden and output layer, that
establish the weight vector ω. These are estimated during the training process, while hyperbolic
transfer functions f1 and f2 are used for complex non-linear mapping and inserted to the hidden layer.
Then, a logistic transfer function is employed in the output layer which facilitates the output of the
MLP which can be defined as y(x) for estimating the form p(t = 1|x ) in which ω is randomly adapted
and incrementally adjusted to minimize a cross-entropy objective function G [16]:

G = −
N

∑
i=1

{ ti ln(yi) + (1 − ti) ln(1 − yi)} (3)

For avoiding over-fitting of the objective function regularization weight is realized by the
following function:

F(ω) = G + ∑
k

αkEw(k) (4)

in which Ew(k) =
1
2 ∑j ω2

j , weights ωj ∈ R and j represents an index estimating all weights of weight
class W(k).

Automatic relevance determination (ARD) attains weight regularization by considering
k = 1, . . . , n + 3 weight classes inside weight vector ω, each associated with a weight decay
hyperparameter (αk). Each hyperparameter (αk) is related with each predictor variable x(k) (k = 1, . . . , n)
and more explicit, with the weights connected to the hidden neurons. Three extra weight decay
hyperparameters including weight classes, are demonstrated: The first, associated with the synaptic
connection bias, the second is related to the connections from hidden neurons to the output neuron while
the third one is associated with the connection that is linking the hidden layer bias neuron and the output
neuron [16].

The above described MLP-ARD was employed in dealing with to the UAV image pixels
for identifying S. marianum weeds and other vegetation according to the calibration dataset.
Accuracy assessment was accomplished by assessing the confusion tables on the validation dataset of
860 pixels (441 were from S. marianum and 419 from other vegetation).

3. Results

The results from the processing of the pixel data with MLP ARD for S. marianum identification vs.
other vegetation are accessible in Table 1. It is obvious that the MLP-ARD classifier has managed to
classify correctly >99% of the pixels of both categories, and only few pixels (<1%) were misclassified.

Table 1. Confusion matrix of the MLP-ARD for S. marianum and other plants. Percentages are estimated
on actual observation sums.

Categories Network Prediction

S. marianum (%) 441 pixels Other plants (%) 419 pixels
S. marianum 99.55 0.45
Other plants 0.48 99.52

For the visualisation of the MLP-ARD function, the Hinton diagram weight component maps
were formed (Figure 3). The Hinton diagram depicts the values of the weights as a combination of
spectral and textural features and hidden neurons. Positive weight is depicted in white colour while
negative weight is depicted in black. It can be assumed that the weights of less relevant features
have been restricted by ARD, while the weights of more active features have been amplified with
the condition that the relative magnitudes of the weights are illustrated by the size of the squares.
Thus, the status of individual features can be inferred through the Hinton diagrams.
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Figure 3. Hinton diagram of the trained MLP-ARD. The vertical axis corresponds to feature while the
horizontal shows hidden neurons.

Figure 3 illustrates how the ARD capability has influenced the weight distribution. It shows
larger weights that correspond to NIR and texture features. Moreover, the weights are for most hidden
neurons for the NIR and texture of opposite sign which means that the overlap of the two features is
minimal and that their activity is synergistic. This result in terms of classification shows strong synergy
of the texture and NIR components which means that the classifier performs fusion of the components.

A quantification of the influence of individual features can be assessed by observation of the L2
norms of the weights and the associated values of the hyperparameters (a) that are calculated from
Equation (4). At the final period of the training large norms are associated to smaller hyperparameter
values which in turn are linked to larger variances for the weights. In Figure 4 one can assess the
values of the hyperparameters for each weight group that link a specific input feature to the units of
the hidden layer.

Figure 4. The alpha hyperparameters are shown for the four input features (1 = Texture, 2 = NIR,
3 = Red, 4 = Green).

The inverse behaviour of hyperparameters with respect to weights in the trained network is
evident. This means that minimal hyperparameters (a) correspond to large weight values. To the
contrary, large hyperparameters (a) are associated to weights that are inert so they are not frequently
used during training to construct the mapping. In this way, ARD process achieves a soft selection
of weights that are more closely related to the classification result. However, the weight groups that
link the input layer to the hidden layer following this soft selection can visually depict the influence
of each feature has on the classification result. Features that have low importance will remain with
large hyperparameters (a) and will have small weights which is a result that is related to their minimal
contribution. The opposite occurs when the hyperparameters (a) converge to small values near to zero,
indicating large weight values connected to important features.
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The calibration dataset was used to obtain the model. In the case of the whole field the trained
model was deployed operationally by using feature vectors from the whole field. The deployment
was performed by using new test feature vectors as input to the trained fixed model and obtaining the
response of the MLP in the form of binary vectors [1 0] for S. marianum and [0 1] for other vegetation.
Then, the output vectors were color coded into green and yellow pixels forming the final classification
map covering the whole field. The trained MLP-ARD model was fed with feature vectors from the
whole field with 782,838 feature vectors formed from UAV images from the whole field and comprising
four components (green, red, NIR and texture). The map demonstrates the location of the patches
of S. marianum and other vegetation in the field so the type of vegetation for each location was not
obtained. Each input vector produced a classification corresponding to 1 for Silybum and 2 for other
vegetation. In Figure 5 the classified UAV image of the study area is shown. The map shown in Figure 5
was produced by the MLP-ARD. Afterwards, in order to validate its success, the aforementioned map
was compared to the points of the validation dataset which was sampled to be representative of the
whole area. The map's accuracy was found to be 99.55%. Large patches of S. marianum is evident on the
central and eastern parts of the study area, which are interleaved by large patches of other vegetation
types on the south east. Only small sporadic patches of S. marianum appear in the western part of the
study area.

 

Figure 5. S. marianum weed mapping based on MLP-ARD prediction. Green is S. marianum and yellow
is other vegetation.

4. Discussion

The regularisation procedure has the potential to constrain the model complexity. For example,
a cost function could accommodate an additional function by adding a weight constraining term.
Individual constraining terms associated to the weights offer an advantage according to the evidence
framework of MacKay [17].

By employing the evidence framework there is no actual need to foresee a validation set. In the
current work different weight groups were equipped with individual constraining parameters. Such a
regularisation process was employed by implementing the ARD approach through which a soft feature
selection was achieved. The term “soft” selection is founded on the idea of maintaining the extra
features in the network whereas constraining their influence to minimal values.

The field in question has not been cultivated in the past decade, so the present vegetation consists
of endemic weed species growing in random patterns. The vegetation nearby the S. marianum patches
consists mainly of graminaceous weeds that generate a flat surface with low texture (as observed in
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Figure 1). On the other hand, the S. marianum patches consist of large discrete plants with high texture.
This effect explains the positive relation of texture to S. marianum appearance.

During the specific season when the field data was obtained, the bulk of the area’s vegetation
consisting of A. sterilis was already drying up compared to the S. marianum weeds that were still
vigorous. Therefore, the S. marianum patches were the only areas in the field where high NIR
reflection was observed. This effect substantiates the positive relation of NIR to S. marianum presence.
These effects and observations are relevant to the general conditions of the present study (e.g., season,
other vegetation) and are not necessarily representative of every situation.

By assimilating all the above it can be decided that both the texture and NIR features have a
synergistic fusion effect on the classification accuracy while on the other hand MLP-ARD exploits this
synergy by fusing the most active synaptic contributions to accurately classify S. marianum presence vs.
other vegetation. As shown in Figure 3, the synergistic effect of the two features (NIR and texture) lays on
the complementary of their weights, meaning that the classifier performs fusion of the components, thus
affirming the main aim of the study which was discrimination of vegetation species by sensor fusion.

5. Conclusions

In the current paper it was established that it is possible to map S. marianum by using the
MLP-ARD classifier. A NIR multispectral camera on a UAV was employed for the acquisition of
high-resolution images. As functional input to the classifier, the three spectral bands (green-red-NIR)
and the texture feature based on the local variance of the NIR layer were used. The classification
rates obtained using MLP-ARD network reached high overall accuracy and reliability by achieving a
99.55% correct S. marianum detection. The results indicate that the on-line classification of S. marianum

with MLP-ARD can be used operationally for performing UAV based weed mapping for various
applications, including coverage assessment, eradication programs and assessment of treatment
effectiveness by using change detection.
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Abstract: In this paper, we report measurements of wine viscosity, correlated to polarized laser
speckle results. Experiments were performed on white wine samples produced with a single grape
variety. Effects of the wine making cellar, the grape variety, and the vintage on wine Brix degree,
alcohol content, viscosity, and speckle parameters are considered. We show that speckle parameters,
namely, spatial contrast and speckle decorrelation time, as well as the inertia moment extracted from
the temporal history speckle pattern, are mainly affected by the alcohol and sugar content and hence
the wine viscosity. Principal component analysis revealed a high correlation between laser speckle
results on the one hand and viscosity and Brix degree values on the other. As speckle analysis proved
to be an efficient method of measuring the variation of the viscosity of white mono-variety wine,
one can therefore consider it as an alternative method to wine sensory analysis.

Keywords: speckle; diffusion; scattering; biological sensing

1. Introduction

The wine industry is a major global economic hub. All stakeholders, including producers, need to
improve controls of wine composition as well as its botanical and geographical origins [1,2], to improve
the transparency of transactions and ultimately to prevent fraud. Even though novel methods for the
assessment of wine quality and attributes are currently being considered [3–6], wine tasting through
sensory analysis is still the most commonly used practice for the description of wine [7–10]. Two types
of tasting are usually performed: (i) a horizontal one, where different bottles of wine produced within
the same year (i.e., same vintage) are compared; and (ii) a vertical one, where a given wine is monitored
while it undergoes aging.

The composition of the finished wine is a very complicated mixture of grape original components
and those that were produced during the vinification of the wine, starting with fermentation as the
first step, continuing along through the whole cellar operations, and ending up when the wine is aged
in the bottle. Wine is composed of water (~84%), ethanol (~15%), and other minor components (~1%).
Recently, it was shown that mouth feel, alcohol content, and other properties of wine can be determined
using viscosity measurements [11–14]. In addition to ethanol, other components can have a significant
effect on viscosity, mainly sugar and glycerol [15]. Mixtures of water and ethanol are more viscous
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than either liquid by itself, with the most viscous mixture occurring at 40% alcohol. At the typical 12%
alcohol content of commercial wine and at 25 ◦C, the viscosity would be about 1.4 mPa.s vs. 0.89 mPa.s
for pure water [15,16]. Sugar also contributes to the wine viscosity [11,12]. Glycerol is present at about
one-tenth of the concentration of alcohol in most wines, this being higher for botrytis-affected grapes.
While glycerol is very viscous by itself, it does not contribute significantly to the actual viscosity at
the concentrations found in most wines [17]. Wine viscosity can thus be considered as a relevant
criterion for the classification of wine, since viscosity values vary with parameters including grape
variety, vintage, and temperature [11–14]. Information related to wine astringency, fluidity, dewatering,
thickness, alcoholic, and sugar content can thus be obtained. Oenologists usually estimate the alcoholic
and sugar content of wine during fermentation by measuring the density of the wine must, before the
alcoholic fermentation and at the end of the fermentation process. Unfortunately, the predicted
values of alcohol content often overestimate the real values in commercial wines [18]. One can also
qualitatively assess alcohol and sugar content by twirling a glass of wine [19]. In addition to the
release of the wine’s aromatic compounds in the air, twirling causes a portion of the wine to adhere
to the walls of the glass. Evaporation-driven Marangoni flows near the meniscus of water–alcohol
mixtures drive liquid upward, forming a thin liquid film, and a rim forms near the moving contact line.
Eventually, the rim undergoes an instability, forming drops that roll back into bulk reservoir, forming
the so-called “wine tears” or “wine legs.” When the wine is more viscous, the number of droplets
increases, and the “tears” take longer time to form.

As the viscosity of the wine is of the order of only a few mPa.s, and low viscosity variations
are measured when the terroir, grape variety, vintage, or wine temperature are considered [11–14],
a sensitive and yet efficient method to determine this relative variation is thus needed. Since a
polarized laser speckle method showed a high sensitivity for the measurement of small variations
in viscosity [20], we employed it in our study to measure the viscosity of mono-variety white wines,
and hence to characterize commercial wines. Speckle is produced when coherent light is scattered
off an illuminated diffusing medium. Speckle pattern results from the interference of light scattered
by the assembly of many optical inhomogeneities distributed randomly in space, such as particles in
suspension [21]. In our work, we evaluate and compare various approaches of the polarized speckle
field. Speckle patterns are analyzed by evaluating the spatial contrast [20,22], the temporal correlation
coefficient [23], and the temporal history of the speckle pattern (THSP) [23–25].

In Section 2, we describe the wine samples and the speckle experimental setup. We also present the
optical parameters extracted from the speckle patterns and other standard experiments. Experimental
results are displayed in Section 3, along with the principal component analysis (PCA) that highlights
the correlation between laser speckle results on one hand, and viscosity and Brix degree values on the
other. Conclusions are drawn and future perspectives are considered in the last section.

2. Materials and Methods

2.1. White Wine Samples

A dozen bottles of commercial mono-variety white wine, i.e. each wine is produced using one
grape variety, were chosen for this study. Several grape varieties (Chardonnay, Merwah, Pinot Gris
and Sauvignon Blanc), vintages (2004, 2007, 2009, and 2012), and wine-making cellars (Château
Bybline, Château Clos Saint Thomas, Château Florentine, Château Khoury, and Domaine Wardy) were
considered. After the bottles of wine provided by the Lebanese wine making cellars were received,
bottles were stored at room temperature (20 ◦C). For each wine bottle, and hence for each wine sample,
we performed speckle, viscosity, alcohol content, and Brix degree measurements under 20 ◦C, within 4
to 5 h after the wine bottle was opened.
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2.2. Speckle Experimental Setup and Parameters

The speckle experimental setup is illustrated in Figure 1. A volume of 0.3 mL of polystyrene
microspheres (Polysciences Inc., Warrington, PA, USA), with an average diameter Φ = 0.22 µm and a
refractive index of 1.59 suspended in water with an initial concentration of 0.00453 mg/mL, was added
to a volume of 1.7 mL of white wine in a quartz cell. In fact, total attenuation coefficients (scattering
and absorption coefficients), for all considered white wine samples, ranged from 10−3 to 2.10−2 mm−1

as measured using a Beer-Lambert experimental setup for collimated transmission [21]. Such scattering
characteristics generated a backscattered signal that is too weak. In order to increase the scattered
signal, and in order to allow the measurement of the speckle field with a sufficient signal-to-noise ratio,
extrinsic scattering particles were added. The addition of microspheres to white wine made it possible
to increase scattering and to obtain a total attenuation coefficient between 3 and 4 mm−1. This addition
yielded an enhancement of the light diffused signal in low scattering media and hence allowed speckle
measurements. This operation did not affect the viscosity of the wine sample. In fact, the volumic
fraction of added microspheres in the total volume of the sample was approximately 10−6. Hence,
one can reasonably consider that the viscosity of wine samples with added microspheres is equal to
that of the wine samples [26]. A 15 mW He–Ne laser emitting at 632.8 nm, delivering a 1 mm wide
linear polarized beam at I0/e2, where I0 is the maximum laser intensity, with a coherence length of
about 20 cm, illuminated the quartz cell. Backscattered light was captured by a high-speed recording
Complementary Metal Oxide Semiconductor (CMOS) camera (MotionBLITZ EoSens mini, pixel size
of 14 µm × 14 µm with a global electronic shutter) with an exposure time of 0.3 ms, appropriately
chosen given the samples’ viscosity of only a few mPa.s, and a rate of 2130 fps. A polarizer and an
analyzer were used in order to select the linear parallel or perpendicular scattered light with respect to
the incident beam. Two quarter-wave plates were used to generate a circular polarization of incident
light and to ensure a collection of circular backscattered light. The angle θ between the laser-sample
axis and the sample-camera axis was equal to 20◦ in order to avoid specular reflection on the quartz
cell. The speckle images were acquired using linear parallel (LP) and circular crossed (CC) light
polarization configurations. The choice of these polarizations was made given the samples’ diffusing
nature, in order to allow enough backscattered light intensity to reach the camera, which was set at a
relatively short exposure time and in order to take into account both surface and volume diffusion,
respectively [21,27].

 

Figure 1. Schematic view of the speckle experiment setup. λ/4 is a quarter-wave plate.

Analysis of the speckle patterns, produced by each sample, was performed while considering a
spatial and a temporal approach.

We undertake the spatial analysis by calculating the contrast C of a single speckle image [20,22].
The contrast is defined as the ratio between the intensity standard deviation σ and the mean intensity
of the speckle pattern image, as follows:

C =
σI

〈I〉 =

√
〈I〉2 − 〈I〉2

〈I〉 . (1)
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For the temporal approach, speckle images were analyzed by computing the speckle intensity
correlation on one hand [23], and extracting the temporal history of the speckle pattern (THSP) matrix
on the other [24,25].

For each sample, we acquired a temporal series of speckle images with a frame rate of 2130 fps.
We computed the speckle intensity correlation C(τ, Δx, Δy) with the mean of a cross correlation
analysis between the first speckle image intensity I(t0, x0, y0) and the k-th speckle image intensity
I(t, x, y) using

C(τ, Δx, Δy) =
〈I(t0, x0, y0)I(t, x, y)〉 − 〈I(t0, x0, y0)I(t, x, y)〉

{[〈
I2(t0, x0, y0)〉 − 〈I(t0, x0, y0)〉2

] [〈
I2(t, x, y)〉 − 〈I(t, x, y)〉2

]} 1
2

(2)

where τ = t − t0 is the time, Δx = x − x0, Δy = y − y0, (Δx, Δy) = (mΔr, nΔr), m and n are
the pixel positions in the image, and Δr is the pixel size [23]. An example of the temporal correlation
curve is plotted in Figure 2a as a function of time, giving an idea of the analyzed sample activity
evolution. Taking into account the analyzed light polarizations (linear parallel and cross circular) in a
backscattered geometry [27], as well as the low scattering nature of our samples [20], we regard the
collected speckle fields to be mainly generated by photons that have undergone a simple diffusion.
Therefore, an exponential fit of the correlation curve aebτ + d, where b = −1/τc, and d = 1 − a, allows
for an estimation of the speckle decorrelation time constant τc. As shown in previous studies [20,22],
the speckle decorrelation time constant τc is linearly correlated to the samples’ viscosity.

Furthermore, as part of the temporal analysis, the THSP matrix was extracted from a series of
speckle images. After recording N continuous speckle images, the middle column is chosen from each
one. These columns are then positioned side by side, according to their chronological order, to create a
new image called the THSP. The objective of the THSP is to study intensity variations in a horizontal
direction. As each row of the matrix represented the intensity variation of a speckle column with
time, the THSP could monitor horizontal time fluctuations [24]. If a slow activity is present in the
diffusing sample, the speckle temporal variations associated with the sample are slow and the THSP
shows stretching shapes. If the phenomenon is very dynamic and the grain size is almost equal to
camera pixel size, the THSP is similar to an ordinary speckle image. An example of a THSP image for
a white wine sample is illustrated in Figure 2b. The THSP allows us to calculate the inertia moment
IM defined by

IM = ∑ Mi,j(i − j)2 (3)

where Mi,j is the (i, j) pixel gray value of the normalized co-occurrence matrix (MCOM) [24,28].
This value indicates the number of occurrences of a certain intensity value i, followed instantly by an
intensity value j. IM is useful for estimating a sample’s total activity. When the activity of a sample
decreases, its variations become slower, and IM thus decreases [23,28,29].

As samples scattering and absorption properties might influence the parameters calculated via
speckle images [20,30], scattering and absorption coefficients were measured for all wine samples
considered in our study. The results show almost the same scattering and absorption coefficients
for all samples, allowing us to attribute changes in optical parameters exclusively to changes in the
samples’ viscosity.
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Figure 2. (a) Temporal correlation curve C(τ) and (b) the temporal history of the speckle pattern
(THSP) image for a 1.7 mL white wine sample with 0.3 mL of added microspheres with a diameter of
0.22 µm.

2.3. Viscosity Measurement

The viscosity of the wine samples was measured through a calibrated glass capillary Ostwald
viscometer. Liquid, with no-added microspheres, was drawn into the upper bulb via suction, and
then allowed to flow down through the capillary into the lower bulb. The time δt taken for the level
of the liquid to pass between two marks, one above and one below the upper bulb (see Figure 3),
and measured with a stopwatch, is proportional to the viscosity η. Consequently, the viscosity η is
deduced using the following formula:

η = K δt ρ (4)

where δt is the measured time, K is an instrumental constant, and ρ is the liquid density.
This measurement was repeated four times for each of the considered samples, and the average
value is given in the results section.

Figure 3. Sketch of an Oswald viscometer showing the upper and the lower marks.

2.4. Alcohol Content and Brix Degree Measurements

Alcohol content was determined using a density meter (Anton-Paar BMA 4500M) after the wine
was distilled. Values correspond to the dissolved alcohol in wine.

The Brix degree was measured using a portable refractometer (FG-103) that permits measurements
in the range 0–32%.
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To account for repeatability, all measurements were performed four times, and mean values are
given in the results section.

3. Results and Discussion

3.1. Viscosity Measurement Using Speckle

We adopted various approaches of the polarized speckle field for the optical measurements in
the wine samples with different grape varieties, vintages, and wine making cellars. Both speckle
parameters, the spatial contrast C, and the decorrelation time τc in LP and CC polarization
configurations, were considered for the viscosity variations of the different samples of white wine.

Figure 4 shows the evolution of the contrast C as a function of the measured viscosity. For both
of the considered light polarization configurations (LP and CC), we found that the contrast values
increases when the viscosity of the wine increases. As shown in other studies, when the sample
viscosity increases, the Brownian motion of the suspended particles in the sample shows down, yielding
a decrease in the speckle intensity fluctuations. As a result, the contrast C increases. This behavior
has been previously observed, and the contrast of the speckle images has been correlated to samples
viscosities [20]. Furthermore, we found that contrast values in the LP light configuration are slightly
larger than those obtained in the CC light polarization configuration. This is consistent with the
polarization memory effect of backscattered light by a turbid medium, which depends on the size
of the scatterers [27,31]. In the case of small particles with respect to an optical wavelength, as in
our situation, scattering is equally likely in all directions. Linear polarization is hence maintained for
longer than circular one [27]. Backscattering does not affect the linear character of linearly polarized
light, but it reverses the helicity of circularly polarized light and randomizes it more rapidly. Contrarily,
when the scattering medium contains large particles with respect to optical wavelength, it has been
shown that for pathlengths of the order of a transport mean free path, linearly polarized light is
randomized, whereas circularly polarized light preserves its original polarization [32], yielding better
speckle image contrast when circularly polarized light is used, as reported in a previous study [33].
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Figure 4. Variation of the speckle spatial contrast C as a function of white wine viscosity. Standard
deviations are approximately ±0.001 mPa.s for the viscosity, and ±0.002 for the contrast C. Error bars
are not displayed on the figures for the sake of clarity.

For the temporal approach, the decorrelation time τc is extracted using an exponential fit of
the correlation coefficient curve as already mentioned. In fact, τc is directly proportional to the
stirring motion of the particles in a solution [20,31,34]. In addition, it was proven that the speckle
decorrelation time increases linearly with the viscosity of the solution [20]. As presented in Figure 5,
results similar to those obtained using the spatial approach were also found for different wine samples
having different viscosities: as the wine viscosity increases, speckle decorrelation time also increases.
Furthermore, τc values in the LP light configuration are slightly larger than the results obtained in
CC light polarization configuration. Here, and similarly to the spatial contrast approach, since linear
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polarization is preserved for longer paths than the circular one because of the small dimension of
optical scatterers, larger decorrelation times are measured when linearly polarized light is used [27,32].
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Figure 5. Variation of the speckle decorrelation time τc as a function of white wine viscosity. Symbols
correspond to experimental values and lines correspond to linear fits. Standard deviations are
approximately ±0.001 mPa.s for the viscosity, and ±0.006 ms for the decorrelation time τ. Error bars
are not displayed on the figures for the sake of clarity.

We discuss in the following the efficiencies of both procedures, particularly in terms of sensitivity
and the duration of the measurement. When wine viscosity covers the range [1.1, 1.7] mPa.s,
and therefore over a relative variation of about 55%, the contrast shows an increase by a factor
2.3 in both the LP and the CC polarization configurations. Meanwhile, the decorrelation time varies
by a factor of 3, ranging from 0.22 to 0.65 ms and from 0.28 to 0.82 ms in CC and LP polarization
configurations, respectively. This shows the efficiency and sensitivity of the temporal approach in
detecting viscosity variations, as small as they may be. From another perspective, if one compares
the duration of each type of measurement, one can clearly see that the spatial approach presents a
substantial advantage with respect to the speckle temporal approach and viscosity measurement using
Ostwald viscometer. In fact, the latter methods are time-consuming, whereas the spatial contrast
approach can be performed in less than 1 s since it relies on the acquisition of a single speckle image,
allowing for the evaluation of the viscosity value at a glance [20].

3.2. The Effect of the Wine Making Cellar on Wine Viscosity

In order to evaluate the effect of the winery domain on white wine characteristics, we considered
samples obtained from different wine making cellars, Château Florentine, Domaine Wardy, and Château
Clos Saint Thomas, with identical vintage (2012) and grape variety (Chardonnay).

Results indicate that the spatial contrast C and the decorrelation time τc values for LP and CC
polarization configurations are substantially identical with a standard deviation in the range of ±0.002
for C and ±0.006 ms for τc. In addition, the three samples have exactly the same Brix degree value
(6.90), while viscosity and alcohol content are identical with standard deviations in the range of ±0.001
mPa.s and 0.3%, respectively. We can deduce that the viscosity, the alcohol content, and the Brix
degree are not affected by the wine making cellar as long as the same grape variety and vintage are
considered. This may be justified by the fact that similar production processes are applied while
producing commercial wines.

3.3. The Effect of the Grape Variety on Wine Viscosity

As the wine making cellar has little effect on wine viscosity, after setting 2012 as the year of
production, we considered four different grape varieties, Sauvignon Blanc, Merwah, Chardonnay,
and Pinot Gris, to determine their effect on wine viscosity.
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As shown in Table 1a, the viscosity changes from one grape variety to another. This variation is
consistent with analysis carried out in a previous study on French mono-variety wines [14]. In fact,
each grape variety has its own features during fermentation. This behavior is demonstrated by the
fluctuation in Brix degree values and alcohol content [11–13].

Table 1. Results of the effect of the grape variety on white wine (a) viscosity, Brix degree, and alcohol
content and (b) speckle results in linear parallel (LP) and circular crossed (CC) light polarization
configurations. Standard deviations are approximately ±0.001 mPa.s for the viscosity, ±0.01 for the
Brix degree, ±0.02% for the alcohol content, ±0.002 for the contrast C, ±0.006 ms for the decorrelation
time τC, and ±170 for the inertia moment IM.

Winery Clos Saint Thomas Bybline Wardy Florentine Clos Saint Thomas Khoury

(a)

grape variety Sauvignon Blanc Merwah Chardonnay Chardonnay Chardonnay Pinot Gris
viscosity (mPa.s) 1.225 1.253 1.266 1.268 1.262 1.505

Brix (◦Brix) 6.95 6.50 6.90 6.90 6.90 9.50
alcohol content (%) 13.75 12.06 12.68 13.10 12.62 13.87

(b)

grape variety Sauvignon Blanc Merwah Chardonnay Chardonnay Chardonnay Pinot Gris
CLP 0.3874 0.4154 0.4108 0.4170 0.4127 0.6408
CCC 0.3715 0.3954 0.3987 0.3999 0.3976 0.6289

τCLP (ms) 0.3470 0.4050 0.4148 0.4000 0.4113 0.6973
τCCC (ms) 0.2895 0.3833 0.3967 0.3968 0.3973 0.5454

IMLP 4333 3970 3876 3877 3860 1842
IMCC 3549 3499 3281 3229 3269 1371

In addition to the measurements of the alcohol content and Brix degree, the speckle analysis
results also show a variation of the contrast C, the speckle decorrelation time τc, and the inertia
moment IM values (see results displayed in Table 1b). Since wine samples present low scattering
and absorption coefficients, we can attribute changes in optical parameters to changes in the samples’
viscosity. In our results, while wine viscosity increases from 1.2254 to 1.5046 mPa.s., the contrast of
the speckle images rises significantly and the decorrelation time increases, as microspheres added
to the wine tend to move slower [20,30]. Moreover, the results show a decrease in the values of IM.
In fact, this speckle parameter can be linked to the sample’s total speckle activity. When the viscosity
of the sample becomes higher, the Brownian motion of microbeads added to the wine is slowed down,
resulting in lower IM values [23,28,29].

Plotting the variation of each parameter as a function of viscosity would lead to a high number
of similar graphs that would be too cumbersome if shown at once. Thus, for the sake of clarity,
and in order to establish all possible correlations between experimental data, we used principal
component analysis (PCA) as a statistical method. PCA helps reduce the number of variables and spots
a relationship between them [35]. The calculus was made using the XLSTAT program. The speckle
parameters (the contrast C, the inertia moment IM, and the decorrelation time τc) in both LP and CC
light polarization configurations, as well as viscosity, Brix degree, and alcohol content were taken
into account.

We present in Table 2 the correlation between the variables. A correlation is found between the
viscosity and the Brix degree, with a Pearson correlation coefficient equal to 0.942. This correlation
shows a connection between the viscosity and the sugar concentration in the wine. The correlations
between inertia moment values and all other parameters, when taken one by one, are negative.
This simply indicates that these parameters vary in opposite directions, while being highly correlated.
Finally, high correlation values (with values of Pearson correlation coefficient ranging between 0.946
and 0.997) are obtained between viscosity and all speckle parameters (contrast and decorrelation time
in LP and CC light polarization configurations).

The Pearson circle contains the different variables used in this study (Figure 6). The statistical
calculation shows a first principal component F1 at 89.16% and a second principal component F2
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at 6.90%. The F1 and F2 interrelation was set at 96.06%. In addition, the decorrelation time τc and
the spatial contrast C in the two light polarization configurations (LP and CC) are highly correlated
to the first component axis F1. However, the inertia moment IM is negatively correlated to τc and
C, and hence F1. Indeed, when τc and C values increase because of slower dynamics in the sample,
IM values decrease as previously stated. Finally, viscosity and Brix degree values are strongly
correlated with F1, whereas alcohol content is distant from both F1 and F2. In fact, the Brix degree
reflects the amount of residual sugars in the wine. When the latter increases, the viscosity also increases.
However, the dissolved alcohol affects the wine viscosity to a lesser extent. This is in perfect agreement
with previously reported results in white wine, where, across a large range of sugar concentrations,
it was revealed that sugar drastically influences the viscosity, whereas ethanol has only a moderate
effect [11,12].

Table 2. Pearson correlation coefficient matrix between values of speckle parameters, viscosity,
Brix degree, and alcohol content measurements for all wine samples.

Variable Viscosity Brix Degree Alcohol Content C LP C CC τ C LP τ C CC IM LP IM CC

Viscosity 1 _ _ _ _ _ _ _ _
Brix degree 0.942 1 _ _ _ _ _ _ _

Alcohol
content 0.618 0.718 1 _ _ _ _ _ _

C LP 0.996 0.958 0.625 1 _ _ _ _ _
C CC 0.997 0.959 0.618 1 1 _ _ _ _
τ C LP 0.994 0.942 0.623 0.994 0.992 1 _ _ _
τ C CC 0.946 0.821 0.52 0.93 0.928 0.955 1 _ _
IM LP −0.935 −0.946 −0.685 −0.947 −0.941 −0.962 −0.897 1 _
IM CC −0.865 −0.917 −0.713 −0.88 −0.874 −0.9 −0.813 0.982 1

 

Figure 6. Pearson correlation circle representing the variables projected on the first principal component
F1 and the second principal component F2 for all wine samples.

4. Conclusions

In this paper, we show that it is possible to estimate wine viscosity by using the polarized laser
speckle method and by calculating either the spatial contrast of a speckle pattern, either the speckle
decorrelation time between a series of speckle patterns. This study allowed us to conclude that wines
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produced from different wine-making cellars have the same viscosity and alcoholic content. This may
be justified by the fact that similar production processes are applied while producing commercial
wines. However, the variation of the grape variety has an important influence on the white wine
viscosity. This variation is in agreement with previous studies on French white, red, and rosé wines [14].
Moreover, speckle spatial and temporal parameters proved to be sensitive to wine viscosity variations,
as we showed that the spatial contrast and the speckle decorrelation time increase with the viscosity of
the wine samples. Optical parameters (spatial contrast C, speckle decorrelation time τc, and inertia
moment IM) were correlated to other parameters issued from standard measurements (viscosity,
alcoholic content, and Brix degree) by means of a statistical approach. PCA showed high correlation
levels between the different speckle parameters on one hand and the wine viscosity and Brix degree
that can be linked to the sugar content on the other.

In the near future, we consider applying this study to red and rosé wines. Moreover, we envisage
an extension of our study to the case of wine samples issued from a mix of different grape varieties.
In the long term, we are confident that the polarized laser speckle method can be used to characterize
grape varieties, to date wine, and even to detect wine alteration and, eventually, fraud. The polarized
laser speckle method could also constitute an alternative to commonly used methods of testing wines,
such as sensorial analysis, even though not all tasting-related aspects would not be considered.

Since causal links exist between the viscosity and the microstructure of biological fluids, one can
similarly tackle other food-related applications within inspection activities [36]. For instance, in the
quality control sector, the measurement of viscous properties can serve as an indirect tool for defining
product consistency and the quality of various foodstuffs such as milk [37], ketchup [38], oil [39],
and honey [40].
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Abstract: Though more costly than petroleum-based fuels and a minor component of overall military
fuel sources, biofuels are nonetheless strategically valuable to the military because of intentional
reliance on multiple, reliable, secure fuel sources. Significant reduction in oilseed biofuel cost
occurs when grown on marginally productive saline-sodic soils plentiful in California’s San Joaquin
Valley (SJV). The objective is to evaluate the feasibility of oilseed production on marginal soils in
the SJV to support a 115 ML yr−1 biofuel conversion facility. The feasibility evaluation involves:
(1) development of an Ida Gold mustard oilseed yield model for marginal soils; (2) identification
of marginally productive soils; (3) development of a spatial database of edaphic factors influencing
oilseed yield and (4) performance of Monte Carlo simulations showing potential biofuel production
on marginally productive SJV soils. The model indicates oilseed yield is related to boron, salinity,
leaching fraction, and water content at field capacity. Monte Carlo simulations for the entire SJV
fit a shifted gamma probability density function: Q = 68.986 + gamma (6.134,5.285), where Q is
biofuel production in ML yr−1. The shifted gamma cumulative density function indicates a 0.15–0.17
probability of meeting the target biofuel-production level of 115 ML yr−1, making adequate biofuel
production unlikely.

Keywords: apparent soil electrical conductivity; ECa-directed soil sampling; electromagnetic
induction; proximal sensor; response surface sampling; salt tolerance; boron tolerance; soil mapping;
soil salinity; spatial variability

1. Introduction

The United States is the world’s largest consumer of crude oil, resulting in two major problems:
(1) low energy security and (2) high greenhouse gas (GHG) emissions. To increase national energy
independence and decrease GHG emissions, the U.S. Congress enacted the Energy Independence
and Security Act (EISA) in 2007 (110. P.L. 140). The EISA aims to increase the production of clean
renewable fuels within the USA. Biofuels, such as biodiesel and renewable jet fuel from oilseed crops,

Sensors 2017, 17, 2343; doi:10.3390/s17102343 www.mdpi.com/journal/sensors224



Sensors 2017, 17, 2343

are an alternative to petroleum-based fuels [1]. As part of EISA, the Renewable Fuel Standard (RFS)
mandates the production of 137 billion liters of biofuel annually by 2022.

1.1. U.S. Military’s Need for Alternative Fuels

The Department of Defense is the leading consumer of fuel within the USA. The U.S. military
consumes 23 billion liters of aviation fuel a year. The United States military desires a secure fuel source
that is not threatened or controlled by world events. Biofuels developed from crops grown within
the borders of the USA are a secure source of fuel uninfluenced by the same world events that affect
petroleum-based fuels. To diversify their fuel sources the U.S. military set a goal of 5% of their yearly
aviation fuel needs (1.15 billion liters per year) from biofuel.

Even though alternative fuels may not be price competitive, there is a long-term commitment
by the military to use diversification in fuel sources as a means of reducing risk [2]. The military’s
reliance on alternative fuels is strategic to help to ensure their operational readiness by increasing the
ability to use multiple reliable fuel sources, thereby reducing dependence on any single fuel source that
would make military decisions vulnerable to foreign manipulation. Interest in biofuels stems (1) from
their potential to improve U.S. energy security because they are from renewable domestic sources that
are theoretically unlimited over time and (2) from their potential to reduce GHG emissions, which
is largely dependent on how the biofuels are produced and what land-use or land-cover changes
occur [3].

1.2. Need for a Feasibility Study of Biofuel Production on Marginal Land in the San Joaquin Valley

Technology is available to produce biofuels, such as biodiesel and renewable jet fuel, from oilseed
crops. The common oilseed crops for temperate regions include canola (rapeseed), sunflower, soybean,
flax, safflower, and mustard. Some oilseed crops, such as mustard, show considerable salt tolerance.

Because of its climate, which enables year-round crop growth, and its reasonably secure source
of irrigation water from surface, ground, and/or degraded water sources, California’s San Joaquin
Valley (SJV) is an ideal agricultural area for a secure source of biofuel. In the SJV, biofuel feedstock
that can grow on marginally productive soil of poor quality, particularly saline soils, is advantageous
for cost reduction since marginal soils are usually fallow or produce yields too low to be profitable.
The U.S. Department of Agriculture and the U.S. Navy’s Office of Naval Research identified the SJV as
a potentially strategic location for biofuel production to meet 10% of the yearly biofuel production of
aviation fuel (115 ML yr−1).

Marginally productive lands in California are an ample potential resource that can be used to
great advantage to reduce cost. In the early 1980s, Backlund and Hoppes [4] estimated that the
entire SJV had approximately 8.9 × 105 ha of marginally productive saline-sodic soil, much of which
resided on the west side of the SJV (WSJV). Current estimates of salt-affected soil for the WSJV
using National Resource Conservation Service’s (NRCS) Soil Survey Geographic Database (SSURGO;
https://websoilsurvey.nrcs.usda.gov/) are 3.6 × 105 ha. Recent estimates using satellite imagery place
this even higher at 5.5 × 105 ha [5].

Regardless of the estimate that is accepted, there is extensive salt-affected soil within the SJV to
grow salt-tolerant oilseed crops for conversion to biofuel that would not compete with food crops
for land use. Salt and drought tolerant biofuel feedstock, such as mustard oilseed, has tremendous
potential when grown on marginally productive salt-affected soils. Specially bred mustard varieties,
such as Ida Gold mustard (Sinapis alba L.), are salt tolerant and produce reasonably high oil yields.
Moreover, after the oil is pressed out from its seeds, the residual Ida Gold mustard seed meal can act
as an effective biodegradable bioherbicide and can provide Se as a nutritional supplement in livestock
feed. Se-enriched seed meal is a unique and extra cash-value product that can only be produced in the
Se-laden soils of the WSJV.

Legislative mandates and incentives, volatility in oil prices, and advances in research and
technology are driving the expectations of major increases in biofuel production as a viable alternative
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fuel source. USDOE and USDA [6] recommend the need for greater research to identify viable biofuel
feedstock production and management systems to support bio-refineries at commercially viable
capacities, i.e., 115 ML yr−1 or more. However, it is unknown if sufficient oilseed production could
support a biofuel conversion facility of sufficient capacity to be economically viable, i.e., cost less
than $1 L−1. Before considering an in-depth analysis of the economic viability and commercialization
of biofuel, answers to basic questions are needed. The most fundamental question is, can sufficient
biofuel feedstock be grown to support a biofuel conversion facility within agricultural regions of the
USA, whether the Southwest, Midwest, or Southeast? All are potential agricultural areas proposed for
biofuel production. More specifically, can Ida Gold mustard oilseed grow with sufficient yields on
marginally productive salt-affected soils in the SJV to support a 115 ML yr−1 conversion facility?

1.3. Objective

It is the objective of this study (1) to formulate a crop yield model relating Ida Gold mustard
oilseed yield to edaphic properties for the WSJV and (2) to use the crop yield model to predict the
yield of Ida Gold mustard oilseed on salt-affected soils (i.e., soils with an ECe greater than 4 dS m−1)
for evaluating the feasibility of oilseed production on marginal soils to support a 115 ML yr−1 biofuel
conversion facility in the SJV.

2. Materials and Methods

The feasibility evaluation involves four steps: (1) development of an Ida Gold mustard oilseed
yield model for marginal SJV soils using apparent soil electrical conductivity (ECa) directed soil
sampling; (2) identification of marginally productive salt-affected soils for oilseed production in the
SJV; (3) development of a spatial database of edaphic factors influencing mustard yield for the SJV
derived from satellite imagery and the SSURGO database and (4) applying the Ida Gold mustard
oilseed yield model on marginally productive soil for the SJV and performing Monte Carlo simulations
to show the range and probability of potential biofuel production in the region. Figure 1 provides a
flow chart showing the four steps and the flow of information.

Figure 1. Flow chart of the feasibility evaluation of oilseed production on marginal soils in the San
Joaquin Valley showing the four steps and flow of information.
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2.1. Development of a Field-Based Ida Gold Mustard Oilseed Yield Model

A field experiment was conducted to identify the edaphic properties that influence oilseed yield
of Ida Gold mustard. The approach of Corwin et al. [7] was followed. The approach uses geospatial
electromagnetic induction measurements of ECa to direct soil sampling for determining the soil
properties influencing crop yield. The approach is based on the concept that if a correlation exists
between crop yield and ECa, then ECa is measuring, either directly or indirectly, one or more soil
properties that are influencing the crop yield. By conducting an ECa survey to direct soil sampling,
crop yield/soil sampling sites can be identified that provide a range of edaphic properties and their
influence on yield.

The development of a field-based Ida Gold mustard oilseed yield model involves the following
steps: (1) selection of an appropriate field that has a full range of edaphic properties that are suspected
of influencing Ida Gold mustard oilseed yield; (2) conducting an intensive ECa survey of the field;
(3) identification of sites within the field where crop yield and soil core samples are taken that reflect
the range and variability of edaphic influences on oilseed yield; (4) analysis of chemical and physical
properties of the soil cores thought to influence yield and (5) statistical analysis and crop yield
model formulation.

2.1.1. Study site description

The study site was a 16.2-ha field (latitude-longitude coordinates: 37º02′02.97′′N, 120º47′31.56′′)
located west of Los Banos in Merced County, California on the WSJV (Figure 2). The site provided
a range of soil properties thought to influence the yield of Ida Gold mustard oilseed. In particular,
the field was characterized by a broad range of salinity and boron values. Salinity and boron are
properties common to marginally productive soils in the SJV that are known to significantly influence
Ida Gold mustard oilseed yield. The soil at the study site is a Britto clay loam. The soil taxonomic class
is fine, smectitic, thermic Typic Natraqualfs. The Britto series consists of deep, very poorly drained
soils with high concentrations of salt and alkali in the lower horizons. The soil ranges from moderately
saline to strongly saline (8–16 dS m–1). The texture in the top 55 cm is a clay loam and 0.55–1.55 m is a
sandy clay loam. The parent material is alluvium derived from sedimentary rock. The mean annual
precipitation is 25 cm.

Figure 2. Map showing the location of the 16.2-ha field in California’s Merced County.
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2.1.2. Preliminary and Intensive Apparent Soil Electrical Conductivity Surveys

Preliminary and intensive ECa surveys were conducted on 14 January and 28 January 2014,
following a pre-plant irrigation to bring the water content in the root zone to field capacity. The methods
and materials used in the ECa surveys followed the protocols and guidelines outlined in Corwin and
Lesch [8–10]. An EM38 Dual Dipole electrical conductivity meter (Geonics Ltd., Mississaugua, Ontario,
Canada. Product identification is provided for the benefit of the reader and does not imply endorsement
by USDA.) connected to a GPS and mounted on a non-metallic sled was used in the ECa surveys.
Geospatial ECa measurements in the vertical (EMv) and horizontal (EMh) coil configurations were
taken simultaneously every 3–5 m. Each ECa measurement was geo-referenced using GPS. The GPS
receiver accuracy had sub-meter accuracy. The preliminary ECa survey determined whether the study
site provided a sufficiently wide range in soil properties influencing Ida Gold mustard oilseed yield to
meet the objective of formulating a crop yield model. The preliminary survey consisted of making six
east-west traverses. From the geospatial ECa data set, six locations were selected to take core samples
(0–1.5 m depth increment), which were immediately analyzed for pHe, saturation percentage (SP), B,
and ECe.

Following the preliminary ECa survey, two separate intensive ECa surveys were conducted. One
ECa survey for the entire 16.2 ha and another survey confined to the southeastern corner of the field.
Figure 3 shows maps of a composite of the ECa survey data for EMv and EMh. The reason for taking
the two intensive ECa surveys was because the preliminary cursory ECa survey indicated the greatest
variability in salinity over the range that would affect Ida Gold mustard oilseed yield was in the
southeast corner of the field; consequently, a separate survey and crop yield/soil sampling were
performed for the southeast corner. The intention was to provide a range of soil properties, particularly
with regard to salinity and boron, which would influence Ida Gold mustard oilseed yield to varying
degrees thereby providing the data to formulate a more robust statistical model of crop yield.

2.1.3. Soil and Ida Gold Mustard Oilseed Yield Sampling Design

Once the two intensive ECa surveys were completed, ESAP software version 2.10R [11–13] was
used to identify sites where crop yield and soil core samples were taken based on the spatial variation in
the ECa survey data. The ESAP software package uses a model-based sampling strategy (i.e., response
surface sampling design) to identify sample site locations. The ESAP software identifies sites that
characterize the range and variation in the geospatial ECa measurements, reflecting the observed
spatial variability in ECa, while minimizing any clustering of the sample sites by maximizing the spatial
uniformity of the sampling design across the study area. A detailed discussion of the application of
the response surface sampling design using ECa survey data is in Lesch et al. [12].

The sample design for the 16.2-ha field consisted of 20 sample site locations for the entire field
and 20 sample site locations for the southeast corner as selected by ESAP (Figure 3). Soil cores were
taken at the 40 sites with a Giddings rig at six depth increments: 0–0.15, 0.15–0.30, 0.30–0.60, 0.60–0.90,
0.90–1.20, and 1.20–1.50 m. Duplicate soil samples were taken at eight sample site locations within 1 m
of the original core to establish local-scale variability as explained in Corwin and Scudiero [14]. All
soil samples were bagged in zip-lock bags and stored in an ice chest until refrigerated. A total of 288
soil samples were taken (6 depths at each site, 40 sites, and 8 duplicate sites). The depth to the water
table was recorded as <1.5 m or >1.5 m.

At each of the 40 sample-site locations biomass and Ida Gold mustard oilseed yield were
determined by hand within a 1 m2 area where each soil sample location was the centroid of the
1 m2 plant sample area. The biomass and oilseed yield were collected on 28–29 May 2014. Six of the 40
sample site locations had no Ida Gold mustard oilseed yield. All subsequent referral to yield is with
respect to oilseed yield.
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Figure 3. Maps of the apparent soil electrical conductivity (ECa) surveys taken with electromagnetic
induction in the horizontal (EMh) and vertical (EMv) coil configurations, combining entire (full) 16.2-ha
field and southeast (SE) corner surveys. Soil core sample sites are indicated by the clear and filled-in
circles. The clear circles are soil sample sites selected from the full field ECa survey and the filled-in
circles are from the SE corner ECa survey.

2.1.4. Soil Chemical and Physical Analyses

In the field, a subsample (100–300 g) of each soil core sample was taken for soil moisture
determination. The subsamples were weighed in the field to minimize error due to moisture
evaporation. The subsamples were subsequently oven-dried at 110ºC for 24 h and weighed again to
determine θg. Saturation pastes were prepared for all 288 soil samples and saturation paste extracts
were obtained following the procedure of Rhoades [15]. The saturation extracts were analyzed for
the following properties: ECe, SP, pHe, 5 major anions (Cl−, HCO3

−, PO4
3−, NO3

−, SO4
2−), 4 major

cations (Na+, K+, Ca2+, Mg2+), B, and sodium adsorption ratio (SAR). The chemical analysis procedures
followed were those found in Sparks [16]. Leaching fraction (LF), defined as the ratio of the quantity
of water draining past the root zone to that infiltrated into the soil’s surface, was estimated using two
techniques: (1) the ratio of the EMh ECa divided by EMv ECa and (2) the ratio of Cl concentration
in the irrigation water and Cl concentration at 1.2–1.5 m. The LF reflects the excess water applied to
translocate salts from the root zone. Each property selected for analysis had the potential to influence
Ida Gold mustard oilseed yield.
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2.1.5. Statistical Analysis and Ida Gold Oilseed Yield Model Formulations

Simple correlations were determined between yield and the edaphic properties of θg, ECe, SP,
pHe, Cl−, HCO3

−, PO4
3−, NO3

−, SO4
2−, Na+, K+, Ca2+, Mg2+, B, SAR, and LF. Correlations between

the edaphic properties and ECa and between oilseed yield and ECa were determined. Scatter plots of
yield vs. individual soil-related properties were also obtained.

The correlation analyses and scatter plots served as a basis for the development of the yield model
for Ida Gold mustard oilseed. The correlations were useful to determine what properties were likely
significant in influencing oilseed yield, while the scatter plots helped to determine the general form of
the oilseed yield model. The oilseed yield model was developed using (spatial) multiple regression
techniques [17]. The edaphic properties were the regressor or independent variables, and yield was
the response or dependent variable. Backward variable selection was used to screen out the clearly
nonsignificant edaphic properties with t-score values below 1.8. This predictor screening helped to
filter out any multicollinearity in the regressor variables. Statistical data analyses were performed on
the individual depth increment data (i.e., 0–0.15, 0.15–0.3, 0.3–0.6, 0.6–0.9, 0.9–1.2, and 1.2–1.5 m) and
composite depth increment data (i.e., 0–0.15, 0–0.3, 0–0.6, 0–0.9, 0–1.2, and 0–1.5 m). Multiple regression
modeling was performed on the composite depth increment data, and the increment characterized by
the best goodness-of-fit was retained for further analyses.

In some instances, sufficient input data for the Ida Gold mustard oilseed yield model did not
exist or fell outside the range of data that were used to develop the oilseed yield model. In those
instances, the two-piece linear salt tolerance model of Maas and Hoffman [18] was used. For soil
salinities exceeding the threshold salinity level, relative yield is estimated by the following equation:

Yr = 100 − b
(

ECe − a
)

(1)

where Yr is the relative crop yield, a is the salinity threshold (dS m−1), b is the slope expressed in yield
decrement percentage per dS m−1, and ECe is the mean electrical conductivity of the saturation extract
for the root zone (dS m−1). Maas and Hoffman [18] proposed that crop salt tolerance was represented
by two linear lines, one a tolerance plateau with a slope of zero and the other shown in Equation (1) as
a salinity dependent line whose slope was the yield reduction per unit increase in salinity. The point
where both lines intersect is the salinity threshold, which represents the maximum soil salinity that
does not reduce yield. The parameters a and b were determined from a compilation of salt tolerance
data available for Ida Gold mustard oilseed for the SJV, including the data collected within this study
and the work of Maas [19] and Grieve et al. [20]. If salinity was not limiting yield, then the B level
determined the oilseed yield when B data were available. The three-piece trace element tolerance
model presented in Page et al. [21] and first suggested by Burton et al. [22] was used. The salt and B
tolerance data to develop these models were obtained from the 40 soil core and oilseed yield sample
sites identified from ECa-directed soil sampling and from 10 supplemental sites. The locations of the
supplemental sites were from a transect covering a range of yields. Salt tolerance data were from those
sites varying in oilseed yield where all soil properties were optimal except salinity, which varied over a
wide range, while B tolerance data were from those sites where all soil properties were optimal except
B, which varied over a wide range. If no salinity and B data were available, then all properties were
considered optimal for yield.

2.2. Identification of Salt-Affected Soils for Oilseed Production in the SJV

To assess the potential production of Ida Gold oilseed in the SJV, the yield model was applied
over all salt-affected soils in the valley. Bohn et al. [23] defines salt-affected soils as soils with a
root-zone salinity (i.e., ECe) above 4 dS m−1. Above 4 dS m−1 very sensitive, sensitive, and moderately
salt-sensitive crops will show yield decrements. From 4–8 dS m−1 the yields of many crops are
restricted, from 8–16 dS m−1 only salt tolerant crops yield satisfactorily, and above 16 dS m−1 only a
few very tolerant crops produce satisfactory yields [24].
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One means of identifying salt-affected soils in the SJV is the use of SSURGO. However, the accuracy
and reliability of soil salinity in SSURGO is dubious because salinity is a spatially and temporally
variable soil property influenced by crop and irrigation management strategies. Recent NRCS reports
(e.g., [25]), provided salinity estimations only for non-irrigated farmland because the influence of
irrigation on soil salinity cannot be accounted for using traditional soil survey protocols. Therefore,
an evaluation of SSURGO’s accuracy with respect to soil salinity is needed. To evaluate the accuracy
of SSURGO, salinity assessment surveys were performed on 22 agricultural fields (total area: 542 ha)
scattered throughout the WSJV. In 2013, intensive ECa surveys conducted at the 22 fields, collected
41,779 ECa readings at an average density of 175 readings ha−1. Simultaneous EMh and EMv

measurements of ECa were taken. Across the 22 fields, 267 soil-sampling locations were identified
using ESAP. Soil cores were taken to a depth of 1.2 m, representing the root-zone depth. Details of the
ECa survey and soil sampling are in Scudiero et al. [26].

Soil samples were analyzed for salinity (ECe; dS m−1), gravimetric water content (θg; g g−1), pHe,
and saturation percentage (SP) using procedures presented in Methods of Soil Analysis Part 3 [16] and
Part 4 [27]. The SSURGO salinity data for the 22 fields were compared to both root-zone ECe hard and
ECa soft data. The hard data (i.e., laboratory measurements of ECe of the 0–1.2 m soil samples) were
averaged for each field. The soft data (i.e., geospatial measurements of ECa) were calibrated to the ECe

data using spatial linear regression models [17] with an overall R2 = 0.93 by Scudiero et al. [26].
A map of ECe using the soft data and ECe-ECa calibration prepared for each field established

spatial patterns for comparison to SSURGO map units. If the SSURGO database proved unreliable,
then the regional-scale salinity assessment approach developed by Lobell et al. [28], which combines
ECa-directed soil sampling with satellite imagery, would be used. This work has already been
completed and published by Scudiero et al. [29] for the WSJV.

2.3. Development of a Spatial Database of Edaphic Properties Influencing Ida Gold Mustard Yield for the SJV

The most extensive spatial database of edaphic properties in the USA is the SSURGO Database.
Collection of the information in SSURGO occurred by walking over the land and observing variation
in the soil and vegetation to delineate map units. Characterization of soil properties within map units
occurred by the collection of numerous soil samples and their analysis in the laboratory. Occasionally
observation trenches are dug to characterize the horizonation. Soil maps outline areas called map
units, which describe soils and other components that have unique properties, interpretations,
and productivity. Collection of the information occurred at scales ranging from 1:12,000 to 1:63,360.
The soils maps are intended for natural resource planning and management. Examples of information
available from the database include available water capacity, texture, pH, electrical conductivity,
and frequency of flooding; yields for cropland, woodland, rangeland, and pastureland; and limitations
affecting recreational development, building site development, and other engineering uses. SSURGO
map data can be viewed in the Web Soil Survey or downloaded in ESRI® Shapefile format. Attribute
data can be downloaded in text format. For the marginal soils of the SJV, information for water capacity,
texture, pH, and frequency of flooding; yields for cropland, woodland, rangeland, and pastureland;
and limitations affecting recreational development, building development, and other engineering uses
was obtained through SSURGO.

To supplement the SSURGO data an extensive spatial database of quantitative soils information
(i.e., ECe, pHe, saturation percentage, B, available water content, LF) for the SJV exists.
The supplemental data set, collected over a period of 25 years by Corwin and colleagues, is a
compilation of data that appeared in publications by Bourgault et al. [30], Corwin [31], Corwin and
Lesch [8–10,32], Corwin et al. [7,33–36], Lesch and Corwin [17], Lesch et al. [37–39], Loague et al. [40],
Rhoades et al. [41], Sanden et al. [42], and Scudiero et al. [26,29,43]. The supplemental data set consisted
of edaphic property data from 83 fields within the SJV ranging in spatial extent from 0.4 to 65 ha
with from 6 to 72 sample sites within a field. Soil samples were collected at 0.3-m increments to a
minimum depth of 1.2 m and occasionally to 1.5 and 1.8 m. The supplemental data were used to
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determine frequency distributions (i.e., histograms), averages, ranges, and standard deviations for
those properties found to influence Ida Gold mustard oilseed yield in the SJV. From this statistical
information probability density functions (PDFs) were developed for LF, θg, and B for the composite
depth increment of 0–1.2 m, which was found to be the root zone depth for Ida Gold mustard oilseed.
In general, SSURGO provides water content and B ranges associated with soil type. The PDFs, defined
within the ranges of water content and B provided by SSURGO, were used as input for Monte Carlo
simulations with the oilseed yield model. In instances where ranges of water content or B were not
given in SSURGO, then B was assumed optimal and water content was estimated from a pedotransfer
function using SSURGO texture data.

The use of degraded soil is crucial to driving down the cost of biofuel production in the SJV.
Subsequently, the reliability of spatial salinity data for the SJV was of paramount importance for
identifying salt-affected soils and for model input data. There were concerns regarding the reliability
of the salinity ranges provided in SSURGO for the root zone due to anthropogenic influences
(e.g., leaching of salts due to irrigation); consequently, as discussed in detail in Section 2.2 an evaluation
of the reliability of SSURGO root-zone salinity was conducted by comparison to salinity ground-truth
measurements of 22 fields in the WSJV presented by Scudiero et al. [26]. If SSURGO salinity in the root
zone proved unreliable, then salinity predictions from the regional-scale soil salinity model of Scudiero
et al. [29] were used. Scudiero et al. [29] found that as salinity increased, the prediction error increased,
and quantified the error within salinity categories (i.e., 0–2, 2–4, 4–8, 8–16, >16 dS m−1). To incorporate
this uncertainty into the Monte Carlo simulations, PDFs were established for each salinity category.
The PDFs were defined by the average residuals and standard deviation of the residuals between
observed salinities from the ground-truth salinity measurements of Scudiero et al. [26] and predicted
salinities from the regional-scale soil salinity model of Scudiero et al. [29].

Leaching fraction is a difficult edaphic property to obtain and is not found in SSURGO.
The supplemental data set of Corwin and colleagues was used to determine the frequency distribution,
average, range, and standard deviation of LF for the SJV. Leaching fraction was determined from a
ratio of EMh ECa to EMv ECa and from a ratio of Cl in irrigation water to Cl concentration below the
root zone). Only those LFs where EM and Cl ratios agreed to within 5% were used.

2.4. Feasibility of Biofuel Production for the SJV: Application of the Yield Model and Monte Carlo Simulations

Monte Carlo simulations with the Ida Gold mustard oilseed yield model were performed with
10,000 iterations to provide a range of potential yields (kg ha−1) and probability of those yields, which
are easily converted to L ha−1 of biofuel. This was done first for the WSJV and then for the entire
SJV. The mean, median, standard deviation, skewness, and kurtosis of the Monte Carlo simulation
distribution were calculated to characterize quantitatively the PDF and subsequently derive the
cumulative density function (CDF) of biofuel production. Once the CDF is known, the probability
(and thereby feasibility) of oilseed production in the SJV to support sufficiently a conversion facility
becomes evident.

Sufficient input data was not always available for each field in the WSJV or SJV or sometimes the
input data was outside the range of data used to develop the crop yield model for Ida Gold mustard
oilseed. For these instances, an alternative model was needed (see Figure 1). When a complete set of
input data was available at a field location, then the full crop yield model was used. For instances
where input data was available but was outside the range of data from which the crop yield model
was formulated, then either the ECe (i.e., Equation (1)) or B tolerance model was used, whichever was
more limiting at the site. For instances where insufficient input data existed and only ECe and B input
data were available, then either the ECe (i.e., Equation (1)) or B tolerance model was used, whichever
was more limiting at the site. If insufficient input data existed and only ECe input data was available,
then the ECe tolerance model (Equation (1)) was used.

232



Sensors 2017, 17, 2343

3. Results and Discussion

The preliminary ECa survey revealed that the greatest variation in salinity over the range that would
result in oilseed yield decrements was in the southeast corner of the study site; consequently, two intensive
ECa surveys were conducted with separate soil sampling designs for each survey. One ECa survey and
associated soil sampling covered the full field and the other focused on the SE corner. Figure 3 shows maps
of the horizontal coil configuration (EMh) and vertical coil configuration (EMv) ECa surveys. The combined
soil sampling designs (i.e., full field and southeast corner) provided a full range of soil properties and
oilseed yields to build a robust Ida Gold mustard oilseed yield model. The only property potentially
influencing Ida Gold mustard oilseed yield that did not vary significantly at the study site was texture.
In general, the fine-textured soils (mainly loams and clay loams), which predominate the WSJV, do not
vary to a significant extent because the soil is a consequence of lacustrine deposits and of fine-grained
alluvium material originating from the Coastal Ranges [44,45].

Geospatial ECa measurements, both EMh and EMv, were higher on the west side of the 16.2-ha
field than on the east side (see Figure 3). The lowest ECa measurements were in the southeast corner,
where ECa ranged from 0.15 to 0.76 dS m−1. Over this range of ECa the yield was found to vary the
greatest (see Figure 4) and therefore provided the most useful data for oilseed yield model formulation.
The range of ECa over the entire 16.2 ha was 0.15 to 3.97 dS m−1. Oilseed yield over the ECa range of 0.76
to 3.97 dS m−1 tended to be low. Yield significantly correlated to both EMh and EMv ECa, with correlation
coefficients of 0.68 and 0.51, respectively. The higher correlation of EMh ECa to oilseed yield suggests that
the root zone for Ida Gold mustard was around 1 m since the EMh measurement penetrates to a depth
of approximately 1 m, while EMv penetrates to approximately 1.5 m. The fact that ECa and oilseed yield
correlated indicates that ECa must be measuring a soil property or properties that influence oilseed yield;
therefore, the response surface sampling design will successfully map the property or properties [9].

Figure 4. Map of Ida Gold mustard oilseed yield. Oilseed yield sample sites (1 m2 sample area) are
indicated by the clear and filled-in circles. The clear circles are oilseed yield sample sites selected from
the full field ECa survey and the filled-in circles are from the SE corner ECa survey.

The measured edaphic properties that were felt to potentially influence Ida Gold mustard oilseed
yield included: ECe, θg, SP, pHe, trace elements (B, Se, As, Mo), major cations (Na+, K+, Ca2+, Mg2+),
major anions (Cl−, HCO3

−, PO4
3−, NO3

−, SO4
2−), SAR, micro-elevation, depth to groundwater, and

groundwater EC. Table 1 is a summary by depth of these edaphic properties, except for micro-elevation,
depth to groundwater, and groundwater EC.
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Table 1 reveals patterns in the field-wide soil profile. Field-wide average soil salinity (ECe)
increases with depth up to the 0.3–0.6, levels off at the 0.3–0.6 and 0.6–0.9 m depth increments, and then
decreases with depth. Saturation percentage (SP) is reasonably constant over depth ranging from
means of 48.13% at 1.2–1.5 m to 54.85% at 0.3–0.6 m, indicating uniform texture through the soil profile.
Gravimetric water content (θg) at field capacity increases with depth from 0.10 kg kg−1 at 0–0.15 m to
0.24 kg kg−1 at 1.2–1.5 m. Boron levels tend to be lower below 0.3–0.6 m. pH increases with depth
from 7.29 at 0–0.15 m to 7.98 at 1.2–1.5 m. SAR increases with depth from 6.53 at 0–0.15 m to 19.04 at
0.3–0.6 m, then decreases to 10.72 at 1.2–1.5 m.

Table 2a presents mean and range statistics, standard deviation, standard error, coefficient of
variation, skewness, and kurtosis for the composite 0–1.5 m depth. The highest coefficients of variation
(CVs) are for ECe, various cations and anions (e.g., Na+, Ca2+, SO4

2−, PO4
−, and Cl−), and SAR, while

the lowest CVs are for pHe, SP, and θg. All edaphic properties in Table 2a are positively skewed. Most
properties show a positive kurtosis except θg, SP, HCO3

−, and B. The range, minimum, and maximum
of the edaphic properties in Table 2a are of particular interest because they confirm that the study site
is well suited for developing a crop yield model based on edaphic properties since a wide range of
edaphic conditions influencing oilseed yield are present. For instance, ECe, pHe, B, and SAR cover
broad ranges from low to very high. For the composite depth of 0–1.5 m, ECe ranged from 2.05 to
36.22 dS m−1, pHe ranged from 7.18 to 8.53, B ranged from 2.65 to 35.06 mg L−1, and SAR ranged from
3.48 to 112.13. The SP is the only soil property that is narrow in range, nonetheless it reflects a texture
that is typical of the WSJV.

3.1. Ida Gold Mustard Oilseed Yield Models for Marginal SJV Soils

Exploratory statistical analyses revealed that Ida Gold mustard oilseed yield was most significantly
correlated to individual edaphic properties for the top 1.2 m. Table 2b presents mean and range
statistics, standard deviation, standard error, coefficient of variation, skewness, and kurtosis for the
composite 0–1.2 m depth. Table 3 presents simple correlations between edaphic properties and both
ECa and oilseed yield for the 0–1.2 m depth increment. The edaphic properties most significantly
correlated to ECa include θg, ECe, B, SAR, LF (determined by the ratio EMh ECa /EMv ECa), and SP.
The edaphic properties most significantly correlated to oilseed yield include θg, ECe, B, LF, and SP.

Table 3. Correlation coefficients between edaphic properties and both ECa and oilseed yield that are
significantly correlated. †

Edaphic Property ‡ ECa Oilseed Yield

θg 0.73 ** 0.46 **
ECe 0.98 ** −0.41 **

Boron 0.88 ** −0.32 *
pHe −0.09 0.28
SAR 0.87 ** −0.30
LF 0.80 ** 0.55 **
SP 0.45 ** −0.45 **

† Using 34 locations where yield > 0. ‡ Averaged over 0–1.2 m. Definitions: θg = gravimetric water content,
SP = saturation percentage, ECe = electrical conductivity of the saturation extract, SAR = sodium adsorption ratio.
* Significant at p < 0.05 level. ** Significant at p < 0.01 level.

Corwin and Lesch [9] indicate that the depth increment or composite depth increment associated
with the best-fitting yield model (i.e., highest R2) reflects the root zone of the crop. The top 1.2 m
resulted in the most statistically significant and best-fit Ida Gold mustard oilseed yield model
(see Equation (3)). Consequently, the 0–1.2 m soil interval was taken to represent the root zone
of Ida Gold mustard at the study site. Subsequently, all data presented and discussed are with respect
to the 0–1.2 m composite depth or to individual depth increments that lie within the composite depth
of 0–1.2 m.
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Exploratory statistical analyses revealed that θg, ECe, B, and LF were the most influential edaphic
properties on oilseed yield. Scatter plots of these properties vs oilseed yield indicated quadratic
relationships of ECe and B to oilseed yield and linear relationships of LF and θg to yield. Based on the
initial exploratory correlation and multiple linear regression analysis, the following regression model
structure was proposed to describe edaphic property effects on oilseed yield:

Y = β0 + β1(B) + β2(B)2 + β3(ECe) + β4(ECe)2 + β5(LF) + β6(θg) + ε (2)

where Y is the Ida Gold mustard oilseed yield (kg ha−1); B is boron concentration (mg L−1); ECe is
electrical conductivity of the saturation extract (dS m−1); LF is the leaching fraction; θg is the gravimetric
water content (kg kg−1); β0, β1, β2, . . . , β6 are the regression model parameters, and ε is the random
error component, initially assumed to be normally distributed and spatially independent. Ordinary
least squares (OLS) regression techniques resulted in a fitted regression equation with a R2 = 0.89 and
adjusted R2 = 0.78. Adjusting for spatial autocorrelation using the maximum-likelihood approach
resulted in the following Ida Gold mustard oilseed yield model (Equation (3)):

Y = 146.4(B) − 18.3(B)2 + 83.0(ECe) − 6.1(ECe)2 + 1301.0(LF) + 319.8(θg) + 30.1 (3)

Equation (3) represents the most parsimonious and robust model for marginally productive
salt-affected soils of the WSJV. Any locations where no oilseed yield was obtained were not used in
the model development. The LF and θg parameters are highly significant at or near the 0.01 level,
and the ECe (linear and quadratic) and B (linear and quadratic) parameter estimates are significant at
or near the 0.05 level. The LF and θg parameters are both positive, implying that the yield increased as
either LF or θg increased, which is physically sound since increased leaching reduces osmotic stress
and increased water content increases the plant-available water reducing matric stress. The positive
linear and negative quadratic ECe terms imply that the yield increased at low ECe up to a point of
maximum yield with respect to ECe and decreased beyond the maximum. The point of maximum
yield with respect to ECe was calculated by setting the first partial derivative of the fitted regression to
zero with respect to ECe, which resulted in a value of 6.8 dS m−1. Similarly, the positive linear and
negative quadratic B terms imply that the yield increased under low B up to a point of maximum yield
with respect to B and decreased beyond the maximum. The point of maximum yield with respect to B

was 4 mg L−1.
In those instances where sufficient input data for Equation (3) did not exist or fell outside the range

of data that was used to develop the model, the two-piece linear salt tolerance model (i.e., Equation (1))
of Maas and Hoffman [18] was used to predict oilseed yield. Salt tolerance data at the study site
established a salinity threshold of 8.3 dS m−1, which is the term a in Equation (1), and a yield decrement
slope of 17%, which is the term b in Equation (1) (Figure 5a). The salinity threshold of 8.3 dS m−1

corresponds reasonably well with the salinity of maximum oilseed yield of 6.8 dS m−1 in Equation (3).
Equation (1) established the upper limit of the salinity range of salt-affected soils that would grow Ida
Gold mustard oilseed. A 17% yield decrement for each 1 dS m−1 increase in root-zone soil salinity
beyond 8.3 dS m−1 resulted in no oilseed yield above 14.3 dS m−1. It is important to note that the
salinity range of 4–14.3 dS m−1 was not necessarily economically viable. Once the feasibility of reaching
the 115 ML yr−1 goal is established, then the maximum yield decrement that is economically viable
could be determined. Viability would take into account other economically relevant factors such as (1)
selling the seed meal remaining, after the oilseed has been pressed to extract the oil, as Se-enriched
meal for livestock or as a herbicide used in organic agriculture and (2) incorporation of gasification to
generate power to run the oil press.

The two-piece linear salt tolerance model (i.e., Equation (1)) of Maas and Hoffman [18] was not
the best model to fit the data as seen in Figure 5a. A quadratic model (Figure 5b) actually fits the
data best:

Y = 74.0 + 254.6 ECe − 18.8 ECe
2 (R2 = 0.87) (4)
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By taking the derivative of Equation (4) with respect to ECe and setting it equal to 0, ECe

corresponds to the peak mustard oilseed yield, which is 6.8 dS m−1. This is equal to the ECe producing
the maximum yield in Equation (3). Similarly, a quadratic relationship between yield and ECe was also
found by Corwin et al. [7] for cotton seed yield. The explanation for a quadratic relationship between
ECe and yield of cotton seed and mustard oilseed is that when the plant is osmotically stressed it
puts energy into the development of the reproductive part of the plant rather than vegetative tissue;
consequently, as ECe increases up to the salinity threshold biomass yield of both crops remains constant
or may decrease, while mustard oilseed and cotton seed yield steadily increase. After the salinity
threshold is reached then oilseed and cotton seed yield and the biomass of both crops decrease as
salinity increases. This quadratic relationship indicates that more breeding research is needed to obtain
new cultivars of mustard that have their peaks of potential yield at different ranges of salinity to
maximize production in the SJV.

Figure 5. Salt tolerance models for Ida Gold mustard oilseed: (a) two-piece linear salt tolerance model
(thick dashed line) of Maas and Hoffman [18] and (b) quadratic salt tolerance model (solid line). Thin
dashed line indicates the salinity threshold of the two-piece linear salt tolerance model.

Boron tolerance studies at the field site showed an excellent fit of the three-piece linear model
with an optimum range for B of 4.2–8 mg L−1 (Figure 6a). Below 4.2 mg L−1 of B and above 8 mg L−1

the yield of Ida Gold mustard oilseed drops, where B < 4.2 mg L−1 is a B deficiency and B > 8 mg L−1

is a B toxicity. Above 8 mg L−1 the drop was 28% for every 1 mg L−1 increase in B with no yield
occurring above 11.6 mg L−1 of B. A quadratic model (Equation (5)) produced a comparable fit to the
B tolerance data (Figure 6b):

Y = 555.2B − 42.4B2 − 418.0 (R2 = 0.90) (5)

By taking the derivative of Equation (5) with respect to B and setting it equal to 0, B corresponds
to the peak oilseed yield, which is 6.5 mg L−1.

The piece-wise linear models of Figures 5a and 6a for salinity and B, respectively, are traditional
models found throughout the literature. The piece-wise linear models were used in the Monte Carlo
simulations. However, the quadratic models provided slightly better fits to the data; consequently,
a second set of Monte Carlo simulations was performed with the salinity and B quadratic models,
Equations (4) and (5), respectively.
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Figure 6. Boron tolerance models for Ida Gold mustard oilseed: (a) three-piece linear B tolerance model
(thick dashed line) and (b) quadratic B tolerance model (solid line). Thin dashed lines indicate the B
deficiency and toxicity thresholds.

3.2. Evaluation of SSURGO Soil Salinity Accuracy and Identification of Salt-Affected Soils

An evaluation of the accuracy of SSURGO spatial data for root-zone soil salinity revealed that only
5 out of 22 fields assessed the mean salinity or range in salinity accurately, suggesting that the more
transient salinity levels and patterns in the root zone are not captured in the one-time measurements
of NRCS soil surveys. However, SSURGO was able to assess 15 out of 22 fields accurately for salinity
below the root zone, indicating that the salt levels below the root zone remained relatively unchanged
and unaffected by anthropogenic influences. The failure of SSURGO to provide accurate root-zone
soil salinity spatial data necessitated a reliance on the regional-scale salinity model developed by
Scudiero et al. [29] as input data for the Ida Gold mustard oilseed yield model.

Because of the inaccuracy of salinity in SSURGO the Scudiero et al. [29] regional-scale salinity
model was used to identify salt-affected soils (EC > 4 dS m−1) for the SJV. Figure 7 shows the extent of
salt-affected soils for the WSJV as estimated by the Scudiero et al. [29] regional-scale salinity model.
A comparison of total land cover greater than 4 dS m−1 for SSURGO and the Scudiero et al. [29]
regional-scale salinity model indicates that SSURGO estimated 33% less salt-affected land for the WSJV.
Furthermore, the distribution of salt-affected soils was concentrated in contiguous patterns along the
eastern half of the WSJV for SSURGO, whereas the Scudiero et al. [29] salinity patterns were more
diffusely spread as shown in Figure 7. Only fields identified as salt-affected were subsequently used in
the Monte Carlo simulations. Any field where the field average root zone ECe was estimated to be
<4 dS m−1 was disregarded and not included in the Monte Carlo simulations.
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Figure 7. Map of salt-affected soils for the west side of California’s San Joaquin Valley (WSJV) estimated
from the regional-scale soil salinity model of Scudiero et al. [5,29].

3.3. Input Data for Ida Gold Mustard Oilseed Yield Model

The reliability and accuracy of the spatial data that serves as input into any model are just as
critical as the model itself, exemplified by the old adage, garbage in garbage out. Sensitivity analysis
of the crop yield model provides an indication of the input variables that need the greatest level of
accuracy and therefore need particular scrutiny when building a spatial database of inputs for the
crop yield model. Sensitivity analysis (Table 4) established the degree of influence that each edaphic
property had on oilseed yield in Equation (3). The influence was determined by calculating how much
the predicted oilseed yield changed when the value for each independent variable in Equation (3)
was individually shifted by 1 standard deviation from its mean level or point of maximum yield with
respect to the edaphic property. The means and standard deviations were obtained for the 0–1.2 m
depth increment excluding any points where no yield occurred (Table 2b). A baseline yield was used
as the point of reference to establish the percentage of change. A baseline value of 6.8 dS m−1 was used
for salinity, rather than the mean ECe level of 10.0 dS m−1 from Table 2b because the value 6.8 dS m−1

represents the point of maximum yield with respect to the quadratic salinity response pattern. For the
same reason a B baseline of 4.0 mg L−1 was used in the sensitivity analysis. The calculated percentage
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yield change shown in Table 4 indicates that B is the most significant factor influencing Ida Gold
mustard oilseed yield, followed by ECe, then LF, and finally θg.

Table 4. Degree of predicted oilseed yield sensitivity to 1 standard deviation (SD) change in each
edaphic property of Equation (3). †

Parameter
Sensitivity ‡

Calculated Yield
(kg ha−1)

Conversion to
Biofuel (L ha−1)

Percentage Change
(%)

Boron
(mg L−1)

ECe (dS m−1) LF θg (kg kg−1)

Baseline 1017.3 178.3 4.0 6.8 0.27 0.19
B + 1 SD 345.2 60.5 −66.1 10.1 6.8 0.27 0.19

ECe + 1 SD 776.2 136.0 −23.7 4.0 13.1 0.27 0.19
LF + 1 SD 1212.3 212.5 19.2 4.0 6.8 0.42 0.19
θg + 1 SD 1033.3 181.1 1.6 4.0 6.8 0.27 0.24

† For the 0–1.2 m composite depth increment. ‡ Definitions: B = boron, ECe = electrical conductivity of the saturation
extract, LF = leaching fraction, θg = gravimetric water content.

In the case of ECe, oilseed yield model input values were obtained from the 30 x 30 m predictions
from Scudiero et al. [29] and used to determine the average ECe for each field for the root zone
(0–1.2 m) within the SJV. For the Monte Carlo simulations, PDFs were defined by the average residual
and standard deviation of the residuals for each category of salinity (i.e., 0–1, 1–2, 2–3, 3–4, 4–5, 5–6,
6–7, 7–8, 8–9, 9–10, 10–11, 11–12, 12–13, 13–14, 14–15, 15–16, and >16 dS m−1) using the predicted and
ground-truth ECe data from Scudiero et al. [5,29]. The input ECe of each pixel in the Monte Carlo
simulations was determined from the predicted ECe and residual PDF. Table 5 is a summary of the
average residuals, standard deviation of the residuals, and data count for each salinity category and
for the entire data set. All PDFs were normally distributed. The PDFs for categories 0–1, 1–2, 2–3,
and 3–4 d S m−1 were not used since only those fields with an average root zone ECe of greater than
4 dS m were used in the Monte Carlo simulations. There was not a substantial difference in the Monte
Carlo simulation findings using the PDF for the entire data set in Table 5 as compared to the individual
salinity categories; consequently, all subsequent Monte Carlo simulation discussions will be for the use
of the PDF for the entire ECe residual data set.

Table 5. Summary of the average residual, standard deviation of the residual, and data count for each
category of predicted salinity (i.e., ECe) from Scudiero et al. [29], indicating the uncertainty of the ECe

prediction and used in defining the ECe residual PDFs.

Lower Limit of ECe Interval
(dS m−1)

Average ECe Residual (dS m−1)
Standard Deviation of the ECe

Residuals (dS m−1)
Data Count

0 −2.29 3.38 131
1 −0.38 2.13 577
2 −0.68 2.39 623
3 −0.32 2.21 584
4 −0.86 2.62 351
5 −0.97 2.45 245
6 −0.95 2.49 298
7 −0.75 2.69 267
8 −0.86 3.01 215
9 −0.52 2.67 143
10 −0.50 3.03 82
11 1.27 2.38 83
12 2.18 1.51 121
13 3.00 1.69 193
14 3.64 1.65 127
15 4.91 2.07 77
16 6.57 2.60 194

Entire data set 0.14 3.11 4311

Definition: ECe = electrical conductivity of the saturation extract.

The edaphic property data collected and presented by Corwin and colleagues
(Bourgault et al., [30]; Corwin [31]; Corwin and Lesch [8–10,32,46]; Corwin et al. [7,33–36];
Lesch and Corwin [17]; Lesch et al. [37–39]; Loague et al. [40]; Rhoades et al. [41]; Sanden et al. [42];
and Scudiero et al. [26,29,43]) over 2.5 decades of salinity assessment field studies were used to
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develop the PDFs for B, LF, and θg for the SJV, which were subsequently used as input data in the
Monte Carlo simulations. The PDFs for B, LF, and θg were log normally distributed.

Oilseed yield must be converted to biofuel yield. The oil content of Ida Gold mustard oilseed
was 26% and the extraction efficiency was 64%. Subsequently, for every 1000 kg ha−1 of oilseed
produced then 166.4 kg ha−1 of 100% biofuel resulted, which represented 175.3 L ha−1 of biofuel. It is
of importance to note that transesterified biofuel is generally blended with diesel (1:5 ratio of biofuel
to diesel) and sold as 20% biofuel in California.

3.4. Monte Carlo Simulations Feasibility of Biofuel Production for the SJV

Monte Carlo simulations for the WSJV never produced a simulation that resulted in more than
71.9 ML yr−1 of biofuel produced, which is well below the goal of 115 ML yr−1. Subsequently,
Monte Carlo simulations were performed for the entire SJV. To do this, the regional-scale salinity
model of Scudiero et al. [29] was applied to the entire SJV to identify salt-affected soils, which totaled
9.7 × 105 ha. Monte Carlo simulations resulted in the PDF and associated CDF shown in Figure 8a,b,
respectively. The PDF and CDF are based on Monte Carlo simulations that incorporate the piece-wise
models of salinity and B tolerance. The histogram of Monte Carlo simulations is best fit with the
shifted gamma PDF in Equation (6) (Figure 8a):

Q = 68.986 + gamma(6.134,5.285) (6)

where Q is the biofuel production in ML yr−1. A comparison of the means, medians, standard
deviations, skewness, and kurtosis for the measured Monte Carlo simulation data and for the estimates
from Equation (6) shows excellent agreement, with means of 101.4 and 101.4 ML yr−1, medians of
97.8 and 99.4 ML yr−1, standard deviations of 14.1 and 14.1 ML yr−1, skewness of 0.87 and 0.87,
and kurtosis of 4.17 and 4.14, respectively (Figure 8a). From the CDF (Figure 8b) there is a 17%
probability of meeting the minimum production level when all salt-affected soils in the SJV are utilized
for oilseed production. When the Monte Carlo simulations include quadratic salt and B tolerance
models (i.e., Equations (5) and (6), respectively), there is little difference, with a 15% probability.

Several potential weaknesses in the approach need discussion as well as how the impacts of
these weaknesses were mitigated in the Monte Carlo simulations. First, the oilseed yield model was
developed from a single field with a fine-texture soil that did not vary significantly. Even though
the study site may have been representative of many of the fine-textured soils of the WSJV, it was
not representative of coarse-textured soils found in the east side of the SJV; consequently, the use
of the oilseed yield model for the entire SJV is dubious. Second, the regional-scale salinity model
of Scudiero et al. [29] was developed from a database that did not include tree crops or vineyards,
which makes the input salinities for the oilseed yield model dubious for areas containing vineyards
or tree crops. Scudiero et al. [5] showed that the regional-scale salinity model of Scudiero et al. [29]
over estimates salinity levels for orchards and vineyards, which would render reduced oilseed yield
estimates of Ida Gold mustard when planted between tree rows or would identify these lands as
salt-affected when they are not. Third, applying the oilseed yield model outside the range of data that
was used to develop it is problematic.

To rectify these problems, several precautions were taken. No areas where orchards or vineyards
occurred were included in the Monte Carlo simulations. In fields where the texture was coarse,
the oilseed yield model of Equation (3) was not applied. Rather, the two-piece linear salt tolerance
model of Maas and Hoffman [18] presented in Equation (1) or the three-piece linear B tolerance model
presented in Figure 6 were used, depending on which was most limiting to oilseed yield. Similarly,
in cases where the input data for the oilseed yield model (Equation (3)) fell outside the range of data
used to develop the model, then the two-piece linear salt tolerance model of Maas and Hoffman [18]
or the three-piece linear B tolerance model were used instead.
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Figure 8. Biofuel production (a) histogram of Monte Carlo simulations and associated probability
density function (PDF) and (b) cumulative density function (CDF) for Ida Gold mustard oilseed from
San Joaquin Valley salt-affected soils (i.e., soils with salinity of >4 dS m−1) based on 10,000 Monte
Carlo simulations.

Even though the feasibility of meeting desired oilseed production levels is dubious, there are
circumstances that could improve the likelihood of meeting the 115 ML lower limit of production.
Water in terms of water content and water available for leaching are two impactful properties
pertaining to oilseed yield in the model. Maintaining the root zone water content at high levels
with adequate leaching could drive up yields sufficiently high to make oilseed a viable biofuel in the
SJV. In particular, high frequency irrigation to maintain root zone water contents near field capacity
would have significant impact. However, this is only feasible when the SJV has sufficient irrigation
water supplies, which may be the exception rather than the rule as shown by the recent 6-year
California drought (2011–2016).
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Orchards, whether in salt-affected (ECe > 4 dS m−1) or non-salt-affected (ECe ≤ 4 dS m−1)
soils, could play a major role in enhancing the feasibility of biofuel production in the SJV. Planting
mustard oilseed between rows in orchards, sometimes referred to as intercropping or alley cropping,
provides tremendous acreage for crop growth on lands that are otherwise left fallow in many
instances. Intercropping has several additional advantages, including weed control, wind and water
erosion control, dust management, improved percolation, more effective use of land and resources,
and additional crop revenue. There are roughly 130,000 ha of orchards in the SJV. By planting an
oilseed crop between rows as a secondary crop, biofuel production could increase roughly 15–30%,
which would increase the probability of meeting the 115 ML yr−1 target from 15–17% to 60–80% for the
entire SJV. Even though intercropping with oilseed may make biofuel production feasible, it certainly
does not necessarily make it economically viable. Furthermore, secondary crops from intercropping
are a management challenge for producers filled with additional management problems.

Aside from meeting the 115 ML yr−1 target, economic viability is a concern. Growing oilseed
on marginally productive soil is not the only means of lowering cost. Another resource that can
lower biofuel production cost is the reuse of degraded water for irrigation. Corwin [31] showed
in a long-term (12 years) study that the reuse of 3–5 dS m−1 drainage water was a viable means of
reclaiming saline-sodic soil on the WSJV, supporting a salt-tolerant crop during the reclamation process,
and providing financial return to the producer on otherwise non-productive farmland. In addition,
drainage water is a particularly valuable alternative water resource during drought years in the SJV,
provided drainage water is in sufficient supply.

Even though biofuel feasibility evaluation is a valuable application of sensor technology,
the unique aspect of this study is that it presents an innovative regional-scale approach for modeling
the interaction of edaphic properties on crop yield by characterizing the spatial variability of soil
properties influencing yield using proximal and satellite sensors. In essence, each sampling location
identified from an ECa survey serves as an independent crop yield study looking at the interaction
of edaphic properties on yield, thereby rendering a more robust model with lower long-term labor
requirements than plant salt (or B) tolerance studies provided in the past. Furthermore, past plant salt
tolerance studies did not evaluate the interaction of edaphic properties on crop yield.

The same approach can be used to predict drought impacts on crop productivity within an
agricultural region, to identify reclamation needs to optimize crop productivity, and to manage
resources (e.g., irrigation water, land, crop selection) and edaphic properties (e.g., salinity, B, etc.)
to optimize crop yield. Because of its regional-scale application and quantitative probability
assessment, the approach provides land and water resource specialists with a tool to make regional-
and landscape-scale resource decisions with a clear understanding of the likelihood of impact on
agricultural productivity.

4. Conclusions

This study exemplifies the combined use of proximal and satellite sensors to answer a practical
agricultural question of national significance with strategic military implications concerning the
feasibility of biofuel production in California’s San Joaquin Valley to help meet the aviation fuel
needs of the U.S. military. A quantitative assessment of the probability of attaining a minimum of
115 ML yr−1 of biofuel from oilseed indicates that there is a 15–17% probability of meeting the minimum
production level when all salt-affected soils in the SJV are utilized for oilseed production (Figure 8).
The low probability of meeting the minimum production level and the fact that all salt-affected soils
throughout the SJV, not just WSJV salt-affected soils, would need to be cropped with Ida Gold mustard
to produce sufficient oilseed biofuel to support a 115 ML conversion plants makes the idea untenable.
Furthermore, a significant portion of the 115 ML of biofuel would be produced on soils of moderate
salinity (i.e., 4–6 dS m−1), moderate B levels (i.e., 4–8 mg L−1), high LF, and high available water
content, which are soils that can either be easily reclaimed to produce higher cash crops or used to
grow salt and B tolerant crops of higher cash return than oilseed, such as pistachio.
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EMv, ECa Measured with Electromagnetic Induction in the Vertical Coil Configuration (dS m−1)
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SJV San Joaquin Valley
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Abstract: Accurate estimates of actual crop evapotranspiration (ET) are important for optimal
irrigation water management, especially in arid and semi-arid regions. Common ET sensing methods
include Bowen Ratio, Eddy Covariance (EC), and scintillometers. Large weighing lysimeters are
considered the ultimate standard for measurement of ET, however, they are expensive to install and
maintain. Although EC and scintillometers are less costly and relatively portable, EC has known
energy balance closure discrepancies. Previous scintillometer studies used EC for ground-truthing,
but no studies considered weighing lysimeters. In this study, a Surface Layer Scintillometer (SLS)
was evaluated for accuracy in determining ET as well as sensible and latent heat fluxes, as compared
to a large weighing lysimeter in Bushland, TX. The SLS was installed over irrigated grain sorghum
(Sorghum bicolor (L.) Moench) for the period 29 July–17 August 2015 and over grain corn (Zea mays L.)
for the period 23 June–2 October 2016. Results showed poor correlation for sensible heat flux,
but much better correlation with ET, with r2 values of 0.83 and 0.87 for hourly and daily ET,
respectively. The accuracy of the SLS was comparable to other ET sensing instruments with an
RMSE of 0.13 mm·h−1 (31%) for hourly ET; however, summing hourly values to a daily time step
reduced the ET error to 14% (0.75 mm·d−1). This level of accuracy indicates that potential exists for
the SLS to be used in some water management applications. As few studies have been conducted to
evaluate the SLS for ET estimation, or in combination with lysimetric data, further evaluations would
be beneficial to investigate the applicability of the SLS in water resources management.

Keywords: irrigation; energy balance; water management; semi-arid regions

1. Introduction

In arid and semi-arid regions of the world such as the Texas High Plains, finite groundwater
resources are being mined, often with little to no surface water available as an alternate irrigation
source. In the Texas High Plains, irrigation pumping for agricultural crop production accounts for
the overwhelming majority of total groundwater withdrawals [1]. Effective irrigation management is
essential for extending the longevity of limited water resources in these intensively irrigated production
areas. Most effective irrigation management (scheduling) strategies rely on accurate estimates of
evapotranspiration (ET) to account for crop water use and evaporative water losses. ET is a term
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that represents water lost through evaporation from the soil or plant surface and water used through
plant transpiration. In the Texas High Plains, ET is the largest water loss component in the soil water
budget [1,2]; hence, accurate ET estimates are vital for determining crop water demand and managing
irrigation. Groundwater recharge in the Texas High Plains, and the surrounding Southern Ogallala
Aquifer region can be as low as ~11 mm year−1 [3]. With such small recharge rates, the Ogallala
Aquifer is essentially a finite water resource. Assuming an 11 mm recharge rate across all 5.4 million ha
(13.4 million ac) in the northern half of the Texas panhandle (Texas Water Development Board Region
A) would supply 0.60 km3 (484,000 ac-ft) of recharge to the aquifer. In contrast, 2010 agricultural
water withdrawals were estimated to be 1.81 km3 (1.47 million ac-ft) for the same area [1]. Water
conservation, in part through ET-based irrigation scheduling, is paramount to extending the longevity
of this limited water resource for future generations.

Accurate measurement or estimation of ET can be difficult; however, numerous instruments and
methods are available. One widely used method is the reference ET (ETref) and crop coefficient product.
Meteorological data are used to estimate ETref, which corresponds to the water demand of a reference
crop, either a short, clipped grass or alfalfa [4]. To obtain ET for a specific crop using reference ET, a crop
coefficient (Kc) is used to adjust reference ET to crop specific ET, or ETc; thus, ETc = Kc × ETref [5].
For irrigation scheduling, ETc is typically calculated at a daily time step. ETc estimates the amount
of water that would be used by that crop if there were no water limitation for crop growth. Actual
(field-based) crop ET may be less than ETc due to stresses from insufficient available water, nutrients,
pests, etc. As such, actual ET would potentially be more useful than ETref or ETc for irrigation
management. An issue with using actual ET in irrigation scheduling is that ET can be very difficult to
determine accurately. Where ETref can be calculated from weather parameters using a weather station
with a reference surface, efforts to determine actual ET not only require more advanced (and expensive)
instrumentation but still only result in an estimate of ET. Current technologies for determining ET
estimates include lysimeters, Bowen Ratio, Eddy Covariance (EC), scintillometry, field water balance
using soil water measurements, remote sensing models, and others.

The aforementioned methods can all be used to estimate ET; however there are disadvantages
of each. With the soil water balance approach, drainage and runoff components can be difficult to
accurately determine. Although they are commonly considered relatively small in arid and semiarid
regions, they need to be accounted for to obtain the best accuracy. In addition, soil water measurements
are valid for a small point in a field creating spatial representation concerns. Weighing lysimeters are the
most accurate method of assessing ET [6], but they are very expensive to install, maintain, and operate.
In addition, they require a high level of operational knowledge and data processing experience to
obtain accurate and representative measurements. Large weighing lysimeters are typically considered
research tools and are not practical for generalized irrigation scheduling. The Bowen Ratio method has
been used to determine ET from the energy balance, but it is an indirect measurement and can have
issues of instrument bias and data discontinuity when the Bowen Ratio approaches −1 [7]. EC is a
method of estimating turbulent fluxes and ET, but is known to have significant energy balance closure
errors [8–10]. Remote sensing models have been extensively used for ET mapping; however, they have
been commonly evaluated using EC [11–13]. Some studies have evaluated remote sensing ET using
lysimeters [14–16], though lysimeter data are not available in many regions. Other, simpler methods
to achieve highly accurate ET data would greatly benefit future research. Scintillometers are another
type of indirect measurement instrument that has been extensively used for surface atmospheric
dynamics research, but they can also have large errors. EC and scintillometry are two of the more
common turbulent flux and ET methods typically used. They are relatively inexpensive and easy to
deploy and maintain; and provide spatially averaged data. Scintillometers measure contributions
to fluxes over a fixed path length and EC can measure contributions to fluxes over a variable area
influenced by wind movement. The spatial average nature of EC and scintillometers account for
variation within the area of measurement and provide a degree of representativeness. The main
issue with the EC method is the lack of accuracy, as reported throughout the literature. Although
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scintillometers are being used in atmospheric research [17], applications in irrigation management
research are relatively new and few in number. A thorough evaluation of scintillometers is needed to
determine if they are suitable to measure ET for the purposes of irrigation scheduling and developing
crop coefficients. Scintillometers are commonly used with the energy balance equation to determine
ET from scintillometer measurements.

1.1. Energy Balance

In many studies, scintillometers are used with the energy balance. The energy balance equation is:

LE = Rn − H − G, (1)

where Rn is the net radiation, LE is the latent heat flux, H is the sensible heat flux, and G is the soil heat
flux (all with units of W·m−2) [18,19]. The energy balance explains the dynamics for the dispersion of
radiant energy from the sun to the land surface. Energy from the sun is either reflected or absorbed.
The portion absorbed is the Rn, where it is positive when energy moves toward the surface (plant
canopy) and negative when it moves from the surface. The absorbed Rn can then be distributed to the
soil as G, to the air as H, or provide energy to evaporate water as LE. Sign conventions for Equation (1)
vary, but in this study, G is positive when flux moves toward the soil surface, LE is positive when flux
moves toward the plant canopy, and H is positive as flux moves from the canopy to the air.

1.2. Scintillometry

A scintillometer consists of a transmitter and receiver, separated by a specified path length.
Scintillometry, as applied to agricultural and other landscapes, uses a beam of electromagnetic radiation
of known wavelength transmitted across a relatively large distance (100 m–4.5 km). The beam intensity
fluctuates due to absorption and diffraction as it encounters eddies in the air. These fluctuations,
or scintillations, can be used to determine the structural parameter of the refractive index of air,
which can be used to calculate the structural parameters for temperature and humidity, and H.
The calculations to obtain H from scintillometers are based on the Monin–Obukhov Similarity Theory
(MOST). Details of MOST can be found in Arya [20], Foken [21], Hartogensis [22], McAneney et al. [23]
and Monin et al. [24].

The main output of a scintillometer is the natural logarithm of the received beam intensity. Since
the SLS uses two parallel beams, the calculation methodology is different. By using two beams,
the covariance between the two can be calculated as:

B12 = 4π2K2
∫ L

0

∫ ∞

0
k∅n(k)J0(kd)sin2

[
k2(L − x)

2KL

]4J2
1

(
KDx
2L

)

(
kDx
2L

)2 dkdx, (2)

where B12 is the covariance between the beams, K is the wavenumber (K = 2π/λ rad m−1), D is the
detector diameter (mm), d is the beam separation distance (mm), L is the path length (m), x is the
coordinate along the path, k is the von Karman constant, ϕn is the three dimensional spectrum of the
refractive index inhomogeneities, and J0 and J1 are Bessel functions of the first kind [25]. The term ϕn

is calculated as:
∅n(k) = 0.33C2

nk−
11
3 f∅(kl0), (3)

where C2
n is the structural parameter of the refractive index of air (m−2/3) and fϕ(kl0) is the refractive

index decay function. Equation (3) can be inserted into Equation (2) to define the covariance and the
variance if C2

n, the inner scale of turbulence (l0), and the instrument physical dimensions are known,
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thus allowing the use of B12 and B1 or B2 to derive C2
n and l0 [25]. Since the SLS measures variances in

intensity, σ2
i , rather than variances of log amplitude, Bi, σ2

i must be converted to Bi:

Bi =
1
4

log

(
1 +

σ2
i

〈Ii〉2

)
, (4)

where Ii is the intensity [25]. From the SLS, C2
T can be calculated from C2

n as:

C2
T = C2

nT4(ap)−2, (5)

where T is the temperature in Kelvin, p is the atmospheric pressure in mbar, and a is a constant of
7.89 × 10−5 K/mbar at the 670 nm wavelength [25].

One advantage SLS offers over other point source measurements, is that the fluxes can be
determined over shorter lengths and at heights closer to the surface [26]. Also, the SLS determines the
l0, which is proportional to the dissipation rate of the turbulent kinetic energy, ε, which are used to
determine the friction velocity (u∗) and temperature scale (T∗). Sensible heat flux is calculated from u∗
and T∗ as:

H = −ρCpu∗T∗, (6)

where Cp is the specific heat of air (kJ·kg−1) and ρ is the air density (kg·m−3). The complete process to
determine H from the SLS is provided in Savage [27] and Scintec [25].

Many different models of scintillometers are available, which differ based on their wavelength
and aperture diameter. The large-aperture scintillometer (LAS) has a wavelength around 880 nm
and an aperture of 10–30 cm. Microwave scintillometers (MWS) have an aperture around 30 cm
and a wavelength of 1–3 mm. Several studies have evaluated scintillometry using the LAS and/or
the MWS due to their long operational range. The MWS is noted to have the ability to measure LE
directly [28–30] as the wavelength is sensitive to humidity fluctuations. Samain et al. [31] found
RMSE values of approximately 14 W·m−2 for both LE and H between ETLook, TOPMODEL-based
Land-Atmosphere Transfer Scheme (TOPLATS), and a LAS. Samain and Pauwels [32] found an
RMSE of 0.1 mm·d−1 between an LAS and ET calculated from the Penman–Monteith equation.
Meijninger et al. [33] found LE from a single LAS and a dual LAS–MWS setup were within 25% of
the LE obtained from EC. Guyot et al. [34] found good agreement from a LAS as compared to EC
and the water balance approach. Yee et al. [35] found a standalone LAS to be more suitable than the
two-wavelength approach or a standalone MWS for a semi-arid environment. Studies evaluating a
LAS or validating using instruments other than a lysimeter are abundant in the literature [28,36–43].

The SLS has been available for many years; however, SLS agricultural and crop-based studies
are not abundant in the literature. Research related to the LAS or MWS vastly outweighs research
using the SLS. Most SLS literature is related to atmospheric research and the number of publications
is still small compared to other instruments. A few studies illustrate the benefits of the SLS over
other flux measurement instruments, such as EC. Odhiambo and Savage [44] provided benefits and
disadvantages of SLS, as well as an overview of scintillometry and various scintillometers. They
note that the operation of a scintillometer using a path average approach provides the benefit of
allowing for shorter time intervals. In addition, scintillometry does not require corrections (such as
frequency response corrections for EC), that are generally subjective, to be applied. Lastly, Odhiambo
and Savage [44] mentioned that since the variance of the logarithm of beam amplitude is the
measurement used, any calibration multipliers and constants cancel or are removed by band-pass
filtering. The disadvantages given by Odhiambo and Savage [44] include using MOST, which requires
the effective beam height and zero-plane displacement height. In addition, the scintillometer itself
cannot determine the direction of H, so the temperature difference from additional temperature sensors
or other methods must be used to determine the flux direction.
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Savage et al. [45] investigated H using a SLS, in addition to EC and Bowen Ratio, over natural
grassland over a longer time period. They noted that most SLS studies were rather short, commonly
with a time frame of a few days to a few weeks. Therefore, they performed an analysis using more
than 30 months of data. They used averaging periods of two minutes for energy balance components,
ETref estimates, and SLS measurements, 20 min for Bowen Ratio, and 30 min for EC. Their regression
analysis of daily ET between Bowen Ratio to SLS (BR-SLS) showed an r2 of 0.87, while a similar analysis
of EC to SLS (EC-SLS) showed improved correlation with an r2 of 0.96. The ET estimate comparison
showed an RMSE of 0.58 mm·d−1 for the SLS-BR and 0.31 mm·d−1 for SLS-EC. Comparisons to ETref
were not made.

De Bruin et al. [46] also found good correlation between H from an EC system and SLS near
Uppsala, Sweden over a mixed landscape encompassing mostly agricultural land. Their regression
analysis showed the flux from the EC was 1% greater and the flux comparison between EC and SLS
had an r2 of 0.95. They also compared u∗ from the SLS and EC and found an r2 of 0.87.

Nakaya et al. [47] compared an SLS with an EC system over a deciduous forest in Japan.
They found the SLS to overestimate H and the LE, as compared to their EC system. Since EC systems
often underestimate LE, the SLS values could have been closer to the real LE. They also observed that
the SLS underestimated u∗, especially when the values of u∗ were large. They concluded that the cause
in the underestimation of u∗ is due to systematic errors in the determination of l0.

Hartogensis et al. [48] analyzed data from a SLS using data from the Co-operative Atmosphere
Surface Exchange Study (CASES-99) experiment conducted in Kansas. They noted the benefits
associated with using an SLS over EC, including a shorter averaging interval, shorter measurement
height, and shorter path length, while also noting some disadvantages to the SLS. They noted that
conversion from l0 and C2

n to H is done empirically using MOST. This can result in a bias in l0,
causing an overestimation of u∗ for small u∗ values and underestimation of u∗ for large u∗ values [46].
The CASES-99 experiment deployed both a SLS and an EC system. Hartogensis, De Bruin and Van de
Wiel [48] found that from the shorter averaging interval from the SLS (6 s for CASES-99), intermittent
turbulence could be detected, whereas the longer averaging interval for the EC (30 min) would mask
some of the intermittent turbulence. Comparing the ε, they showed the bias in the l0 caused a bias in
the SLS ε where an overestimation of ε occurred for small values of ε and an underestimation occurred
for large values of ε. Comparing ε obtained from SLS and EC showed good agreement between the two
instruments. Comparing C2

T obtained from SLS and EC showed less agreement where the SLS C2
T was

consistently larger [48]. In their analysis of H, they found the SLS to overestimate the EC H for fluxes
greater than −50 W·m−2. They concluded that most of the error in the SLS data, as compared to EC,
can be improved upon by taking the aperture diameter as 2.6 mm instead of the manufacturer reported
2.7 mm. This was tested in response to a finding in De Bruin et al. [46] where empirical functions were
proposed to account for noise and inactive turbulence (where turbulence does not create mixing).

The previously described studies reiterate that evaluation of the SLS has used EC as validation.
SLS studies involving lysimeter comparisons were not found in the literature and leave an opportunity
for evaluation against highly accurate data. In addition, the SLS has not been widely evaluated for
determining ET. In this study, an SLS was evaluated against data from a large weighing lysimeter for
determination of hourly and daily H and ET for agricultural crops.

2. Materials and Methods

2.1. Site Description

This study was conducted at the USDA-ARS Conservation and Production Research Laboratory,
located 17 km west of Amarillo, TX. The region is classified as semi-arid with approximately 450 mm
(17.7 in.) average annual precipitation. The study site is located inside a 19-ha square-shaped field,
which is split into four, 4.7 ha quadrants (see Figure 1). Each quadrant is roughly 200 m by 220 m
and contains a large weighing lysimeter located in the center of the quadrant. The east quadrants
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are irrigated with a subsurface drip irrigation system, and the west quadrants are irrigated using a
low pressure lateral move sprinkler irrigation system. The NE quadrant was used for this study as it
provides the greatest fetch with respect to the predominant wind direction (south southwest). In the
2015 summer growing season, the field was planted with grain sorghum (Sorghum bicolor (L.) Moench)
at a rate of 210,000 seeds per ha (85,000 seeds per acre), which was fully irrigated using subsurface
drip lines buried at 30 cm (12 in.) depth and 152 cm (60 in.) lateral spacing, centered in alternate
interrows. In the 2016 growing season, the field was planted with grain corn (Zea mays L.) at a rate
of 104,000 seeds per ha (42,100 seeds per acre), which was also fully irrigated using the previously
described subsurface drip irrigation system.

Figure 1. The study location with placement of large weighing lysimeters at the centers of four square
fields at the USDA-ARS Conservation and Production Research Laboratory, Bushland, TX. The research
weather pen is shown adjacent to the east side of the east lysimeter fields. The dashed black line in the
NE field illustrates the path of the scintillometer radiation.

2.2. Lysimeter Description

Hourly H and ET derived from SLS data (SLS-20, Scintec AG, Rottenburg, Germany) were
evaluated by comparing against lysimeter data. Estimates from the SLS are denoted “sls” subscript
and measurements by the lysimeter are denoted by “lys” subscript. The large weighing lysimeter
measures 3 m by 3 m on the surface by 2.3 m deep over a fine sand drainage base. It contains an
undisturbed monolith of Pullman silty clay loam soil. The soil container rests on a large balance scale
equipped with a counterbalance and load cell system. Initial design and installation details of the
lysimeter were provided by Marek et al. [49] and Schneider et al. [50]. The lysimeter was later equipped
with drainage effluent tanks suspended from the lysimeter by load cells for separate measurement of
drainage mass without changing total lysimeter mass. Load cell output is measured and recorded by a
precision datalogger (CR7 in 2016, upgraded to CR6 for 2016, Campbell Scientific, Logan, UT, USA).
Load cell voltage outputs are converted to mass using calibration equations, and five-minute means
are used to develop a base dataset for subsequent processing [51]. Lysimeter mass in kg is converted to
a mass-equivalent relative lysimeter storage value (mm of water) by dividing the mass by the relevant
surface area of the lysimeter (~9 m2) and the density of water (1000 kg·m−3). See Evett et al. [6] for
a thorough description of the calculations, and of the lysimeter operation, sensors, and ancillary
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equipment. Equivalent mass values allow for changes in lysimeter mass to be expressed in terms
of water flux, defined as mm of water lost or gained per unit time. The lysimeter datalogger mass
resolution is better than 0.001 mm when converted to equivalent depth of water. Lysimeter accuracy
is, however, determined by the RMSE of calibration, which ranged from 0.01 mm to 0.05 mm [6,51].
Lysimetric data quality assurance and quality control (QA/QC) and data processing techniques were
discussed by Marek et al. [52].

In a few instances, field operations prohibited accurate measurements with the lysimeter.
For example, maintenance on the lysimeter, or instruments mounted near the lysimeter, required
personnel to step onto the lysimeter container, temporarily increasing the mass. Other operations
include draining the percolation storage tanks, which causes an overall decrease in the mass,
irrigation applications, and foot traffic associated with taking neutron probe soil water measurements.
The amount of water drained is measured, but data recorded during the process of draining the tanks is
not valid and usable. For sub-daily data, periods of precipitation or irrigation reduce data availability
since the precipitation/irrigation cannot be accounted for in the ETlys for short periods, such as hourly
or 30 min intervals. In the instance where operations, precipitation, or irrigation limited accuracy of
collected data, the data from those time intervals were omitted. Precipitation and irrigation events
were the dominant reason for data exclusion in this study. In the instances where lysimeter data were
omitted, the corresponding SLS data also were excluded. For daily and longer time steps, the data can
be evaluated and/or corrected to account for periods when hourly data are not available. This involves
subtracting the lysimeter mass value at midnight from the mass at midnight of the previous day. With
this process, temporary changes in mass, such as taking neutron probe readings, can be disregarded.
Permanent changes in mass such as irrigation, precipitation, and emptying drainage tanks can be
accounted for by adding/subtracting the mass of water added or removed to the midnight-midnight
mass difference. Details on the evaluation and correction of daily lysimeter data can be found in
Marek et al. [52].

2.3. Scintillometer Installation

The SLS was installed in the NE lysimeter field with an east-west path length of 100 m passing
approximately 25 m north of the lysimeter (Figure 1). The measurement height was 1.73 m in 2015 and
2.84 m in 2016. The maximum crop heights were 1.3 m and 2.3 m for grain sorghum in 2015 and corn
in 2016, respectively. The instrument height of 1.73 m was the highest the SLS could be raised with
the tripod supplied with the instrument. To compensate for the taller corn crop, a taller tripod was
fabricated. The 2.84 m height in 2016 was the tallest the fabricated tripod could achieve. The SLS was
connected to a custom built PC running SLS configuration and processing software (SRun version 1.28,
Scintec AG, Rottenburg, Germany). The SLS was oriented with the transmitter facing east so the path
was as close as possible to perpendicular to the predominant wind direction. The SLS measurements
for the period of 29 July–22 August 2015 and 23 June–2 October 2016 were used for this study. Sensible
heat flux was determined using SRun software, and Hsls data were provided for assumptions according
to stable (Hstable) and unstable (Hunstable) atmospheric conditions. Using scintillometry, the value of H
can be determined, but not the direction of the flux [44]. The flux direction must be determined during
data post-processing using supplemental instrument data. In stable atmospheric conditions, the H
will be negative while H will be positive in unstable conditions. Several methods are reported in the
literature for determining flux direction [36,44,53,54]. One is based on the view that the atmosphere
is typically stable at night and becomes unstable during the day [41]. To account for this pattern,
assuming Hstable for nighttime hours and Hunstable for daytime can be used to assign H direction
(Hsun). Another method of determining flux direction (HdT) is to use the temperature gradient as
determined from two co-located air temperature sensors at different heights [43]. The temperature
gradient provides an indication of the stability of the atmosphere near the surface, as well as an
indication as to the direction of sensible heat flux since sensible heat will flow across the gradient from
high to low. In stable atmospheric conditions, the gradient indicates air temperature increases with
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height. This will cause heat energy to flow down into the crop canopy and indicate negative H. In an
unstable atmosphere, temperature decreases with height, so heat will move vertically and away from
the canopy, resulting in positive H. In 2015, air temperature was measured at 1.2 and 2.8 m, while
in 2016 air temperature was measured at 2.8 and 6.4 m. The air temperature measurement heights
provided a measurement at or below and above the SLS beam for both years. Both of the described
methods were used to determine ETsls and compared to the lysimeter to determine the effects of Hsls
direction methodology. For Hsun, the daytime and nighttime hours were determined using sunrise
and sunset times for the study period (7:00 a.m. and 9:00 p.m. CDT, on average, respectively).

Additional instruments included air temperature and relative humidity sensors (HMP155, Vaisala,
Helsinki, Finland), four soil heat flux plates (HFT-3, Radiation Energy Balance Systems, Bellevue,
Washington, DC, USA), four soil water sensors (TDR315, Acclima, Meridian, ID, USA), an infrared
thermometer (IRT), and a net radiometer (Q*7, Radiation Energy Balance Systems). The layout of
the soil sensors within the lysimeter is presented in Figure 2. The instruments were connected to a
datalogger (CR6, Campbell Scientific) with a measurement frequency of six seconds and averaged to
an hourly interval.

 

Wet Interrow Dry Interrow

SDI Lateral

SHF Plate

TDR315

2 cm

6 cm

8 cm

30 cm

38 cm

76 cm

114 cm

152 cm
*Not to scale

N

IRT

3 m 

SDI Lateral

Figure 2. Soil sensor placement within the lysimeter. Shown are relative placement of soil heat
flux (SHF) plates, model TDR315 soil water content sensors, and subsurface drip irrigation lines.
The TDR315 sensors give accurate soil temperature readings, eliminating the need for thermocouples
where they are used.

The soil water and temperature data were used to calculate G at the soil surface by the calorimetric
method, and surface G was used in all energy balance calculations. The calorimetric method used
in this study was described by Colaizzi et al. [55]; briefly, it used the soil water and temperature
measurements to calculate the change in soil heat storage between the surface and the depth of the soil
heat flux plates in 1 h time steps. Using measured Rn and surface G provided the available energy to
accompany the H measurement and LE calculation. Data from the Rn and surface G instruments on
the lysimeter were used with the SLS data.

H was back-calculated from the lysimeter by converting the ETlys to LE, summing LE with surface
soil heat flux and measured net radiation, and treating the residual of this energy balance to H. LE was
calculated from ET by:

LE =
ET(mm)λ

time(sec)
, (7)

where λ is the latent heat of vaporization (J·kg−1). The latent heat of vaporization was calculated from
the surface temperature (Ts

◦C) by:

λ = (2.501 − 0.0236Ts)× 106. (8)
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A south-facing, nadir IRT installed 3 m above the lysimeter was used to determine the surface
temperature, which was then used to calculate the latent heat of vaporization for each hourly period.
Using the ETlys data, the LE was calculated by multiplying the ETlys by the latent heat of vaporization
and dividing by 3600 s to convert to the hourly time period.

During nighttime hours, LE, and subsequently ET, become very small [56]. The much smaller
values can exhibit much more relative variation; even though the magnitude of the differences may be
small, relative percentage differences can be large. To determine the effects of including nighttime ETsls,
evaluations were also conducted using only daytime ETsls data. This analysis provided an indication
as to how much of the overall variation was influenced by the much smaller nighttime values.

As most water management practices and modeling efforts use a daily time step, the 24 hourly
periods were summed to provide an evaluation for daily ETsls data. The 24-h summation was
performed for both ETlys and ETsls. Since some hourly intervals were omitted due to operations on
the lysimeter, daily lysimeter data (midnight–midnight mass change) as determined by the processes
outlined in Marek et al. [52] were also used to evaluate the 24-h summations from the SLS. The statistics
of root mean square error (RMSE), percent RMSE (%RMSE), and regression analysis (Hsls regressed to
Hlys, ETsls regressed to ETlys) were used as the basis of evaluation. The %RMSE provides a relational
value that allows for comparison of results of different magnitudes. The %RMSE was calculated by
dividing the RMSE by the average of the measured lysimeter data.

3. Results

Daily ETlys values for 2015 and 2016, as well as crop height and leaf area index (LAI) are presented
in Figure 3. An exceptionally wet year occurred in 2015 for the study location, which may have caused
greater evaporation and thus higher ETlys values as compared to 2016 for the same date range. Since
the lysimeter field is irrigated using subsurface drip, the soil surface is typically dry and evaporation is
minimized. When a precipitation event occurs, the soil and plant surfaces become wet and experience
evaporation that does not occur with irrigation as the irrigation water typically does not reach the soil
surface. In addition, during the data period for 2015, the sorghum crop was still in a vegetative growth
stage with higher relative ET. The data for 2016 encompasses vegetative growth of the corn crop,
but also, late season reproductive growth and grain filling. During the corn grain fill stage, ETlys is
lower and possibly reduced the overall hourly average values. Both years exhibit the pattern of lower
ETlys during the night hours, increasing from sunrise to a maximum around 14:00 and then decreasing.
Although ETlys is drastically reduced during the night, the measured ETlys values illustrate that a
small amount of ET does occur at night, which is not negligible [56].

Energy balance closure was 87% (based on the slope of the regression equation) when the available
energy (AE: Rn-G) was regressed against HdT + LElys. The energy balance closure error was similar to
the %RMSE for Hdt (87% and 83%, respectively. This similarity leads to the inference that the energy
balance closure error results from error in Hdt as compared to Hlys. The results of the error analyses
for the turbulent fluxes and ETsls are presented in Table 1. Even though the Hsls had weak correlation
with the Hlys, and a large error, the resulting ETsls had a much smaller error, especially for daily
ETsls. This indicates that errors in determining H do not have a drastic impact on ETsls. In irrigated
agriculture, H is commonly small, especially compared to LE. Large errors in a small component may
not result in large error in the final product. Results for the AE and incoming solar irradiance regressed
against ETlys are also included in Table 1. This analysis showed the extent of error associated with
estimating ET without measuring H. The slopes for the regression equations from AE and irradiance
are provided in Table 1; however, the slope values are much larger than for ET and H since AE and
irradiance values are considerably larger than ET. Errors for ET were larger using AE and irradiance as
predictors of ET, which indicates that although large errors exist for Hsls, ETsls errors are still lower
when accounting for the H component. The error rates and small error suggest that potential exists
for additional research and potential improvements in SLS measurements for H, and possibly the
resulting ETsls.
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Figure 3. Crop height for 2015 (a) and 2016 (b), LAI for 2015 (c) and 2016 (d), and daily lysimeter ET
for the 2015 (e) and 2016 (f) study periods.

Table 1. Regression statistics from comparison of hourly and daily H and ET data between SLS
and lysimeter.

Data RMSE %RMSER2 Slope

HdT 83.8 W·m−2 83 0.19 0.31
ET (hourly) 0.10 mm 40 0.89 0.97
ET (daily) 0.75 mm 13 0.87 0.91

AE 0.16 mm 63 0.72 697
Irradiance 0.15 mm 62 0.72 920

The average daily energy balance components for the lysimeter are presented in Figure 4. From the
figure, Rn and LE had the largest values, and H and G had much lower values. Since Rn is the main
energy input, when one component (LE) increases, another component (H) should decrease. This is
not always the case as the environment in the Texas High Plains commonly generates advection
where heat energy is transferred from a warmer, typically drier adjacent field to cooler irrigated fields.
Evidence of advection is also seen in cases where LE exceeds Rn [7,57]. The influx of heat energy from
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nearby (warmer) fields increases the energy available for evaporation of water during transpiration,
thus increasing the latent heat flux.
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Figure 4. Average daily energy balance components on the lysimeter for (a) 2015; (b) 2016.

Figure 5 presents average daily data for all four components of the energy balance equation as
determined by the SLS. For the SLS, the temperature difference was used to determine flux direction
for H shown in Figure 5. In some instances, LE is greater than Rn during the daytime, which in this
case, corresponds to instances where LE was greater than Rn with the lysimeter. This usually indicates
the occurrence of advection rather than an LE error since the same higher LE was measured on the
lysimeter for the same dates.
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Figure 5. Average daily energy balance components for the SLS for (a) 2015; (b) 2016.

The results from the statistical analyses of H showed that using the temperature gradient produced
a lower error than using Hsun. The assumption that the atmosphere was stable at night and unstable
during the day proved to not always be true. Comparisons of HdT and Hsun are presented in Figure 6.
The SLS overestimated H as compared to the lysimeter, which is illustrated by Figure 6 as well as the
slope of the regression equation (0.31 and 0.06, respectively). Hdt from the SLS ranged from −347.7
to 475.8 W·m−2 with a mean of −5.1 W·m−2 and a standard deviation of 92.8 W·m−2. Hsun from
the SLS ranged from −226.6 to 475.8 W·m−2 with a mean of 33.6 W·m−2 and a standard deviation
of 93.7 W·m−2. H determined from the lysimeter ranged from −761.7 to 426.4 W·m−2 with a mean
of −11.4 W·m−2 and a standard deviation of 130.1 W·m−2. The lysimeter showed a broader range
of H values compared to the SLS, although mostly with regard to negative flux values. Although
weak correlation is shown in Figure 6, the statistical analysis showed significant correlation (p < 0.05)
for all data periods (2015 only, 2016 only, and 2015–2016) for H. The regression analyses showed all
slopes were significant and all intercepts were significant (p < 0.05) with the exception of HdT for
the combined 2015–2016 dataset (p = 0.27). The measurement footprints of the lysimeter and SLS
are not exactly the same. The lysimeter measures a 3 m by 3 m square whereas the SLS measures an
average across the 100 m path, which is 25 m north of the lysimeter. Although care is taken to ensure
the lysimeter is representative of the surrounding field, the difference in measurement footprint may
contribute to the error in H.
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Figure 6. Comparison of hourly HdT and Hsun from the SLS to lysimeter H for the combined 2015–2016
data based on lysimeter data regressed to (a) HdT; (b) Hsun.

Average hourly H directions, as indicated by the temperature gradient, for the study period are
presented in Figure 7. A clear diurnal pattern is found with the flux direction, as it is common to find a
stable atmosphere during nighttime hours and an unstable atmosphere during the daytime. Overall,
stable conditions occurred more than unstable atmospheric conditions, with 31% and 42% of the hourly
periods under unstable conditions for 2015 and 2016, respectively. Having a greater occurrence of
stable atmospheric conditions was not expected as the atmosphere is typically unstable during the day,
and the day length was longer than the length of nighttime period. Seeing more stable conditions than
unstable indicates that stable atmospheric conditions must have occurred during some of the daytime
hours, as also indicated by Figure 7. With 2015 being one of the wettest years on record for the study
area, the relative humidity was greater for 2015 than 2016. The average relative humidity for the 2015
study period was 70% whereas the average humidity for 2016 was 59%. In addition, the average wind
speed was lower for 2015 compared to 2016 (3.33 m·s−1 and 3.81 m·s−1, respectively). The lower wind
speeds and greater humidity in 2015 may have allowed the atmosphere to stay more stable than in
2016. The greater humidity could have allowed the atmosphere to hold more heat and the lower wind
speed could have reduced turbulence and atmospheric mixing.
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sensors at different heights—the lower sensor minus the higher sensor) and used as the indicator for
flux direction.

In further analysis, hourly ETsls was then calculated using the LE from the SLS and evaluated
against lysimeter data. Hourly ETsls correlated well with hourly ETlys (see Figure 8). Coefficients of
determination ranged from 0.88 to 0.95 with regression slopes ranging from 0.75 to 0.96. Although the
slopes are close to 1, hourly ETsls is slightly overestimated as compared to the lysimeter. RMSE values
ranged from 0.08 to 0.10 mm·h−1, although the relative errors indicated by the %RMSE were much
larger, ranging from 25 to 41%. The 2015 dataset resulted in smaller error than the 2016 dataset with
%RMSE of 25% and 40%, respectively. This is possibly due to the timing of the 2015 data. The same
period of 29 July–22 August for 2016 had a similar error to 2015 (0.09 mm, 30%). The period before
29 July, from 23 June to 28 July 2016 had an error of 0.11 (33%) and the period after 22 August from
23 August to 2 October 2016 had an error of 0.10 (72%). Although the RMSE values for the three
periods in 2016 were similar, the %RMSE values are different. The sorghum crop in 2015 reached
maximum plant height around 21 August, so the 2015 data were collected over at least a partially
growing crop. The corn crop in 2016 reached maximum height around 15 July, so both later periods
included the same crop height; however, the latter period was during grain fill when the corn ET
values were less. For the period of 29 July–22 August 2016, average daily ETlys was 6.73 mm; for the
period of 23 August–2 October 2016, the average hourly ETlys was 3.16 mm, roughly half of that for
the middle period (see Figure 3a).
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Figure 8. Comparison of hourly ET from SLS and lysimeter using (a) combined 2015–2016 data; (b) 2016
only; (c) 2015 only.

In addition to the crop growth, the weather may have contributed the differences in accuracy
of ETsls for 2015 and 2016. Comparing ETref (which is calculated based on weather measurements)
for the same date range of 29 July–22 August in 2015 and 2016, 2016 had larger values than 2015
(see Figure 9). Differences in ETref between the years were significant with a p-value of 0.04. Comparing
maximum and minimum air temperatures as well as incoming solar radiation, 2016 showed much
more variation in daily total incoming radiation. Incoming radiation data for 2015 were consistently
higher and less variable than 2016, which may indicate more occurrences of clear skies in 2015.
In addition to differences in incoming solar radiation, the difference between maximum and minimum
air temperatures was greater in 2016 that in 2015. Although differences in temperatures were evident,
statistical analysis showed no significant difference in maximum air temperature, but significant
differences were present with minimum air temperature (p-value = 0.027). Wind speed measured at
2 m also showed significant differences (p-value = 0.030), with 2016 having higher wind speeds than
2015. The broader range of temperatures and higher wind speeds in 2016 may have had an adverse
effect on SLS measurements.
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Figure 9. Daily ETref for the same DOY in 2015 and 2016, used as an indicator for differences in
weather parameters.

In Figure 8, a cluster of values was found near zero for both the SLS and lysimeter. These
small values likely occurred at night when photosynthesis dramatically slowed and less transpiration
occurred. To investigate potential bias from the inclusion of these small values, the daytime ETsls
data were separated from the nighttime ETsls. The daytime ETsls data were evaluated against daytime
lysimeter measurements. Using only the daytime ETsls resulted in a slight change in the regression
equations, as well as increased variation, indicated by the reduced r2 values (see Figure 10). Although
the variation increased, the RMSE decreased from 25 to 18%, 41 to 29%, and 40 to 31% for the combined
2015 only, 2016 only, and 2015–2016 data, respectively. The RMSE was larger using only daytime data;
however the magnitude of ETsls values were larger for the daytime, resulting in a smaller %RMSE.
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Figure 10. Comparison of daytime hourly ET from the SLS to lysimeter data using (a) 2015–2016
combined data; (b) 2016; (c) 2015.

Regressions using the summed daily data (n = 24, 100, 124 for 2015 only, 2016 only, and 2015–2016,
respectively) resulted in a slightly less correlation than the hourly regressions using hourly data.
Coefficients of variation for the 2015 only, 2016 only, and combined 2015–2016 daily data were 0.85,
0.88, and 0.87, respectively, where the hourly data had r2 values of 0.95, 0.88, and 0.89. However,
the slopes of the regressions were much closer to one for the daily sums, indicating that the regression
equations were able to explain more of the variation (see Figure 11). All correlations were statistically
significant with p-values less than 0.05. In addition, all slopes and intercepts (values presented in
figures) were significantly different from one and zero, respectively. Regression on daily ETsls had an
RMSE of 0.68 mm·d−1 for the combined 2015–2016 data, which corresponded to less than half of the
percent error for hourly ETsls (14% compared to 31%). The reduction in error is likely due to the SLS
having values greater and less than the lysimeter. At the hourly time step, these values contributed to
the error; however, at the daily time step, the greater and lesser values canceled out after summation.
It is important to note that the daily sums do not include all 24 data hours for all days. In the daily
sums, the hourly data corresponding to missing data were omitted and only hours for which there
were acceptable data were summed. Even though usable data for some days were not complete,
the sums for both the SLS and the lysimeter still contained the same number of hourly values.

265



Sensors 2017, 17, 2350

 
(a) 

 

(b) 

 
(c) 

y = 0.91x + 0.63

R² = 0.87

RMSE = 0.75 (14%)

0

2

4

6

8

10

12

14

0 2 4 6 8 10 12 14

S
LS

 E
T d

t
(m

m
)

Lysimeter ET(mm)

2015-2016

y = 0.91x + 0.59

R² = 0.88

RMSE = 1.06 (20%)
0

2

4

6

8

10

12

14

0 2 4 6 8 10 12 14

S
LS

 E
T d

t
(m

m
)

Lysimeter ET (mm)

2016

y = 0.98x + 0.50

R² = 0.85

RMSE = 0.68 (13%)

0

2

4

6

8

10

12

14

0 2 4 6 8 10 12 14

S
LS

 E
T d

t
(m

m
)

Lysimeter ET (mm)

2015

Figure 11. Comparison of summed daily ET from the SLS to summed hourly lysimeter data using
(a) combined 2015–2016 data; (b) 2016 only; (c) 2015 only.

The results of the daily lysimeter (mass change from midnight to midnight) analysis are presented
in Figure 12. For 2015, the results were similar to the summed hourly data; however there were some
differences in the error for 2016 and the combined 2015–2016 data. In the hourly sum analysis, periods
of precipitation or irrigation (the main reason lysimeter data were omitted) were not included in the
analysis, therefore, the effects of the soil (or subsoil) wetting and drying were not considered. In the
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daily analysis, these periods were included, and the scintillometer may not have captured the change
in soil and atmosphere dynamics caused by the soil wetting. With drip irrigation, the soil surface
is typically dry and evaporation is minimized. With a rainfall event, the soil surface is wetted and
evaporation increases thus reducing H and increasing LE. These transition periods, where energy shifts
from H to LE, may not be adequately captured by the SLS.
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Figure 12. Comparison of summed daily ET from the SLS to daily (mass change from midnight to
midnight) lysimeter data using (a) combined 2015–2016 data; (b) 2016 only; (c) 2015 only.
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4. Conclusions

A surface layer scintillometer (SLS) was installed in the subsurface drip-irrigated NE lysimeter
field at the USDA-ARS-CPRL in Bushland, TX to evaluate accuracy of the SLS to determine sensible and
latent heat fluxes. Summed daily ET from the SLS (ETsls) had as RMSE of 0.75 mm·d−1 as compared
to the lysimeter with the regression slope (0.91) significantly different from one (p-value < 0.0001)
and the intercept not significantly different from zero. Hourly ET regressed between the SLS and
the lysimeter showed a slope of 0.91 and intercept of 0.03, both being significantly different from
one and zero, respectively (p-values < 0.0001). Since the SLS cannot determine the direction of H,
different post-processing techniques were evaluated. Using the difference between two air temperature
sensors provides the temperature gradient and subsequent direction of H. The temperature gradient
provided the best indication of the direction of H. Further analysis indicated that during the study
period, stable atmospheric conditions were consistently present, which could have negatively affected
the results from the SLS. Although the statistical performance of Hsls was not good, ETsls correlated
well, with r2 values greater than 0.80, and RMSE values of 0.13 to 0.75 mm for hourly and daily ETsls,
respectively. For summed, daily ETsls, the error was reduced to roughly half the hourly error at 14%.
The reduction in error was likely due to overestimations and underestimations canceling out upon
summation. As mentioned in the introduction section, a need exists for portable instruments that can
provide highly accurate ET data for validation data and other research purposes. The SLS presents the
potential to fill this need. With error rates as low as 14%, the SLS exhibits potential for use in water
management activities such as developing crop coefficients or irrigation scheduling when daily data
can be used. However, for shorter time steps, error rates are larger and comparable to error rates from
other instruments such as EC, and more research is needed to identify the causes of the errors in hourly
data and potential improvements in accuracy of the method. Evaluating data with larger H values,
such as dryland conditions, may provide more information regarding H discrepancies.
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Abstract: Accurate and detailed spatial soil information about within-field variability is essential
for variable-rate applications of farm resources. Soil total nitrogen (TN) and total carbon (TC) are
important fertility parameters that can be measured with on-line (mobile) visible and near infrared
(vis-NIR) spectroscopy. This study compares the performance of local farm scale calibrations with
those based on the spiking of selected local samples from both fields into an European dataset
for TN and TC estimation using three modelling techniques, namely gradient boosted machines
(GBM), artificial neural networks (ANNs) and random forests (RF). The on-line measurements were
carried out using a mobile, fiber type, vis-NIR spectrophotometer (305–2200 nm) (AgroSpec from tec5,
Germany), during which soil spectra were recorded in diffuse reflectance mode from two fields in the
UK. After spectra pre-processing, the entire datasets were then divided into calibration (75%) and
prediction (25%) sets, and calibration models for TN and TC were developed using GBM, ANN and
RF with leave-one-out cross-validation. Results of cross-validation showed that the effect of spiking
of local samples collected from a field into an European dataset when combined with RF has resulted
in the highest coefficients of determination (R2) values of 0.97 and 0.98, the lowest root mean square
error (RMSE) of 0.01% and 0.10%, and the highest residual prediction deviations (RPD) of 5.58 and
7.54, for TN and TC, respectively. Results for laboratory and on-line predictions generally followed
the same trend as for cross-validation in one field, where the spiked European dataset-based RF
calibration models outperformed the corresponding GBM and ANN models. In the second field
ANN has replaced RF in being the best performing. However, the local field calibrations provided
lower R2 and RPD in most cases. Therefore, from a cost-effective point of view, it is recommended to
adopt the spiked European dataset-based RF/ANN calibration models for successful prediction of
TN and TC under on-line measurement conditions.

Keywords: on-line vis-NIR measurement; total nitrogen; total carbon; spiking; gradient boosted
machines; artificial neural networks; random forests

1. Introduction

Estimation of carbon and nitrogen status in the soil is crucial from both agricultural and
environmental points of view. It is well known that soil total carbon (TC) and total nitrogen (TN)
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are vital factors for soil fertility and crop production [1,2]. Traditional laboratory analysis methods
for TN and TC are laborious, time-consuming, costly and destructive [3,4]. Therefore, proximal soil
sensing (PSS) techniques, in particular visible and near infrared (vis-NIR) reflectance spectroscopy can
be considered as a cost-effective and alternative technique for estimating TN and TC [5,6].

On-line (tractor-driven) vis-NIR spectroscopy offers the possibility of collecting high spatial
resolution data, compared with conventional laboratory analyses. However, on-line spectroscopic
measurements are affected by ambient and experimental conditions that need to be overcome for
accurate prediction to be achieved. One way to reduce these negative influences is by adopting
advanced multivariate calibrations techniques, particularly those approaches that account for
nonlinearity between NIR spectral response and soil properties [5]. Furthermore, overlapping of
absorption bands of those properties and scatter effects result in complex absorption patterns,
which cannot be derived using simple correlation or linear techniques [7].

Non-linear regression has been introduced in the literature as the best option to model
spectroscopic data [8,9]. Among those models, support vector machines (SVM) [5,9], artificial
neural networks (ANNs) [10,11], boosted regression trees [12], multivariate adaptive regression
splines (MARS) [9,13] and random forests (RF) [14,15] were proven to provide improved prediction
performances as compared to the linear partial least squares regression (PLSR) for modelling nonlinear
phenomena like soil properties [8,11]. Neural networks, specifically multilayer perceptrons (MLPS),
are mathematical models that use learning algorithms inspired by the brain to store information [16].
They have been examined in the field of spectroscopy using simulated data [17]. They have been
used successfully to model a complex spectral library including over 1100 soil samples for large-scale
study [14], and were used to predict OC based on on-line vis-NIR measurements, outperforming PLSR
with ratio of prediction deviation (RPD) of and 2.28 [11]. However, overfitting is a major problem for
ANN analysis, which has required special data pretreatment [18].

Recently, RF has received growing attention in vis-NIR spectral analyses in different domains. It is
an ensemble learning technique, introduced by Breiman [19], as a combination of tree predictors that
is robust and rarely overfits; it hence yields highly accurate predictions [19–21]. Accordingly, RF can
handle nonlinear and hierarchical behaviors when introducing variability to the general spectral library
for predicting local samples. Boosting trees (BT) characterized by the stochastic that enhances predictive
performance, decreases the variance of the final model, by utilizing only a arbitrary subset of data to
match each new tree [22]. Viscarra Rossel and Behrens [14] have applied BT to predict soil OC, pH and
clay content using non-mobile (laboratory-based) spectroscopy measurement. Gradient boosted
machines (GBM) is a hybrid method that incorporates both boosting and bagging approaches [22,23].
It performs boosting through choosing, at each step, the arbitrary sample of the data ultimately
causing a progressive enhancement of the model performance [23]. GBM has been used successfully
in digital mapping of OC [23–25]. Despite the importance of RF and GBM, no study on the use of
both modelling methods for on-line spectroscopy measurement of soil properties can be found in the
literature. The hypothesis of this study is that both GBM and RF outperform ANN for the on-line
prediction of soil TN and TC.

The main goal of this paper is to compare the performance of GBM, ANNs and RF for the on-line
prediction of TN and TC based on local (single field) dataset from two target fields and spiking of local
samples of these two target fields into an European dataset.

2. Materials and Methods

2.1. Experimental Sites

Two experimental fields were used in this study, namely, Hessleskew and Hagg with total area
of about 12 ha and 21 ha, respectively, both located in Yorkshire (Hessleskew, longitudes −0.590◦

and −0.586◦ W, and latitudes 53.844◦ and 53.844◦ N; Hagg, longitudes of −1.172◦ and −1.166◦ W,
and latitudes of 53.936◦ and 53.941◦ N), The United Kingdom. Hessleskew field is cultivated with
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cereal crops in rotation, where Hagg field is cultivated with vegetable crops (e.g., carrots, cabbage,
onions and leeks). The soil texture for the Hessleskew and Hagg fields is clay and sandy loam,
respectively, according to United States Department of Agriculture (USDA) textural soil classification
system [26].

2.2. On-Line Soil Measurement and Collection of Soil Samples

Both fields were scanned using the on-line system designed and developed by Mouazen [27].
This is a multi-sensor platform consists of a subsoiler, which penetrates the soil to any depth (5–50 cm),
creating a trench, whoever bottom part is smoothened with the downwards forces acting on the
subsoiler. The subsoiler has been retrofitted with the optical probe and attached to a frame. It was
installed into the three point hitch of the tractor. The optical measurement was performed using
an AgroSpec mobile, fibre type, vis-NIR spectrophotometer (Tec5 Technology for Spectroscopy,
Geramany) with spectral range of 305–2200 nm. A differential global positioning system (DGPS)
(EZ-Guide 250, Trimble, Sunnyvale, CA, USA) was utilized to record the positioning associated with
on-line measured spectra along with sub-meter precision (Figure 1). The on-line measurement had been
completed after previous crop harvest in summer of 2015 and 2016 for Hessleslekew and Hagg fields,
respectively. The subsoiler was dragged at parallel transects of 12 m apart, setting the subsoiler tip at
about 15 cm deep. A total of 122 and 149 soil samples were collected during the on-line measurement
from the former and latter fields, respectively. These samples were used for calibration and validation
of the vis-NIR sensor.

Figure 1. The on-line visible and near infrared (vis-NIR) spectroscopy sensor developed by Mouazen [27].

2.3. Laboratory Chemical and Optical Measurements

Fresh soil samples were used in the laboratory spectral and chemical analyses. Each soil sample
was placed in a glass container and mixed well then divided into two parts. The first part was used to fill
three Petri dishes of 2 cm in diameter 2 cm deep, representing three replicated measurements. Each soil
sample were packed into plastic Petri dishes for soil scanning using the same spectrometer used in
the on-line measurements. To obtain optimal diffuse reflection, and hence a good signal-to-noise
ratio, all plant and pebble particles were manually removed and the surface was pressed gently
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with a spatula to be smooth before scanning. A total of ten scans were collected from each replicate,
and these were averaged into one spectrum. The second part of each sample was air dried before it
was analyzed for total carbon (TC) using the combustion method. This was done by oxidizing the
carbon to carbon dioxide (CO2) by heating the soil to at least 900 ◦C on a flow of oxygen-containing
gas that is free from carbon dioxide. The amount of carbon dioxide released is then measured by
a thermal conductivity detector (TCD). When the soil is heated to a temperature of at least 900 ◦C,
any carbonates present are completely decomposed [28]. The total nitrogen was determined using
the Dumas method by heating the soil to a temperature of at least 900 ◦C in the presence of oxygen
gas. During oxidized combustion, mineral and organic nitrogen compounds produce the oxidation
products NOx, in addition to molecular nitrogen (N2). Copper in the reduction tube quantitatively
reduces these nitrogen oxides to N2 and binds excess oxygen. The amount of nitrogen is then measured
by a TCD [29].

2.4. Spectra Pretreatment

The raw average spectra of the on-line and laboratory scanning were subjected to pre-processing,
including successively, noise cut, maximum normalization, first derivative and smoothing using
the prospectr-R package [30]. First, the spectral range outside 370–1979 nm was cut to remove the
noise at both edges. Then, a moving average with five successive wavelengths was used to reduce
noise. Maximum normalization followed, which is typically used to get all data to approximately
the same scale, with maximum values of 1. The maximum normalisation led to better results for the
measurement of TC and TN as compared to the other pre-treatment options tested, including mean
and peak normalization. Spectra were then subjected to first derivation using gap–segment derivative
(gapDer) algorithms [31] with a second-order polynomial approximation. This method enables the
first or higher-order derivatives, including a smoothing factor, to be computed, which determines how
many adjacent variables will be used to estimate the polynomial approximation used for derivatives.
This gapDer resulted in a better performance than second derivative that increased the noise and
reduced the quality of models’ prediction performance. Finally, smoothening with the Savitzky–Golay
technique was carried out to remove noise from the spectra.

2.5. Dataset Set Selection and Modelling Techniques

The following two data sets were considered in this study:

1. Local dataset: where samples collected from two fields (Hessleskew, n = 122; Hagg, n = 149),
2. European dataset (n = 528), where a total of 528 samples collected from five European countries,

namely, Germany (150 samples from two fields), Denmark (147 samples from five fields),
the Netherlands (43 samples from one field), Czech Republic (99 samples from four fields),
and the UK (89 samples from four fields) were collected.

The Kennard–Stone algorithm [32] was used to select the calibration set (75%), and the rest of the
samples (25%) were assigned for the prediction set. The Kennard–Stone algorithm allows to select
points (samples) with a uniform distribution over the predictor space. It begins through selecting
the pair of samples that are the farthest apart. They are assigned to the calibration set and removed
from the dataset. Then, the procedure assigns remaining samples to the calibration set by computing
the distance between each unassigned samples i0 and selected samples i and finding the sample i0
for which:

dselected = max
i0

(min
i
(di, i0)) (1)

This essentially selects sample i0, which is the farthest apart from its closest neighbors i in the
calibration set based on the the Mahalanobis distance (H), which can be defined as the dissimilarity
measure matrix (H) between samples in a given matrix X and can be computed as follows:
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H
(
xi , xj

)
=
√(

xi , xj

)M−1(xi , xj

)T (2)

where M is the variance–covariance matrix and vector T. The algorithm uses the H that can be achieved
by performing a PCA analysis on the input data and computing H as follows:

H2
ij =

A

∑
a=1

(t̂ia − t̂ja)
2/λ̂ia (3)

where t̂ia is the ath principal component score of sample i, t̂ja is the corresponding value for sample j,
λ̂ia is the eigenvalue of principal component a, and A is the number of principal components included
in the computation [30].

Spiking was used to introduce the local variability of the two experimental fields into the European
dataset. A total of 85 and 110 samples that have been selected from the Hessleskew and Hagg fields,
respectively, using the Kennard–Stone algorithm were spiked into the European dataset.

Before running the analysis, the entire dataset of each target field (Hesselskew or Hagg) was
divided into 75% for calibration, and 25% for prediction as described above. This was done for both
the laboratory and on-line collected soil spectra. The 75% soil samples were used for developing
the calibration models for the local dataset (single field), and the spiked European dataset model.
To evaluate these models, cross-validation technique with leave-one-out cross-validation (LOOV)
was performed on the training data (75%). For independent validation, the laboratory reference
measurement values of the prediction set (25%), e.g., 37 and 39 samples from Hessleskew and Hagg,
respectively, were compared with the laboratory and on-line predicted concentration values at the
same positions.

2.5.1. Random Forests Regression

Random forests (RF) is an ensemble learning method developed by Breiman [19], which can be
described as follows:

Suppose we have a calibration set C = {C1, . . . ., Cn} with Ci ≡ (xi, yi) and an independent test
case C0 with predictor x0, the following steps can be carried out:

(1) Sample the calibration set C with replacement to generate bootstrap resamples B1, . . . , BM

(2) For each resample Bm, m = 1, . . . , M, grow a regression tree Tm.
(3) For predicting the test case C0 with covariate x0, the predicted value by the whole RF is obtained

by combining the results given by individual trees. Let f̂ ∗m(x0) denote the prediction of C0 by
mth tree, the RF prediction for regression problems can then be written [33] as:

1
M

M

∑
m=1

f̂ ∗m(x0) (1a)

RF is generally used for data classification and regression. The algorithm works by growing an
ensemble of regression trees based on binary recursive partitioning, where the algorithm first begins
with a number of bootstrap samples (ntree) from the predictor space (original data) [34]. Each bootstrap
sample will then grow regression tree with a modifying operation, in which subsequently a number of
the predictors (mtry) are randomly sampled, and the algorithm chooses the best split from among those
sampled variables rather than considering all variables. The default mtry value is the square root of the
total number of variables [35]. Therefore, the number of trees (ntree) needs to be set sufficiently high.
Consequently, RF hardly overfits when more trees are added [19], but produce a limited generalisation
error [20,36]. The final prediction can be obtained as the mean value of the individual predictions
made by each decision tree. RF does not need complicated data pretreatment and runs very fast
when compared to other machines learning algorithms such as ANNs and GBM [37], which is a very
important factor in the field of on-line and in situ measurements. Figure 2 shows the main processes
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of the RF algorithm. In this work, an ntree of 100 and an mtry of 2 were used to develop the TN
and TC models. These parameters were determined by the tune RF function implemented in the R
software package, named random forest version 4.6–12 [38]. The same split of datasets described
above (75% calibration, 25% prediction) were utilised for RF analysis.

Figure 2. Overview flowchart listing the main steps of the multivariate analysis methods. (a) Random
forests regression; (b) gradient boosted machines (GBM); and (c) artificial neural networks (ANNs).

2.5.2. Gradient Boosted Machines (GBM)

Boosting is a method based on the idea of combining a set of weak learners and delivers
superior predictive performance whose always highly accurate [39]. In GBM, the learning procedure
sequentially fits new models to the training data, utilizing suitable techniques (loss function,
weak learner and additive model) progressively to increase emphasis on observations modelled
poorly through the existing collection of trees. This particular enhancement can be achieved through
constructing the new base-learners to become maximally related using the negative gradient of the
loss function, linked to the entire ensemble (Figure 2). Boosting draws bootstrap samples of the
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predictor data, fits a tree, and subtracts the prediction from the original data. The trees tend to be
iteratively suited to the residuals and the predictions summed up [40]. Steps to avoid overfitting are
essential because the sequential nature of boosting allows trees to be added before the model is entirely
overfitted [41]. According to Hastie [38] the GBM algorithm can be described as follows:

1 − Initialize f0(x) = arg minγ

N

∑
i=1

L(Yi, γ). (2a)

This initializes the optimal constant model, which is just a single terminal node tree.
For m = 1 to M:

(a) For i = 1, 2, . . . , N compute

rim = −
[

∂L(Yi, f (xi))

∂ f (xi)

]

f= fm−1

(2b)

The components of the negative gradient are referred to the generalized residuals rim of the
current model on the ith observation evaluated at f = f m−1.

(b) Fit a regression tree to the targets rim giving terminal regions

Rjm, j = 1, 2, . . . . . . .Jm.

(c) For j = 1, 2, . . . ., Jm compute

γjm = arg min
γ

∑
xiεRjm

L(Yi, fm−1(xi) + γ) (2c)

γ parameterizes the split variables and split points at the internal nodes, and the predictions at
the terminal nodes. In the gbm package ε is shrinkage with default 0.001 that to allow at least for
1000 trees. The best fits the current residuals is added to the expansion at each step as in step (d).
This produces fm(x), and the process is repeated. At each iteration m, one solves for the optimal lose
function and add to the current expansion fm−1(x).

The boosting models were fitted by using the code published by Elith et al. [42], which is based
on the package gbm in R software. There is a range of tuning parameters for GBM model; shrinkage
reduces the participation of each tree to the final model. Shrinkage setup was recommend to be small
enough (0.01–0.001) to allow at least for 1000 trees [42]. Hence, for all procedures, shrinkage was set
to the lower end of the recommendations (0.001). The subsampling rate “bag fraction” that specifies
the ratio of the data to be used at each iteration was set up to the default (0.50). The number of trees
(ntree) is more relevant than for random forest, as gradient boosting overfits if ntree is excessive.
Hence, ntree was determined for each individual modeling case. The same split of datasets described
above (75% calibration, 25% prediction) were utilised for GBM analysis.

2.5.3. Artificial Neural Networks (ANNs)

ANNs are a machine learning framework that attempts to mimic the learning pattern of natural
biological neural networks and are based on their ability to “learn” throughout a training procedure
exactly where they're given inputs and a set of anticipated results. ANNs are a machine learning
framework that attempts to mimic the learning pattern of natural biological neural networks and
are based on their ability to “learn” throughout a training procedure exactly where they’re given
inputs and a set of anticipated results. The neural network used in this study was a multilayer
perceptron (MLP) neural network. It typically consists of an input layer (i.e., spectral data or principal
components), one or more hidden layers, where the real processing is performed via a system of
weighted ‘connections’, and an output layer (prediction), where the answer is output (Figure 2).
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They function by linking the input neurons to output neurons, through the connections (weights).
The ANNs algorithm with single layer can be described [43] as follows:

First, r different linear combinations of the x-variables are built

yj = a0j + a1jx1 + . . . + amjxm for j = 1, . . . ., r (3a)

and then a nonlinear function s—often the sigmoid function—is applied:

zj = σ

(
yj

)
=

1
1 + exp

(
−yj

) for j = 1, . . . ., r (3b)

Equations (3a) and (3b) constitute a neuron with several inputs x and one output z.
The new variables zj can be used in different ways to produce the final output y:
(a) as inputs of a neuron with output y, (b) in a linear regression model,

y = b0 + b1z1 + b2z2 + . . . + brzr + e (3c)

and (c) in a nonlinear regression model

y = b0 + b1 f1(z1) + b2 f2(z2) + . . . + br fr(zr) + e (3d)

The most straightforward approach was used to build the ANNs model. This is performed
using the training and test sets. Samples in the training data sets were the same as those in the
calibration sets used in the RF and GBM analyses, whereas the test sets were the same as the prediction
set. Leave-one-out cross-validation was used to avoid over-fitting and to monitor the training error.
The input layer has the same number of input nodes to the number of soil samples used in each
calibration set. The output layer has one node of TN and TC. The number of nodes in the hidden layer
was adjusted during the training from 6 to 20 to get the optimised network structure, which resulted in
the lowest training error. The training algorithm was selected as stochastic gradient descent, and the
training time was set to 1000 times. Exponential and logistic functions were selected for the hidden
and the output layers, respectively. The performance of the resultant models were chosen according to
the following evaluation parameters: high R2 (both in calibration and prediction), and low root mean
square error of prediction (RMSEP). The caret package [44] has been used to perform the ANN models
in R software [45].

2.6. Evaluation of Model Accuracy

Model performance for the prediction of TN and TC were evaluated by means of R2, RMSEP and
RPD, which can be defined as follows:

RMSE =

√
∑

n
i=1(ŷi − yi)

2

n − 1
(4a)

R2 = 1 − SSerror

SStotal
(4b)

where the SStotal and SSerror are the variance of measured values and the sum of squared
residuals, respectively:

SStotal =
n

∑
i=1

(yi − y)2 (4c)

SSerror =
n

∑
i=1

(yi − ŷi)
2 (4d)

RPD = SD/RMSE (4e)
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Viscarra Rossel et al. [46] classified the RPD values referring to accuracy of modelling into six
classes: excellent (RPD > 2.5), very good (RPD = 2.5–2.0), good (RPD = 2.0–1.8), fair (RPD = 1.8–1.4),
poor (RPD = 1.4–1.0), and very poor model (RPD < 1.0). In this study, we adopted this model
classification criterion to compare between different calibration models in cross-validation and in
laboratory and on-line predictions.

3. Results

3.1. Laboratory Measured Soil Properties

The descriptive statistics for measured TN and TC in both fields are shown in Table 1 and Figure 3.
It can be observed that TN concentration is low, with mean and maximum values of 0.25% and 0.34%,
respectively, whereas the mean and maximum values of TC are 2.12% and 3.67%, respectively, in the
Hessleskew field. Both TN and TC in the Hagg field are even smaller than in the Hessleskew field,
with mean values of 0.21% and 1.92%, respectively (Table 1). The small range of variability in TN and
TC implies these fields are certainly not the optimal case study, as the smaller the variability is, the less
successful results can be expected for the prediction capability of the vis-NIR spectroscopy calibration
models established [6].

Figure 3. Histograms, box-plots and descriptive statistics of (a) soil total nitrogen (TN) and (b) total
carbon (TC) for Hessleskew and Hagg fields, and European dataset.
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The mean and median of TN are equal in Hessleskew and Hagg, indicating that TN fallows
normal distribution, meanwhile European dataset shows left skewed with the mean being greater
than the median (0.15 and 0.14%, respectively). The sample distribution of TC is similar to TN in both
Hessleskew and Hagg with unimodal as the mean and median values are comparable, whereas the
distribution of TC in European dataset shows non-modality and left skewed with the mean being
larger than the median (1.67% and 1.45%, respectively).

Table 1. Descriptive statistics for soil total carbon (TC) and total nitrogen (TN) for Hessleskew, Hagg
fields, and European datasets.

Min 1st Qu. Median Mean 3rd Qu. Max St.dev

Hessleskew (n = 122)

TN (%) 0.19 0.23 0.25 0.25 0.26 0.34 0.02
TC (%) 1.72 1.94 2.05 2.12 2.22 3.67 0.30

Hagg (n = 149)

TN (%) 0.13 0.19 0.21 0.21 0.24 0.35 0.04
TC (%) 1.34 1.68 1.90 1.92 2.08 3.18 0.31

European (n = 528)

TN (%) 0.03 0.11 0.14 0.15 0.17 0.30 0.04
TC (%) 0.45 1.22 1.45 1.67 1.70 3.76 0.77

3.2. Performance of the Calibration Models for Predicting TN

Table 2 and Figures 4 and 5 show the cross-validation, laboratory and on-line prediction
results for TN calibration models developed with local and European datasets. In cross-validation,
RF outperformed both GBM and ANN, successively, for modelling TN. The best results achieved with
RF are based on the spiked European dataset with R2 = 0.97, RMSECV = 0.01%, and RPD = 5.58
for the Hagg field, and R2 = 0.96, RMSECV = 0.01%, and RPD = 4.83 for the Hessleskew field
(Table 2). The lowest results are obtained with ANN based on local dataset with R2 = 0.35,
RMSE = 0.03%, and RPD = 1.25 for the Hagg field, and R2 = 0.62, RMSE = 0.01%, and RPD = 1.62 for
the Hessleskew field.

The performance of the laboratory prediction shows a different trend to that of the cross-validation,
where the GBM based on the spiked European dataset models generally provide the best results with
R2 = 0.87, RMSE = 0.02%, and RPD = 2.79 in the Hesselskew field (Table 2; Figure 4), followed by
RF model based on the spiked European dataset with R2 = 0.84, RMSE = 0.02%, and RPD = 2.51 in
the Hagg field (Table 2; Figure 5). However, GBM-local dataset-based models in particular for the
Hessleskew field has resulted in the least significant results (R2 = 0.60, RMSE = 0.01%, and RPD = 1.60),
and R2 = 0.62, RMSE = 0.02%, and RPD = 1.65 in the Hagg field, shown in Table 2). ANN outperforms
GBM in modeling based on local dataset with R2 of 0.69 and 0.66, RMSE of 0.01% and 0.02%, and RPD
of 1.81 and 1.74 for the Hessleskew and Hagg field, respectively. However, RF local model shows
better performances for laboratory prediction of TN, compared to both ANN and GMB based on the
corresponding datasets, particularly in the Hesselskew field.

Like for the cross-validation, the best results of on-line prediction are obtained with RF, followed
successively by GBM and ANN (Table 2). This is true in the Hagg field, where the highest results of
RF model obtained with the spiked European dataset with R2 = 0.83, RMSE = 0.02%, and RPD = 2.40,
followed by RF model based on local dataset with R2 = 0.79, RMSE = 0.02%, and RPD = 2.20 in the Hagg
field (Table 2; Figure 5). The local-ANN based model has the lowest results in the Hagg field (R2 = 0.11,
RMSE = 0.04%, and RPD = 1.07) and the Hessleskew field (R2 = 0.26, RMSE = 0.02%, and RPD = 1.18),
followed by GBM local model for the the Hessleskew field (R2 = 0.53, RMSE = 0.02%, and RPD = 1.48,
Table 2). However, the model prediction performance varies between the two studied fields. Although
the best performing local dataset was with RF, ANN provides a better prediction with the spiked dataset
in the Hesselskew field, although the differences are small compared to RF and GBM.
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Figure 4. Scatter plots of visible and near infrared (vis-NIR)-predicted versus laboratory-analysed
total nitrogen (TN) in Hessleskew field in cross validation (a); lab prediction (b) and on-line prediction
(c); using local dataset (A) and spiked European dataset (B); comparing between gradient boosted
machines (GBM), artificial neural network (ANNs) and random forests (RF) models.

283



Sensors 2017, 17, 2428

Figure 5. Scatter plots of visible and near infrared (vis-NIR)-predicted versus laboratory-analysed total
nitrogen (TN) in Hagg field in cross validation (a); lab prediction (b) and on-line prediction (c), using
local dataset (A) and spiked European dataset (B); comparing between gradient boosted machines
(GBM); artificial neural network (ANNs) and random forests (RF) models.
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3.3. Performance of the Calibration Models for Predicting TC

Table 2 and Figures 6 and 7 show the results of cross-validation, laboratory and on-line predictions.
For cross-validation, the RF outperformed both GBM and ANN models. The best results are achieved
with RF using the spiked European dataset in both fields with R2 = 0.98, RMSECV = 0.10% and
RPD = 7.54 for the Hagg field, and R2 = 0.98, RMSECV = 0.06% and RPD = 6.48 for the Hesselskew
field. However, the performance of the RF model in the Hessleskew field is identical to that of GBM.
While the results of local-ANN based model is the poorest in the Hessleskew field with R2 = 0.44,
RMSE = 0.21% and RPD = 1. 34, followed by local-GBM based model in the Hagg field with R2 = 0.65,
RMSECV = 0.19% and RPD = 1.70. Overall, the cross-validation results for TC is identical to that for
TN reported above.

The laboratory prediction of TC behaves similarly to the cross-validation stage, where RF
over-performs both GBM and ANN (Table 2), with the best results obtained for the RF model based on
the spiked European dataset (R2 = 0.88, RMSE = 0. 14% and RPD = 3.49 in the Hagg field, followed
by GBM model based on the spiked European dataset (R2 = 0.83, RMSE = 0. 15% and RPD = 3.16 in
the Hagg field). However, ANN model outperforms both RF and GBM in the Hessleskew field with
the spiked European dataset (R2 = 0.83, RMSE = 0.20% and RPD = 2.44). RF models outperform both
GBM and ANN models based on the local dataset in both Hesselsekew and Hagg fields (Table 2 and
Figure 8).

Similarly to the laboratory prediction, the best results for the on-line prediction are achieved using
RF based on the spiked European dataset in the Hagg field (R2 = 0.86, RMSE = 0.14% and RPD = 3.24),
followed by GBM based on the spiked European dataset in the Hagg field also (R2 = 0.85, RMSE = 0.
20% and RPD = 2.95). Again, ANN based on the spiked European dataset outperform both RF and
GBM in the Hessleskew field (R2 = 0.78, RMSE = 0.25% and RPD = 2.14). For the local dataset based
models, RF outperforms both GBM and ANN models in both the Hagg and Hessleskew fields (Table 2;
Figure 8).

4. Discussion

4.1. Comparison of Model Performance

In this work we compared the accuracy of the GBM, ANN and RF methods for the prediction of
TN and TC based on local and European datasets. The variations of R2, RPD as well as RMSE values
obtained from cross-validation, laboratory and on-line prediction are shown in Table 2 and Figures 8
and 9.

Although RF models have resulted in the highest prediction performance followed by GBM in
cross-validation, this was the case for the laboratory and on-line predictions in the Hagg field only,
whereas ANN models based on the spiked European dataset has provided improved results for the
laboratory (for TC only) and on-line (for both TC and TN) predictions in the Hessleskew field only.
This means that the laboratory prediction followed the same trend as for cross-validation in the Hagg
field only, where RF outperform both GBM and ANN. Sorenson et al. [15] found RF to outperform
ANN for the prediction of OC and TN for non-mobile measurement, reporting RMSE = 0.62 and 1.56%,
and RPD = 2.1 and 0.90 for RF and ANN, respectively, for OC and RMSE of 0.60 and 0.12%, and RPD
of 2.1 and 1.0 for RF and ANN, respectively for TN. Viscarra Rossel and Behrens [14] reported better
prediction results for RF compared to BT, but was less performing than ANN using the discrete wavelet
transform as the predictors (RMSEP of 0.99%, 0.93% and 0.75%, and R2 of 0.83, 0.84, and 0.89 for
DWT-BT, DWT-RF, and DWT-ANN, respectively). This points out that, depending on the geographic
region, one method may outperform several others [47].
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Figure 6. Scatter plots of visible and near infrared (vis-NIR)-predicted versus laboratory-analysed total
carbon (TC) in the Hesselskew field in cross validation (a); lab prediction (b) and on-line prediction
(c); using local dataset (A) and spiked European dataset (B); comparing between gradient boosted
machines (GBM), artificial neural networks (ANNs) and random forests (RF) models.
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Figure 7. Scatter plots of visible and near infrared (vis-NIR)-predicted versus laboratory-analysed
total carbon (TC) in the Hagg field in cross validation (a); lab prediction (b) and on-line prediction
(c); using local dataset (A) and spiked European dataset (B); comparing between gradient boosted
machines (GBM), artificial neural networks (ANNs) and random forests (RF) models.
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Figure 8. Comparison of residual prediction deviation (RPD) values for (A) total nitrogen (TN) and
(B) total carbon (TC) predictions obtained with (a) gradient boosted machines (GBM); (b) artificial
neural networks (ANNs) and (c) random forests (RF) analyses in cross-validation (Cal), laboratory
prediction (Lab) and on-line prediction (Online). Results were generated with local field datasets of
122 and 149 samples for the Hessleskew and Hagg fields, respectively, and a spiked European dataset
(528 samples).

Figure 9. Comparison of root mean square error (RMSE) values for (A) total nitrogen (TN) and
(B) total carbon (TC) predictions obtained with (a) gradient boosted machines (GBM); (b) artificial
neural networks (ANNs) and (c) random forests (RF) analyses in cross-validation (Cal), laboratory
prediction (Lab) and on-line prediction (Online). Results were generated with local field datasets of
122 and 149 samples for the Hessleskew and Hagg fields, respectively, and a spiked European dataset
(528 samples).
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Similar to the on-line predictions, the results of RF for the Hagg field are better than those in the
Hessleskew field, which is in line with the results reported by Nawar and Mouazen [5] for on-line
measurement based on the spiked European dataset (RMSEP of 0.03–0.19% and RPD of 5.21–5.94 for
TN and TC, respectively). However, results in this research are better than those reported by Kuang
and Mouazen [48] using PLSR, with RPD of 2.52 and 2.33 for TN and OC, respectively and better
than ANN models [11] for on-line prediction of OC (RPD = 2.28, compared to RPD of 2.52 of the
current research). RF outperforms both GBM and ANN for on-line predictions in the Hagg field only,
whereas ANN replaces RF in being the best performing for on-line prediction in the Hessleskew field.
From the quality of on-line prediction of the studied two soil properties it can be concluded that ANN
might perform equally as RF, which rejects the hypothesis of the current work that both RF and GBM
outperform ANN for on-line prediction of TN and TC.

4.2. Influence of Dataset on Models’ Performance

The influence of dataset size and concentration range showed great influences on the performance
in calibration and prediction. The results associated with spiking local samples into the European
dataset more often enhances the overall model performance, especially for cross-validation,
in comparison with those obtained using the local dataset (Table 2 and Figure 8), which is in agreement
with the results presented by Brown [49] and Sankey et al. [50] for non-mobile measurements,
and Kuang and Mouazen [48] for on-line measurements. The improvement was mainly expressed
as improved R2 and RPD, and RMSEP in laboratory and on-line predictions (Table 2 and Figure 9).
This finding is in agreement with Kuang and Mouazen [48], who reported improvement in R2 and RPD
for predictions of TN and TC by adding local samples into a general library. Furthermore, Nawar and
Mouazen [5] reported that the spiking of local soil samples into European datasets turned out to be
a competent method to enhance the prediction associated with target field samples. Compared to
published results, using the spiking of target field samples into European samples obtained with PLSR
analyses [48] for TN (RPD = 1.96–2.52) and OC (RPD = 1.88–2.38), the results of on-line prediction
based on RF in the current research is better for TN and TC, and better than those results reported
for on-line measurement of OC by Kuang et al. [11] using ANN analysis with RPD and RMSE values
of 2.28 and 1.25%, respectively. Taking into account the small variation range of TN and TC in the
two scanned fields (Table 1), spiking of the European dataset with local samples seems to provide
the best scenario to improve on-line prediction performance. This was also proved to be true for
laboratory-scanned (non-mobile) soil spectra spiked into global or European datasets [51,52].

A possible explanation for the high performance of both the laboratory and on-line predictions
with the spiked European data set is the wider concentration ranges (larger variability) within the
datasets for both properties compared to the narrow range of the local datasets. This wide range
or variability is indeed a fundamental factor in the calibration of the vis-NIR spectroscopy which is
essential for successful modelling of data, particularly in fields with narrow concentration ranges.
In fact, if the concentration range in a field is too narrow, no calibration models can be established
at all, and it will be essential at this point to spike selected samples from a target field into existing
spectral library with wide concentration range. This implies that the overall model performance may
depend to a large extent of variability exist in the dataset [53]. This is the reason why researchers
have concluded that calibration models should be established based on libraries that capture wide
concentration range and soil types [54]. Kuang and Mouazen [6] reported that fields with small
variations in concentrations of a given soil property will properly lead to inferior model performance
(small R2 and RPD). Furthermore, Nawar and Mouazen [5] found that spiked local sample with small
variation (small range) into an European dataset with wide concentration range improved the on-line
prediction (in terms of improved R2 and RPD and decreased RMSEP) of TN and TC compared to
local datasets.
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5. Conclusions

In this study the performance of generalized boosted machines (GBM), artificial neural networks
(ANNs), and random forests (RF) methods was compared for the visible and near infrared spectroscopy
prediction of soil total nitrogen (TN) and total carbon (TC) under laboratory (non-mobile) and on-line
(mobile) scanning conditions in two selected fields in the UK (Hessleskew and Hagg fields). We have
tested the performance of these modelling methods using local and European datasets, spiked with
samples from the two target fields. Generally, the performance of the GBM, ANN and RF models
varied according to the dataset used. Results showed the majority of the RF models to outperform
the corresponding GBM and ANN models in cross-validation, laboratory and on-line predictions.
Results in cross-validation showed improved performance with the spiked European dataset that were
collected from 16 fields in five European countries. Nevertheless, the performance of laboratory and
on-line predictions does not necessarily behave similarly to cross-validation. The ANN model based on
the spiked European dataset showed better performance than RF and GBM in laboratory (for TC only)
and on-line prediction (for TC and TN) in the Hessleskew field only. The highest on-line prediction
results were observed with RF models in the Hagg field based on the spiked European dataset.

From the results obtained in this work, it is observed that calibrations obtained with the spiked
European dataset is the most successful option for on-line predictions of the TN and TC, compared
to field local calibration. The spiked European calibrations based on 528 samples provided a larger
coefficient of determination (R2) and residual prediction deviation (RPD) compared to the local
calibration models for TN and TC in both fields. Future work needs to focus on optimizing the
selection of an optimal dataset to be spiked into the European dataset. This needs to test distance
matrices and sample selection algorithms for potential improvement in the prediction quality of
resulted models compared to random sample selection based modelling.
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Abstract: Striped stem-borer (SSB) infestation is one of the most serious sources of damage to
rice growth. A rapid and non-destructive method of early SSB detection is essential for rice-growth
protection. In this study, hyperspectral imaging combined with chemometrics was used to detect early
SSB infestation in rice and identify the degree of infestation (DI). Visible/near-infrared hyperspectral
images (in the spectral range of 380 nm to 1030 nm) were taken of the healthy rice plants and
infested rice plants by SSB for 2, 4, 6, 8 and 10 days. A total of 17 characteristic wavelengths were
selected from the spectral data extracted from the hyperspectral images by the successive projection
algorithm (SPA). Principal component analysis (PCA) was applied to the hyperspectral images, and
16 textural features based on the gray-level co-occurrence matrix (GLCM) were extracted from the
first two principal component (PC) images. A back-propagation neural network (BPNN) was used
to establish infestation degree evaluation models based on full spectra, characteristic wavelengths,
textural features and features fusion, respectively. BPNN models based on a fusion of characteristic
wavelengths and textural features achieved the best performance, with classification accuracy of
calibration and prediction sets over 95%. The accuracy of each infestation degree was satisfactory,
and the accuracy of rice samples infested for 2 days was slightly low. In all, this study indicated the
feasibility of hyperspectral imaging techniques to detect early SSB infestation and identify degrees
of infestation.

Keywords: rice; striped stem-borer; hyperspectral imaging; texture feature; data fusion

1. Introduction

Rice is one of the most important foods for more than half of the global population. Pest infestation
is one of the severe threats to rice growth, and it usually leads to serious loss of yield and quality [1].
Striped stem-borer (SSB) is one of the destructive rice pests in many rice-growing countries [2].
The traditional detection method for SSB is manual inspection according to conspicuous symptoms,
such as a dead heart at tillering age and a white head at booting age [3]. As striped stem-borer is
a boring insect and feeds on plant tissue in the stem wall [4], the stalk characteristics will change earlier
than the canopy characteristics. Accurate SSB statistics need to dissect rice in the laboratory, which
demands expert knowledge of the pest. This procedure is time-consuming and labor-intensive, and
will decrease the detection efficiency and delay the appropriate controlling time. Hence, an efficient
and effective detection method is necessary for early detection of SSB infestation in rice.

The optical properties of the plant refer to the absorption, reflectance and transmittance of light
when the plant surface interacts with radiant energy. Reflectance can be influenced by the plant’s
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physiological properties and, thus, has been utilized by spectral technology to detect plant disease [5],
fruit quality [6], agricultural product characteristics [7] and so on. Pest infestation can cause external
and internal damage to the plant, such as the destruction of cell structure by the nibbling of tissue [8]
and the loss of photosynthetic pigments by the piercing and sucking of sap [9], etc. The reflectance
of plants in the visible waveband is associated with pigments, while reflectance in the near-infrared
waveband provides information about plant water content and physical structure [10]. Thus, the
spectral technique has the potential to be used to detect pest infestation in plants by measuring changes
in spectral reflectance [11–13].

Besides changes in spectral characteristics, the external features of a plant would also change
along with the changes of its physiological properties induced by pest feeding, excretion and other
activities. These changes, such as yellowing, rot, defect, etc., could be captured by machine vision,
and the image features would vary with the level of aggravation of the infestation. The extracted
image features could be used to establish detection models with the reference data. Hence, imaging
techniques have been applied in order to detect pest infestation [14–16].

Hyperspectral imaging is a technique integrating spectroscopy and imaging techniques, which
can acquire both spectral and spatial information at high resolution. Hyperspectral imaging has been
investigated as a potential technique in crop protection [17]. Sytar et al. [18] have reviewed the studies
of hyperspectral imaging techniques to detect plant changes caused by salt stress and have shown the
potential of this technique to detect salinity in soil. Thomas et al. [19] have reviewed research about
plant disease detection based on the hyperspectral imaging technique and have shown the potential to
detect and identify plant diseases before visible symptoms appear.

Zhao et al. [20] have distinguished Chinese cabbage infested by aphids from healthy cabbage
based on hyperspectral imaging technology, and obtained the highest accuracy rate of 90%.
Wu et al. [21] have employed the hyperspectral imaging technique to detect Pieris rapae larvae on
cabbage leaves, and acquired classification accuracy above 96%. Thus, these studies indicated that the
hyperspectral imaging technique has great potential for detecting pest infestation.

The main purpose of this study was to detect early striped stem-borer infestation in rice
and identify degrees of infestation based on a visible/near-infrared hyperspectral imaging system.
The specific objectives were to: (1) establish back-propagation neural network (BPNN) models to
identify healthy rice samples and samples infested to different degrees; (2) select characteristic
wavelengths by successive projection analysis (SPA); (3) extract textural features based on the gray-level
co-occurrence matrix (GLCM); (4) improve detection performance by combining characteristic
wavelengths and texture features.

2. Materials and Methods

2.1. Rice Samples Preparation

A total of 114 rice plants (Y Liangyou689, non-glutinous rice) were grown in an outdoor
environment under insect-proof screen in Zhejiang University, Hangzhou, China. Eggs of the striped
stem-borer were bought from the Shennong Biotechnology Company, Hangzhou, China, and were
hatched on a moistened filter paper in a petri dish at a temperature of 28–30 ◦C and under illumination
of 3000 lux for 10 h. When the rice was at the tillering stage, one first-instar striped stem-borer larva
was placed on the rice after 2 h of starvation [22]; 69 rice plants were inoculated as the experimental
group; and 45 rice plants were kept as the control group without inoculation.

The hyperspectral images of control and infested rice plants were acquired every two days from
22 July 2016 (two days after infestation) to 30 July. The acquisition terminated on the eleventh day
after infestation because the symptoms of top yellowing and stem-rotting lesions were already serious
enough for there to be no need for detection by hyperspectral technology. The degrees of infestation
(DI) were divided into DI1, DI2, DI3, DI4, DI5 according to the infested days, as shown in Figure 1; and
the control group with healthy rice plants was referred as DI0. DI1 referred to the samples infested for

295



Sensors 2017, 17, 2470

two days, DI2 referred to the samples infested for 4 days, and so on. The number of infested samples
on the last day decreased to 44 because of the loss caused by aggravated infestation. Thus, a total
365 samples (the number of DI0, DI1, DI 2, DI3, DI4, DI5 were 45, 69, 69, 69, 69, and 44 respectively)
were acquired in this study.

 
(a) (b) (c) (d) (e) (f) 

Figure 1. Samples of six degrees of infestation: (a) DI0; (b) DI1; (c) DI2; (d) DI3; (e) DI4; (f) DI5.

2.2. Hyperspectral Imaging System and Image Acquisition

2.2.1. Hyperspectral Imaging System

The visible/near-infrared hyperspectral imaging system, with 512 bands in the spectral ranges
of 380–1030 nm, includes an imaging spectrograph (ImSpectorV10E; Spectral Imaging Ltd., Oulu,
Finland); a 672 × 512 CCD camera (C8484-05, Hamamatsu Photonics, Hamamatsu, Japan); a camera
lens (OLES23; Specim, Spectral Imaging Ltd., Oulu, Finland); two 150 W tungsten halogen lamps
(Fiber-Lite DC950 Illuminator; Dolan Jenner Industries Inc., Boxborough, MA, USA) placed on both
sides of the camera at a 45◦ angle; and a conveyer belt driven by a stepping motor (IRCP0076,
Isuzu OpticsCrop, Zhubei, Taiwan). The system is controlled by a computer with Spectral Image-V10E
software (Isuzu Optics Corp, Zhubei, Taiwan).

2.2.2. Image Acquisition and Calibration

Before image acquisition, the parameters of the hyperspectral imaging system should be adjusted
to acquire a clear and non-distorted image. The height between the samples and the lens was 35 cm;
the conveyer belt’s moving speed was 3.00 mm/s; and the exposure time of the camera was 0.08 s.
The sample was placed flat on the conveyer when collecting the image. To reduce noise and avoid
the influence of dark current, the raw hyperspectral image should be calibrated according to the
following formula:

Ic =
Iraw − Idark

Iwhite − Idark
(1)

where the Ic is the calibrated hyperspectral image; Iraw is the raw hyperspectral image; Idark is the dark
reference image with 0% reflectance; and Iwhite is the white reference image with 99.9% reflectance.
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2.3. Spectral Information Extraction

The region of interest (ROI) was predefined as the stalk region of rice in the image. As each pixel
in the hyperspectral image corresponds to a spectral curve in full bands, the spectrum of all pixels in
the ROI was averaged as representative of the sample. The samples were divided into a calibration set
and a validation set by the Kennard–Stone (KS) algorithm [23] in a ratio of 2:1. There were 243 samples
in the calibration set and 122 samples in the prediction set.

2.4. Texture Feature Extraction

Textural features have been utilized to reflect a plant’s physical characteristics such as firmness,
color and roughness, which are related to the spatial arrangement of pixel intensity in an image. SSB
infestation would influence not only the spectral characteristic but also the textural features of rice stalk.
The gray-level co-occurrence matrix (GLCM) [24], as one of the most commonly used textural features
in hyperspectral imaging, is defined as the relative frequency of occurrence of pixel pairs in a certain
distance (D) and direction (θ) [25]. Eight descriptors of GLCM were chosen in this study, including
mean, variance, homogeneity, contrast, dissimilarity, entropy, second moment, and correlation. Mean
is the average grey level in the chosen image. Variance reflects the grey-level standard deviation.
Homogeneity measures the closeness of the distribution of elements in the GLCM to the GLCM
diagonal. Contrast is a measure of the degree of spread of the grey levels or the average grey-level
difference between neighboring pixels. Dissimilarity is similar to contrast, but increases linearly as
the difference between two pixels increases. Entropy measures the degree of disorder in an image.
Second moment measures the textural uniformity or pixel-pair repetitions. Correlation is a measure of
grey-level linear dependencies in the image [26,27].

Each band in a hyperspectral image corresponds to a gray-scale image, and one hyperspectral
image contains 512 images. The textural features set will be huge and difficult to calculate if GLCM
features are extracted based on full bands. Thus, principal component analysis (PCA) was employed
to transform hundreds of images into principal component (PC) images, and the textural features were
extracted based on the first few PC images that contained enough valid information. The extraction
of spectral and textural features from hyperspectral images was performed on ENVI 4.6 (ITT, Visual
Information Solutions, Boulder, CO, USA).

2.5. Data Analysis

2.5.1. Characteristic Wavelength Selection

The hyperspectral data of each sample contains 512 variables in a full band. The redundancy
and collinearity of the huge dataset would inevitably disturb the detection accuracy. A selection of
characteristic wavelengths which have the most influence on the degree of infestation is essential in
order to reduce the data dimensions and improve the detecting efficiency.

The successive projection algorithm (SPA) was employed in this study to choose the characteristic
wavelengths. SPA is a common and effective method for reducing the variables of hyperspectral data,
which can minimize the collinearity effects of raw input [28,29]. SPA is a forward variable selection
method [30] by optimizing the multiple linear-regression (MLR) model, which includes two phases.

Phase 1 is to project the input X (N × K) matrix, and generate K chains with M variables,
M = min(N − 1, K). This process includes six steps: Step 1 is to initialize zi with xk, where i is the
iteration counter, and initialize xi

j with xj, where j = 1, . . . , k. Step 2 is to calculate the matrix P of

projection onto the orthogonal subspace to zi. Step 3 is to calculate the projected vector xi+1
j . Step 4 is

to determine the index jmax of the largest projected vector and store the index. Step 5 is to initialize
zi+1 with xi+1

jmax. Step 6 is to return to Step 2 and start another iteration if i < M.
Phase 2 is to choose the best variable subset from the candidate subsets extracted from the K

chains according to the minimum root mean square error (RMSE) obtained by applying the MLR
model to the validation set [31].
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2.5.2. Chemometrics Algorithm

To identify degrees of infestation, the chemometrics algorithm needs to be employed as a classifier
in order to accept the extracted information as input. The BPNN is a multi-layer feed-forward neural
network with great capacity for non-linear mapping, and has been applied in hyperspectral imaging
analysis in many studies [32–34]. The basic BPNN consists of an input layer, a hidden layer and
an output layer. The connection between layers depends on the nodes of each layer. There are three
main steps to train the BPNN model, including feed-forward computation, errors back-propagation,
and weights updates [35]. Feed-forward computation aims to calculate and transmit the value of nodes
in the order from the input layer to the output layer. Errors back-propagation aims to calculate the
errors between the output and the reference and transmit the errors back successively. The weights
are then updated until the error meets the target error or the training times reach the requirements.
After comparing multiple network structures with different parameters, the optimal parameters of the
number of nodes, the learning rate, the target error and the training times were set as 5, 0.6, 1 × 10−5,
and 1000, respectively. Identification accuracy and run time were employed to evaluate the BPNN
performance with different datasets. The SPA and BPNN algorithms were executed on Matlab R2011b
(The Math Works, Natick, MA, USA).

3. Results

3.1. Spectra Features

The head and end ranges of wavebands contain a large proportion of noise. Therefore, the first
82 bands and the last 22 bands were removed to improve the signal-noise ratio. Spectra in the range of
480–1000 nm were pre-processed by Savitzky–Golay smoothing before analysis. The average spectra of
each degree are shown in Figure 2. It was found that the general trends of six curves were similar.
Significant differences of reflectance were observed in the range of 530–700 nm and 750–940 nm.
The differences between the first three degrees were smaller than the differences between the last
three degrees, which could be explained by the fact that damage symptoms of the samples in the first
four days were mild and the stem structures were not destroyed too seriously. In the visible range of
570–700 nm, the reflectance was higher with the increase of infestation severity. This was because of the
destruction of chlorophyll located in the chloroplast of the rice stem’s cortex cell [36]. In the near-infrared
range of 750–1000 nm, the reflectance of DI0 was higher than that of the infested samples. The more
severe the sample was infested, the lower the reflectance. The reduction of reflectance with the increase
of severity was mainly due to the destruction of stem structure, which led to photon scattering [37].

Figure 2. Average spectral curves of samples in six degrees of infestation.
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As illustrated in Figure 2, the reflectance of DI1 and DI2 was lower than that of DI0 in the
range of 570–700 nm, and the reflectance of DI1 and DI2 was higher than that of DI0 in the range of
750–1000 nm. This phenomenon may be explained by the compensation effect while pest infestation
was in the incipient stage. In the early stage of striped stem-borer infestation, rice can generate a series
of compensating responses to the injury, such as increasing the photosynthesis rate of healthy leaves,
translocating photoassimilates from the damaged tillers to healthy tillers, and increasing productive
tiller numbers [38,39]. But if the SSB cannot be controlled in a timely way, the compensating responses
will not counteract the damage that SSB causes to rice, leading to serious yield loss.

3.2. Qualitative Analysis by PCA

PCA was employed in this study to investigate qualitatively the clustering trend of the samples
based on full spectra. PCA can orthogonally transform the original possibly correlated variables into
more uncorrelated variables that display the internal structure of the data [40]. The first principal
component explained the largest variance, and the explained variables of the following PCs decreased
successively. Thus, the first few PCs usually explain the most variances. In this study, PC1, PC2, and
PC3 totally explained 98.3% of the variables, which were chosen to investigate the distribution pattern.

The three-dimensional scores’ scatter plot is displayed in Figure 3. In general, there was an obvious
separation trend between the first four degrees and the last two degrees. The samples of the first four
degrees were closely distributed while the samples of the last two degrees had a scattered distribution.
The overlaps were serious between different degrees, but the samples of the first three degrees were
seldom confused with the samples of the last two degrees. These phenomena indicated that the spectral
characteristics would evidently change after DI3, and the chemometric method is necessary to identify
accurately the degree of infestation.

Figure 3. Scores’ scatter plots of samples in six degrees of infestation.

3.3. Identification Results Based on Full Spectra

Full spectra were used as input to the BPNN model in order to identify different degrees of
infestation. The results are given in Table 1. The overall accuracy was satisfactory, with classification
accuracy over 90% for both the calibration and prediction sets. The classification accuracy of each
degree was over 90% for both the calibration and prediction sets, except for DI0. The detection accuracy
of DI1 was higher than DI0 but lower than DI2, DI3, DI4 and DI5. The main errors were attributed to
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the misclassification of the adjacent degree. A total of 9 samples and 6 samples were confused between
DI0 and DI1 in the calibration and prediction sets, respectively.

Table 1. Detection accuracy of six infestation degrees by the BPNN model based on full spectra.

Model
Actual
Value

Calibration Set Prediction Set

DI 10 DI1 DI2 DI3 DI4 DI5 Accuracy DI0 DI1 DI2 DI3 DI4 DI5 Accuracy

BPNN

DI0 23 6 0 0 1 0 76.67% 9 5 0 0 1 0 60%
DI1 3 43 0 0 0 0 93.48% 1 22 0 0 0 0 95.65%
DI2 0 0 46 0 0 0 100% 0 0 23 0 0 0 100%
DI3 1 0 0 44 0 1 95.65% 0 0 0 22 0 1 95.65%
DI4 0 0 0 0 46 0 100% 0 0 0 0 23 0 100%
DI5 0 0 0 0 0 29 100% 0 0 0 0 0 15 100%

Total 95.06% 93.44%
1 Degree of infestation.

It can be concluded from the results that the spectra combined with the BPNN algorithm was
effective in identifying the degree of SSB infestation. Furthermore, early infestation was comparatively
difficult to identify, which might because few changes of spectral characteristics occurred in this degree.

3.4. Characteristic Wavelengths Selection

Hyperspectral images with hundreds of variables will result in information collinearity and
redundancy, and slow the calculation efficiency. Thus, selecting the most informative variables will
reduce the variables, obviously, and hence simplify the analysis. SPA was implemented in this study
and selected a total of 17 variables (481, 497, 505, 532, 539, 564, 588, 638, 655, 681, 696, 762, 830, 958,
979, 998, and 1000 nm) from the entire 490 variables. The selected wavelengths are shown in Figure 4.
The number of variables has decreased by more than 96%, which can simplify the detection models
and improve the calculation efficiency.

(a) (b)

Figure 4. Selection of characteristic wavelengths by the successive projection algorithm (SPA):
(a) numbers of characteristic wavelengths with the minimum root mean square error (RMSE);
(b) distribution of characteristic wavelengths in the full band.

As shown in Figure 4b, there were 11 wavelengths in the visible range and 6 wavelengths in
the near-infrared range. The characteristic wavelengths in the visible range were mainly due to the
alteration of photosynthetic pigments; for example, 532 nm was related to xanthophyll and 696 nm
was largely sensitive to variation in chlorophyll content [41,42]. Furthermore, the characteristic
wavelengths in the near-infrared range had a close relationship with the water content and internal
structure of the rice [36]. These were correlated with destruction caused by the SSB, further indicating
that characteristic wavelengths selected by SPA were meaningful in this study.
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3.5. Identification Results Based on Characteristic Wavelengths

The results of the BPNN model based on characteristic wavelengths are shown in Table 2. On the
whole, the overall accuracy of both calibration and prediction sets slightly decreased compared with
the model based on full spectra. A better performance was achieved for detecting DI0. The results
of each degree were promising, as accuracy was all beyond 90% except for DI1. The accuracy of DI0
and DI1 was lower than the rest of the degrees. Samples in DI2 and DI3, as well as in DI4 and DI5,
were more easily confused with each other. However, misclassification between DI3 and DI4 occurred
rarely, which was consistent with the clustering trend in the PCA analysis. These results indicated that
the selection of characteristic wavelengths by SPA was effective at both maintaining performance and
reducing variables. The spectral characteristics of the samples in adjacent degrees was similar, and this
would increase the difficulty in identifying the degree of infestation accurately.

Table 2. Detection accuracy of infestation degrees by the BPNN model based on characteristic
wavelengths.

Model
Actual
Value

Calibration Set Prediction Set

DI 10 DI1 DI2 DI3 DI4 DI5 Accuracy DI0 DI1 DI2 DI3 DI4 DI5 Accuracy

BPNN

DI0 24 2 1 0 3 0 80% 13 0 1 0 1 0 86.67%
DI1 5 40 0 0 1 0 86.96% 4 18 0 0 1 0 78.26%
DI2 0 0 45 1 0 0 97.83% 0 0 22 1 0 0 95.65%
DI3 0 0 1 44 0 1 95.65% 0 0 0 22 0 1 95.65%
DI4 0 1 0 0 44 1 95.65% 0 0 0 0 22 1 95.65%
DI5 0 0 0 0 1 28 96.55% 0 0 0 0 1 14 93.33%

Total 92.59% 90.98%
1 Degree of infestation.

3.6. Identification Results Based on Textural Features

The hyperspectral image contains 512 gray-scale images according to the dimension of
wavelengths, and it would be better to compress these into fewer images. Therefore, PCA was
performed on the ROI hyperspectral image to extract the most informative PC images. The PC1 and
PC2 images comprised a total 93.42% of the eigenvalues, and the rest of the PC images contained more
noise than information, which would disturb the detection. Thus, only the PC1 and PC2 images were
retained to extract the GLCM features. There were a total of 8 features for each image including mean,
variance, homogeneity, contrast, dissimilarity, entropy, second moment, and correlation; thus, a new
features set was formed for 16 features of each sample, as shown in Figure 5. Multiple linear-regression
analysis was executed to inspect the relationship between textural features and infestation degrees.
The multiple correlation coefficient R was 0.811 and the coefficient of determination R2 was 0.658,
which meant the prediction was satisfactory. These demonstrated that the GLCM features contained
useful information, which could be helpful for identification of SSB infestation.

The new dataset was used as input for the BPNN, and the results are shown in Table 3.
The identification accuracy of the DI0 and DI4 and DI5 was all over 80% in the prediction set, while
the accuracy of the DI1-DI3 was relatively low. Furthermore, the rice samples in medium infestation
degrees were similar with respect to the textural features, and hence had a greater possibility of being
confused with each other. However, the overall results proved that the GLCM features were worthy of
further exploration combined with spectral data.
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Figure 5. Texture feature images and PC images of a rice sample.

Table 3. Detection accuracy of infestation degrees by the BPNN model based on the GLCM features.

Model
Actual
Value

Calibration Set Prediction Set

DI 10 DI1 DI2 DI3 DI4 DI5 Accuracy DI0 DI1 DI2 DI3 DI4 DI5 Accuracy

BPNN

DI0 30 0 0 0 0 0 100% 15 0 0 0 0 0 100%
DI1 9 25 3 5 3 1 54.35% 3 12 2 3 3 0 52.17%
DI2 0 1 32 10 1 2 69.57% 0 0 16 4 1 2 69.57%
DI3 0 5 10 26 2 3 56.52% 0 2 6 14 0 1 60.87%
DI4 0 0 2 1 38 5 82.61% 0 0 1 0 19 3 82.61%
DI5 0 0 0 4 2 23 79.31% 0 0 0 2 0 13 86.67%

Total 71.60% 72.95%
1 Degree of infestation.

3.7. Identification Results Based on Data Fusion

The fusion of spectral data and textural features has been explored by many studies into food
quality and plant-disease detection based on hyperspectral imaging technology [43–45]. Data fusion
can be performed at three levels: pixel-level fusion, feature-level fusion, and decision-level fusion [46].
Data fusion at the feature level means extracting a feature from different data sets and fuses statistical
approaches such as arithmetic combinations and filters [47]. This study adopted feature-level fusion
to fuse the characteristic wavelengths with textural features. Spectral and textural features were also
normalized in the same dimension before fusion.

The results of the BPNN model using data fusion are shown in Table 4. The identification results of
both calibration and prediction sets were excellent, with classification accuracy over 95%. Meanwhile,
the performance in detecting each infestation degree was satisfactory, with classification accuracy over
95%, except for DI1. The cause of this error was misclassification with DI0, which was consistent with
the phenomenon discussed in the above sections.

Table 4. Detection accuracy of infestation degrees by the BPNN model based on data fusion.

Model
Actual
Value

Calibration Set Prediction Set

DI 10 DI1 DI2 DI3 DI4 DI5 Accuracy DI0 DI1 DI2 DI3 DI4 DI5 Accuracy

BPNN

DI0 29 1 0 0 0 0 100% 15 0 0 0 0 0 100%
DI1 4 42 0 0 0 0 82.61% 4 19 0 0 0 0 82.61%
DI2 0 1 45 0 0 0 95.65% 0 1 22 0 0 0 95.65%
DI3 0 0 1 44 1 0 100% 0 0 0 23 0 0 100%
DI4 0 1 0 2 43 0 95.65% 0 0 0 1 22 0 95.65%
DI5 0 0 0 0 1 28 100% 0 0 0 0 0 15 100%

Total 95.06% 95.10%
1 Degree of infestation.
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3.8. Comparision of BPNN Models Based on Different Datesets

In this study there were four data sets—including full spectra, characteristic wavelengths, textural
features and data fusion—as input for the BPNN model to detect different degrees of SSB infestation.
The total accuracy of the BPNN models based on full spectra and characteristic wavelengths was higher
than models based on textural features. This indicated that the spectral features contributed more to
the identification of infestation than the textural features. The accuracy of the BPNN models based
on characteristic wavelengths decreased in comparison with the BPNN models based on full spectra,
which might be connected with the loss of certain useful information after extracting 17 wavebands
from the full 408 wavebands. The BPNN models based on data fusion acquired the highest total
accuracy among the four data sets, which could not only remedy the deficiency of the set of individual
characteristic wavelengths or textural features, but also improve the calculation efficiency, as the
run time decreased by about 90% compared with models based on the full spectra set in Table 5.
The accuracy of individual degrees was all elevated by the fusion of characteristic wavelengths and
textural feature; even the accuracy of DI1 exceeded 80%. These results indicate that the spectral and
textural features were complementary in internal and external aspects, which could reflect integrated
changes of plant characteristics. The fusion of spectral and textural features could take full advantage
of hyperspectral imaging technology, and was effective at detecting SSB infestation and identifying
different degrees of it.

Table 5. Run time of the BPNN models based on different data sets.

Data Set Run Time

Full spectra 16.91s
Characteristic wavelength 3.86 s

Texture features 1.64 s
Data fusion 1.80 s

4. Conclusions

This study explored the feasibility of using a visible/near-infrared hyperspectral imaging
system to detect early SSB infestation and identify degrees of infestation in rice. We selected
17 characteristic wavelengths by SPA from full spectral data, and extracted 8 GLCM features from the
PC images transformed from hyperspectral images. BPNN models were established using different
data sets, including full spectra, characteristic wavelengths, textural features and features fusion.
The BPNN model based on feature fusion acquired the best results, with overall accuracy over 95%.
The identification accuracy of each infestation degree was over 95%, except for DI1, which was also
improved compared to models using characteristic wavelengths and textural features alone. The run
time decreased significantly as a result of variables selection. DI1 was easily confused with DI0, which
increased the difficulty of the early detection of SSB infestation. In total, these results proved that the
fusion of spectral and textural features from hyperspectral images combined with BPNN was feasible
for identifying degrees of SSB infestation in rice. In future studies, we will develop more stable and
universal models with more rice cultivars and more species of pests for laboratory-based detection.
Field-based research will also be conducted on the basis of this laboratory-based research in order to
expand the application of hyperspectral imaging combined with chemometrics in the field. Small and
portable pest-detection equipment will be developed based on future work.
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Abstract: Wireless sensor networks are widely used to acquire environmental parameters to support
agricultural production. However, data variation and noise caused by actuators often produce
complex measurement conditions. These factors can lead to nonconformity in reporting samples
from different nodes and cause errors when making a final decision. Data fusion is well suited to
reduce the influence of actuator-based noise and improve automation accuracy. A key step is to
identify the sensor nodes disturbed by actuator noise and reduce their degree of participation in
the data fusion results. A smoothing value is introduced and a searching method based on Prim’s
algorithm is designed to help obtain stable sensing data. A voting mechanism with dynamic weights
is then proposed to obtain the data fusion result. The dynamic weighting process can sharply
reduce the influence of actuator noise in data fusion and gradually condition the data to normal
levels over time. To shorten the data fusion time in large networks, an acceleration method with
prediction is also presented to reduce the data collection time. A real-time system is implemented
on STMicroelectronics STM32F103 and NORDIC nRF24L01 platforms and the experimental results
verify the improvement provided by these new algorithms.

Keywords: greenhouse; wireless sensor network; data fusion; dynamic weight

1. Introduction

In recent years, wireless sensor networks (WSNs) have been widely used to monitor the
environment [1–3], such as the temperature, humidity, gas concentration, gas composition, dust and so
on, particularly for agricultural production purposes [4–6]. A greenhouse is an agricultural facility
designed to extend the production season and improve the quality of agricultural products [7].
Because greenhouses generally contain climate-regulating equipment, the internal sensing data of
greenhouses must be comprehensive and accurate. WSNs are composed of hundreds or thousands
of sensor nodes that are used to acquire parameters under a range of conditions and transmit these
parameters to a base station or sink node [8–10], enabling an information-based decision to be made in
an automated manner. They are often used as the system for fire alarm in forests or used to monitor
the environment in the field. In a greenhouse, the number of sensor nodes may be less. But if the
greenhouse is large, it may also need several hundreds of sensor nodes. Furthermore, in complex
and inhomogeneous environments, noise often corrupts the sensing data. Thus, a data fusion
algorithm is required for selecting correct reports from mass data to identify accurate values from the
measurements [11–13].

Figure 1 shows an illustration of a sensor network deployed in a greenhouse containing a heating
unit and windows. When the heating unit is working, the temperature of the area nearest to the unit
may become hotter than other regions far from the heater because the heating effect is related to the
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distance from the actuator. This effect can be termed the ‘actuator effect’ and tends to disrupt sensor
reports by introducing inhomogeneous information into the dataset. The actuator influence is common
in agricultural and industrial environments; for example, when sunlight shines through windows in
the roof of a greenhouse, the light intensity value detected in small regions increases but most parts of
the greenhouse remain dark. If the automatic control system follows the high light intensity value,
subsequent incorrect operation is challenging to avoid. Thus, a data fusion algorithm is expected to
reduce the influence of the actuator effect or other disturbing factors during the sensing procedure;
the subsequent analysis of correct data is meaningful for the automation of the agriculture industry.

 

Figure 1. Illustration of a sensor network deployed in a greenhouse.

To improve the accuracy of sensing and reduce the burden of data transmission, researchers
are now focusing on data fusion mechanisms [14–16]. A data fusion scheme based on a grey model
and an extreme learning machine has been proposed to reduce redundant transmissions and extend
the lifetime of the network [17]. The performance of this technique has been demonstrated through
simulation. The Peeling algorithm [18] was developed to improve the performance of serial data
fusion and the simulation results highlight the effectiveness of this algorithm in reducing energy
consumption and time responsiveness. A distributed data fusion algorithm, which aims to minimize
energy cost, was also deployed in the active network paradigm using WSNs [19]. The optimal
linear estimation method was also derived to achieve data fusion in multi-rate sensor networks [20].
The fusion of quantized and un-quantized sensor data has been investigated to improve estimates [21].
Task-oriented distributed fusion functions have been introduced to adapt the dynamics of tasks and
the topology of self-organized networks [22]. Rough-set and back-propagation neural networks have
also been adopted to raise the accuracy of prediction [23]. Maximum a priori probability [24] and
vector-space-based methods [25] can be used to reduce the influence of noisy or conflicting data in
sample values. Neural networks have also been used to assist the data fusion for sensing [26,27].
The neural networks can help to select important features from datasets and improve the fusion
work. They can also be used to optimize the localization for WSNs [28]. Feature selection and
integration are also important techniques for data fusion. The adaptive weight and feedback control
can help to find out the key points from the datasets efficiently [29]. However, few researchers have
addressed the inhomogeneous effect of environmental elements influencing the sampled data of WSNs.
Furthermore, most of the studies typically prove new algorithms through simulation only and not
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through real-time hardware and experimentation. Thus, this study focuses on the solution of noisy
data produced by the inhomogeneous effect in certain application circumstances and the mechanism
to speed up calculations. An embedded hardware platform is built to evaluate the effectiveness of
these new algorithms and simulations are run on a large-scale dataset.

The contributions of this study are as follows: (1) An adjacent graph is introduced to describe
the regional relationship among sensor nodes. The value assigned to the arc of the graph is used to
indicate the distance between two neighboring nodes; (2) A stable area-searching method based on
Prim’s algorithm is designed to locate regions that are not influenced by the actuator effect; (3) A voting
mechanism based on dynamic weight is introduced to complete the data fusion and the self-healing
function is designed to distinguish the actuator effect from normal sensing; (4) An acceleration
mechanism with adaptive threshold is proposed to speed up the process of decision making in
real-time applications.

The remainder of this paper is organized as follows: Section 2 presents a detection method for
stable areas and the data fusion procedure based on a voting mechanism. In Section 3, an acceleration
method is designed to speed up the computational process in real-time applications. Experiments are
performed on embedded hardware and the results are presented in Section 4. Finally, the conclusions
are provided in Section 5.

2. Data Fusion and Self-Learning

To improve the accuracy of the final decision, a data fusion mechanism is required to reduce the
influence of an actuator. The actuator effect is related to the position under a certain circumstance.
Once the location of a sensor node is set, the accuracy of the node’s sensing data is approximately
confirmed. The improved method must detect the nodes influenced by the actuator and reduce their
contribution via a weighting method in the data fusion algorithm.

2.1. Adjacent Graph and Stable Area

To find the stable area in the map, the spatial relationships of the sensor nodes should first be
determined. An adjacent graph is used in this work to describe the regional relationship between
neighboring nodes. The adjacent graph is a type of undirected graph that uses arc connections to
express the relationship between neighboring nodes. As shown in Figure 2, a node in the adjacent map
represents a sensor node whose location is recorded by the engineer manually or using its locating
device. A weight value wi–j (i < j) is assigned to each arc according to the distance between node i and
j, which is normalized as shown in Equation (1).

wi–j =
wi–j-org − wmin

wmax − wmin
(1)

where wi–j-org represents the original straight-line distance between sensor node i and j, wmin denotes the
minimum distance between two sensor nodes in the sensor network and wmax is the maximum value.

Figure 2. Illustration of an adjacent graph for a sensor network.
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Furthermore, a smoothing value Sk is calculated for each node in the graph following Equations (2)
and (3) to express the uniformity of sensing data in the node’s neighborhood. The actuator effect is
gradually reduced as the distance from actuator device increases. Thus, along with the spreading
paths of the effect, the sensing data in that region is not uniform. This key point can help determine
the main scope of the actuator’s effect in the map.

sk-org = ∑
t

i=1 (Di − Dk)/t (2)

sk =
sk-org − smin-org

smax-org − smin-org
(3)

where t is the number of neighboring nodes for the center node k according to the adjacent graph;
Dk represents the data acquired from node k and Di is the data from its neighboring node i; sk-org denotes
the original smoothing value for node k; and smin-org and smax-org are the minimum and maximum
smoothing values, respectively.

After the construction of the adjacent graph, the weight of each arc wi–j and the smoothing value
Sk for every node are generated. As Algorithm 1 shows, a method based on Prim’s algorithm is
introduced in this work to search a stable area for data fusion. Prim’s algorithm is a classical approach
to compute a minimum spanning tree from a graph and a smoothing value threshold λ is set to
avoid using nodes in unstable areas. Thus, the stable area can be marked by the node set U in the
result; the time complexity of the algorithm is O(|V|2). Using only the sensing data from stable areas,
the final fusion decision can be made and the result is recorded as history that can influence future
decision making.

Algorithm 1. Procedure to find a stable area via a search algorithm

Input: The adjacent graph ({V, S, E, W}), in which V = {u0, u1, u2, . . . } is the set of nodes with corresponding
S = {s0, s1, s2, . . . } as their smoothing values and E is the set of arcs with W as their weights.

Output: a set of nodes U in the stable area
Start:

Sort the set V from small to large by their smoothing value S to make V’

Initialize U = {u0}, O = {} and TE = {}, in which u0 is the first vertex in V’, O is a set for storing obsolete vertexes
during operation and TE is a set for storing valid arcs during operation.
while U∪O �= V’

Find the arc (ui, vj) with minimum weight that satisfies ui∈U, vj∈V’-U-O

if sj < λ (sj is the smoothing value for vertex vj)
U = U∪{vj}; TE = TE∪{(ui, vj)}

else

O = O∪{vj}
end if

end while

end

2.2. Data Fusion Based on Dynamic Weight

After acquiring the stable area, the data fusion result can be generated according to that area.
Because the reports are not the same in all applications, a principle should be designed to determine
the extent to which each node participates in the final decision. The voting mechanism based on weight
is a satisfactory choice for this principle. Equation (4) shows the procedure of voting, where Ŷ denotes
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the data fusion result,  i represents the report value from sensor node i, ωti is the corresponding
time-related weight for node i at time t and si is the corresponding smoothing value.

Ŷ =
N

∑
i=1

ωtisi  i/
N

∑
i=1

ωtisi (4)

When an actuator works, low weights should be assigned for the sensor nodes near it,
whereas normal weights should be used when the actuator is closed. Because of the challenges
associated with continually describing the working time of an actuator, a dynamic weight with
self-healing ability is proposed. Equation (5) shows the rule that determines the dynamic weight,
where n indicates the continuous count of being outside the stable area, α is an adjustment parameter
for the variation control and t denotes the time ticks after the setting process. When the stable area
is confirmed at a new time tick, the weights of the sensor nodes outside the area are refreshed by
Equation (5). For example, if a sensor node is outside the stable area at a time tick, this node’s
weight follows the curve of 1–2/(1 + eαt). Furthermore, if the node is outside the stable area again
before its weight recovers to 1, the curve should be refreshed by the function of 1−2/(1 + e0.5×αt);
otherwise, the curve follows the previous curve until the node’s weight is restored to value 1.
Thus, based on this mechanism, the sensor nodes adjacent to the actuator can gradually recover
participation in data fusion over time to recover from the actuator effect. Continuous regions that
remain outside the stable area enhance the effect of the decreased weight and the discontinuous regions
do not influence the data significantly. Figure 3 shows the weight variation of a sensor node adjacent
to an actuator in the application. The node enters the unstable area at time ticks 0, 3 and 10 and its
weight is gradually reduced to avoid the actuator’s influence.

ωti = 1 − 2

1 + e
1

2n−1 ·α·t
(5)

Figure 3. Example of the weight of a sensor node influenced by the actuator.

3. Acceleration Mechanism with an Adaptive Threshold

Since the data fusion mechanism is now influenced by the voting procedure, the precision of
the result can be improved. The conventional voting procedure nevertheless requires that data are
collected from all participants. This approach can lead to an increase in time latency for automatic
decision and can become an obstacle to real-time application. To minimize the time consumption for
decision making, an acceleration mechanism is proposed in this section to achieve a balance between
accuracy and speed.
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3.1. Procedure of the Acceleration Mechanism

According to the voting algorithm, the workstation must wait until all data, from all sensor
nodes, are collected to make a final decision. However, communicational obstacles may exist for
data transmission in large sensor networks or networks with faulty nodes that exhaust their energy
or encounter problems with the corresponding equipment. In these extreme cases, the data fusion
program must wait for the data from each node until timeout, which slows down data collection and
increases the response time of the system in real-time applications. Thus, an acceleration mechanism
with adaptive thresholds is designed to address this problem. As shown in Figure 4, the acceleration is
based primarily on a forward prediction and a backward adaptive threshold adjustment. The whole
procedure can be divided into two steps, the initialization and real-time sensing. At the initialization
step, the value of the data fusion result at time 0 and the weighting for each sensor node are assigned
according to the voting algorithm. Furthermore, at the real-time sensing step, the workstation starts
to receive reports from sensor nodes and refreshes the fusion result. In circumstances with uniform
parameters, only some of the reports from the sensor nodes (rather than all of them) are required due
to the similarity of the reports.

 

Figure 4. Procedure of the acceleration mechanism.
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Thus, the procedure generally uses the history value at time t − 1 to estimate a value for time t

via a prediction algorithm before the formal data fusion occurs. Then, once the workstation receives
a report rti from sensor node i for time t, an approximate fusion result R't is calculated for time t

using the data fusion voting formula. Then, if the difference between the approximate result R't and
the estimate value Et is less than the pre-set threshold θ, the procedure stops to receive additional
reports from sensor nodes for time t and the current R't value is taken as the final fusion result Rt.
After that, the weight of each sensor node is refreshed according to the new result value Rt at time t and
is used for the next time t + 1. Following this design, under the circumstance of uniform parameters
that change linearly, the acceleration algorithm soon converges to a final decision with little error.
However, under complex environments, the algorithm requires additional time to obtain a relatively
accurate result. The balance between accuracy and speed is controlled by the prediction method and
the pre-set threshold θ, whose large value allows for more error but uses less time to acquire a result.
Equations (6) and (7) show the adaptive threshold recommended in this work. As the variation of
measuring object increases, θ decreases to enhance restriction for data fusion, which may avoid larger
errors in the result. Furthermore, intermittent use of acceleration mechanisms can also help maintain
the balance between accuracy and speed. For example, after the acceleration procedure is used three
times, we omit using it the fourth time, using instead the result calculated from all the reports to help
eliminate the accumulated error.

Δxk = |xk − xk−1| (6)

θ = E + ε · (1/
√

2πσ)e
− (Δxk−μ)2

2σ2 (7)

where Δxk represents the variation of measuring object from time k − 1 to time k; E is a fixed value
assigned by the engineer and ε is an adjustment value selected from a Gaussian distribution.

3.2. Prediction Algorithm

The prediction algorithm is another important element for the acceleration mechanism.
The physical parameters measured by sensor networks are regulated linearly or non-linearly and the
prediction algorithm should be designed for various parameters with this factor in mind. This research
focuses on the most general environmental parameters for agriculture, such as temperature, humidity,
light and CO2 concentration. Because these parameters do not typically change sharply, a Kalman
filter is a suitable choice for prediction.

The purpose of the Kalman filter is to minimize the squared error of the estimated non-stationary
signal in the noise. Each state update in the Kalman filter is recursively calculated from its previous
estimate and the latest input data so that it is necessary to store only the previous estimate without
all the past observations. Thus, the Kalman filter is widely used to reduce the influence of sensing
and processing noise in applications that predict subsequent values. We consider the linear system
described by the state space and measuring space:

{
x(k) = A(k − 1)x(k − 1) + B(k)n(k)

y(k) = CT(k)x(k − 1) + D(k)n1(k)
(8)

where x(k) represents the (N + 1) × 1-dimensional state variable vector; y(k) is an observation signal
vector; and n(k) and n1(k) denote the process noise and observation noise, respectively. If M is the
number of system inputs and L is the number of system outputs, then A(k − 1), B(k),C(k) and D(k) are
coefficient matrixes with dimensions (N + 1) × (N + 1), (N + 1) × M, (N + 1) × L and L × L, respectively.

Let x̂(k|k − 1) represent the estimated value of x(k) using the observation value until
time k − 1 and let x̂(k|k) denote the estimated value of x(k) using the observation value
until time k. Thus, the corresponding estimated error can be defined as Equations (9) and
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(10). Furthermore, the corresponding covariance matrix of these errors can be calculated using
Equations (11) and (12).

e(k|k) = x(k)− x̂(k|k) (9)

e(k|k − 1) = x(k)− x̂(k|k − 1) (10)

Re(k
∣∣∣k) = E

[
e(k
∣∣∣k)eT(k

∣∣∣k)
]

(11)

Re(k
∣∣∣k − 1) = E

[
e(k
∣∣∣k − 1)eT(k

∣∣∣k − 1)
]

(12)

Rn(k) = E
[
n(k)nT(k)

]
(13)

Rn1(k) = E
[
n1(k)n1

T(k)
]

(14)

Algorithm 2 shows the procedure for using the Kalman filter, where K(k) is an (N + 1) × L matrix
called the Kalman gain and Rn(k) and Rn1(k) are defined in Equations (13) and (14), respectively.
Using the x̂(k|k − 1) as the prediction value for time k, the acceleration mechanism can be performed
according to the adaptive threshold θ.

Algorithm 2. Kalman filter procedure

Initialization:

x̂(0|0) = x(0) Re(0
∣∣0) = x(0)xT(0)

Calculation: when k ≥ 0,
x̂(k|k − 1) = A(k − 1)x̂(k − 1|k − 1)
Re(k

∣∣k − 1) = A(k − 1)Re(k − 1
∣∣k − 1)AT(k − 1) + B(k)Rn(k)BT(k)

K(k) = Re(k
∣∣∣k − 1)C(k)

[
CT(k)Re(k

∣∣k − 1)C(k) + Rn1 (k)
]−1

x̂(k
∣∣k) = x̂(k

∣∣k − 1) + K(k)(y(k)− CT(k)x̂(k
∣∣k − 1))

Re(k
∣∣k) =

[
I − K(k)CT(k)

]
Re(k

∣∣k − 1)

4. Simulation and Experiments

4.1. Simulation Results and Discussion

To verify the effect of the smooth weighted data fusion (SWDF) process introduced in this work,
a simulation implemented in MATLAB is performed on a PC with a 3.4 GHz Intel Core CPU and 4 GB
memory. In the simulation, the sensor nodes are uniformly deployed in a 400 m × 400 m rectangular
field and 20 actuators are randomly settled in the field with an influencing range consisting of a
5 m radius circle. Four different algorithms are involved in the simulation: the GM-OP-ELM (GOE)
method [17], double cluster head model (DCHM) [14], a cosine theorem-based method for identifying
and fusing conflicting data (CTB) [25] and the SWDF introduced in this paper. GOE uses a grey model
and an extreme learning machine to predict the data of the next period to accelerate the calculation
process. Moreover, the DCHM selects two cluster heads in each group and adopts Bayesian data
fusion to improve robustness. In CTB, a fusion algorithm based on the degree of mutual support is
proposed to accommodate conflicting data. The parameters were set to ε = 0.17 in GOE and α = 1,
λ = 0.3, E = 0.3, μ = 0, σ = 1 and ε = 1 in SWDF. The ratio of compromised sensor nodes is set to 30%
in the DCHM. Figure 5 shows the simulation results for 100, 200, 400 and 800 sensor nodes when
sensing the environmental temperature. These sensor nodes are uniformly deployed in the simulation
field. Three hundred simulation tests are run for each group and the average results are calculated
for presentation.
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Figure 5. (a) The average accuracy for methods in the simulation; (b) The average time/cost for the
methods in the simulation.

As shown in Figure 5a, the DCHM obtained the highest average accuracy in these four algorithms.
The accuracy represents the degree of sensing data following the real one, as calculated by Equation (15).
The accuracy decreases as the density of the sensor nodes increases, indicating that the actuator’s effect
is gradually increasing. When the number of nodes reaches 800, the accuracy exhibits a small rebound
due to the influence of multiple nodes outside the influencing range of actuators. We found that the
DCHM, CTB and SWDF all featured capabilities to reduce the influence of the actuator’s effect on
the simulation, while GOE did not obtain satisfactory performance because it lacked a robust way to
accommodate distorted data. The DCHM, consisting of a weighted DBSCAN (Density-Based spatial
clustering of applications with noise) algorithm [14], Bayesian data fusion and double cluster heads
mechanism, is found to be a powerful approach to address actuator disturbance.

(
1 − |ds − dr|

dr

)
× 100% (15)

where ds represent the sensing value acquired by the WSN system and dr denotes the real value.
However, the large calculation burden of the DCHM, as shown in Figure 5b, makes it challenging

to deploy in real-time applications, particularly when the devices of the applications are equipped with
a low-frequency MCU. Figure 5b shows the time/cost of each round of sensing calculations for these
methods. GOE and SWDF are designed with a prediction-based accelerating method, which does not
require the reports from all nodes to make a final decision. GOE and SWDF enable a low time/cost
when the number of sensor nodes increases, while other algorithms do not efficiently control the time
consumption. The DCHM requires the most calculation time in each group, due primarily to the
cluster head re-selection procedure. In WSNs, the energy is an important factor of interest to engineers
because sensor nodes often contain limited battery capacity that is not easily recharged. Figure 6a
shows the average energy consumption in an hour for each testing group. SWDF is well suited for
low-energy-consumption applications in real-time circumstances relative to other traditional methods,
particularly in agricultural applications using low-cost hardware.
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Figure 6. (a) The average energy consumption of each sensor node over an hour; (b) The average
accuracy and time/cost for various adjustment coefficients ε.

The process of parameter setting is another area of concern in SWDF application. With fewer
parameters, the SWDF is simple and sufficiently efficient to be used over a large-range sensing
area. The adjustment coefficient ε in Equation (7) determines the value of the adaptive threshold θ,
which influences the balance between accuracy and speed. When α = 1, λ = 0.3, E = 0.3, μ = 0 and σ = 1
and ε is set to 0, 0.5, 1, or 2, Figure 6b shows the effect of these various ε values in SWDF working with
200 sensor nodes. A different ε may lead to a different degree of involvement of the adaptive part
of the tolerant threshold for prediction error. When ε = 0, the threshold is fixed and it costs 22.3 ms
for each sensing round. As ε increases, the adaptive part has more effect in Equation (7) and leads
to a different sensing time and accuracy. As shown in Figure 6b, the influence of ε is not monotonic.
When ε = 1, the accuracy is larger than when ε = 0.5. Thus, this value should be assigned by the user
according to the application environment. Brief on-site testing is recommended to determine a suitable
ε value after the algorithm is deployed. A satisfactory choice of this value will lead to quick response
of the system and (in some cases) high accuracy.

4.2. Implementation and Experiments

As shown in Figure 7a, to further verify the effect of the SWDF in real-time applications,
the hardware of a WSN node was implemented on STMicroelectronics STM32F103 and NORDIC
nRF24L01 platforms with a SHT20 temperature and humidity sensor from Sensirion Corporation.
The STM32F103 is an ARM 32-bit Cortex-M3 microcontroller that is used to drive the sensor and
execute calculations. The nRF24L01 is a single-chip 2.4 GHz transceiver with an embedded baseband
protocol engine, which is used to establish the WSN in the sensing system. The SHT20 is a humidity
and temperature sensor with fully calibrated digital output. Each chip should be calibrated by the
producer before it comes to the market. Thus, it is not necessary to calibrate the sensor nodes before
our experiments. The hardware is established on FR-4 PCB board with lithium battery for providing
power. As Figure 8 shows, the experiments were performed in a 30 m × 40 m rectangular greenhouse
containing 12 fans, shutters, outside shades and inside shades as actuators. The 48 sensor nodes
were arranged in a line at 5 m intervals as shown in Figure 7b. The SWDF, DCHM and the general
average algorithm (GAA), without any data fusion mechanisms, were evaluated in the experiments.
The parameters for SWDF in experiments were set to α = 1, λ = 0.3, E = 0.3, μ = 0, σ = 1 and ε = 1 and
the ratio of compromised sensor nodes in DCHM was set to 30%.

316



Sensors 2017, 17, 2555

Figure 7. (a) Illustration of the wireless sensor node for experiments; (b) Illustration of the deployment
of sensor nodes for experiments.

The real temperature values for comparison in experiments were calculated using specialized
sensor nodes in the correct area of the greenhouse, as chosen manually. A correct area means a robust
area for data sensing. The sensor nodes inside the correct area will never be influenced by actuators
and therefore they will not report data imprecisely. The correct area can be found automatically by
previous experiments. If the error between the sensing data is less than the set variance, the sensor
node can be considered to be located within the correct area. Furthermore, the detection boundary of
the outermost correct nodes can be considered as the boundary of the correct area. The specialized
sensor nodes are generally chosen manually from correct area which can provide stable and precise
parameter values for experiments. One way for choosing these specialized nodes is to select the nodes
far away from the actuators on the map and ensure that they will not be affected by any actuator;
another way is to observe the nodes over a period of time in previous experiments and find out the
nodes with stable sensing data. Only several specialized sensor nodes are sufficient and the average
value of their sensing data will be regarded as the estimated real temperature value in the environment.
The experiments were run for ten rounds and at each round, a refreshment of 10.8 thousand data bytes
were acquired for each algorithm. The temperature refreshing time was set to once per second and
each round lasted 3 h. The experimental results for these three algorithms are shown in Figure 9.

 

Figure 8. (a) Illustration of the appearance of the experimental greenhouse; (b) Illustration of the inside
structure for the experimental greenhouse.
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Figure 9. (a) Average accuracy of each algorithm in the experiments; (b) Average time cost of each
algorithm in the experiments.

As shown in Figure 9, the accuracy of SWDF was similar to that of the DCHM in experiments.
However, the GAA obtained the lowest accuracy because none of the data fusion mechanisms were
deployed; thus, the average value of all of the reports from the sensor nodes was taken as the result.
Moreover, the DCHM cost more than twice the time taken by SWDF and GAA used the least time/cost
of the three algorithms. In summary, we found experimentally that SWDF is an efficient method
that can use limited time to obtain a stable data fusion result. The SWDF algorithm, deployed in
real-time applications, will work particularly well for the agricultural WSN with a low cost of hardware
and multiple sensor nodes. Although the SWDF is not necessary for a greenhouse control, it can
improve the robustness of the sensing system. Because the operation of the environmental control
system in the greenhouse depends largely on the correctness of the sensing data, the SWDF can help
to avoid the malfunction and overshoot of the actuator. That is very meaningful for greenhouse
production. This algorithm can also be used in the fields outdoor but the effect is not as significant as
in a closed greenhouse.

5. Conclusions

Accurate sensor results are important for automatic control in agricultural and industrial
applications. However, sensor nodes near actuators may encounter noisy data. To increase the
system robustness, we propose the SWDF method, in which voting data fusion (based on adjacent
graph theory) is designed to reduce the influence of data corruption and dynamic weights are proposed
to maintain a balance between accuracy and speed. To shorten the response time, an acceleration
mechanism with a prediction algorithm is developed to reduce the number of redundancy reports from
sensor nodes. A real-time hardware system is implemented on the STM32F103 MCU and nRF24L01
wireless platforms. Simulations and experiments in a greenhouse demonstrate the improvements
achieved using the new set of algorithms.
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Abstract: In this paper, we present a multi-modal dataset for obstacle detection in agriculture.
The dataset comprises approximately 2 h of raw sensor data from a tractor-mounted sensor system in a
grass mowing scenario in Denmark, October 2016. Sensing modalities include stereo camera, thermal
camera, web camera, 360◦ camera, LiDAR and radar, while precise localization is available from
fused IMU and GNSS. Both static and moving obstacles are present, including humans, mannequin
dolls, rocks, barrels, buildings, vehicles and vegetation. All obstacles have ground truth object labels
and geographic coordinates.

Keywords: dataset; agriculture; obstacle detection; computer vision; cameras; stereo imaging; thermal
imaging; LiDAR; radar; object tracking

1. Introduction

For the past few decades, precision agriculture has revolutionized agricultural production systems.
Part of the development has focused on robotic automation, to optimize workflow and minimize
manual labor. Today, technology is available to automatically steer farming vehicles such as tractors
and harvesters along predefined paths using accurate global navigation satellite systems (GNSS) [1].
However, a human operator is still needed to monitor the surroundings and intervene when potential
obstacles appear in front of the vehicle to ensure safety.

In order to completely eliminate the need for a human operator, autonomous farming vehicles
need to operate both efficiently and safely without any human intervention. A safety system must
perform robust obstacle detection and avoidance in real time with high reliability. Additionally,
multiple sensing modalities must complement each other in order to handle a wide range of changes
in illumination and weather conditions.

A technological advancement like this requires extensive research and experiments to investigate
combinations of sensors, detection algorithms and fusion strategies. Currently, a few publicly known
commercial R&D projects exist within companies that seek to investigate the concept [2–4]. In scientific
research, projects investigating autonomous agricultural vehicles and sensor suites have existed since
1997, where a simple vision-based anomaly detector was proposed [5]. Since then, a number of research
projects has experimented with obstacle detection and sensor fusion [6–14]. However, to our knowledge,
no public platforms or datasets are available that address the important issues of multi-modal obstacle
detection in an agricultural environment.

Within urban autonomous driving, a number of datasets has recently been made publicly available.
Udacity’s Self-Driving Car Engineer Nanodegree program has given rise to multiple challenge datasets
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including stereo camera, LiDAR and localization data [15–17]. A few research institutions such as the
University of Surrey [18], Linköping University [19], Oxford [20], and Virginia Tech [21] have published
similar datasets. Most of the above cases, however, only address behavioral cloning, such that ground
truth data are only available for control actions of the vehicles. No information is thus available for
potential obstacles and their location in front of the vehicles.

The KITTI dataset [22], however, addresses these issues with object annotations in both 2D and 3D.
Today, it is the de facto standard for benchmarking both single- and multi-modality object detection
and recognition systems for autonomous driving. The dataset includes high-resolution grayscale and
color stereo cameras, a LiDAR and fused GNSS/IMU sensor data.

Focusing specifically on image data, an even larger selection of datasets is available with
annotations of typical object categories such as cars, pedestrians and bicycles. Annotations of
cars are often represented by bounding boxes [23,24]. However, pixel-level annotation or semantic
segmentation has the advantage of being able to capture all objects, regardless of their shape and
orientation. Some of these are synthetically-generated images using computer graphic engines that are
automatically annotated [25,26], whereas others are natural images that are manually labeled [27,28].

In agriculture, only a few similar datasets are publicly available. The Marulan Datasets [29]
provide multi-sensor data from various rural environments and include a large variety of challenging
environmental conditions such as dust, smoke and rain. However, the datasets focus on static
environments and only contain a few humans occasionally walking around with no ground truth data
available. Recently, the National Robotics Engineering Center (NREC) Agricultural Person-Detection
Dataset [30] was made publicly available. It contains labeled image sequences of humans in orange
and apple orchards acquired with moving sensing platforms. The dataset is ideal for pushing research
on pedestrian detection in agricultural environments, but only includes a single modality (stereo
vision). Therefore, a need still exists for an object detection dataset that allows for investigation of
sensor combinations, multi-modal detection algorithms and fusion strategies.

While some similarities between autonomous urban driving and autonomous farming are present,
essential differences exist. An agricultural environment is often unstructured or semi-structured,
whereas urban driving involves planar surfaces, often accompanied by lane lines and traffic signs.
Further, distinction between traversable, non-traversable and processable terrain is often necessary in
an agricultural context such as grass mowing, weed spraying or harvesting. Here, tall grass or high
crops protruding from the ground may actually be traversable and processable, whereas ordinary
object categories such as humans, animals and vehicles are not. In urban driving, however, a simplified
traversable/non-traversable representation is common, as all protruding objects are typically regarded
as obstacles. Therefore, sensing modalities and detection algorithms that work well in urban driving
do not necessarily work well in an agricultural setting. Ground plane assumptions common for 3D
sensors may break down when applied on rough terrain or high grass. Additionally, vision-based
detection algorithms may fail when faced with visual ambiguous information from, e.g., animals that
are camouflaged to resemble the appearance of vegetation in a natural environment.

In this paper, we present a flexible, multi-modal sensing platform and a dataset called FieldSAFE
for obstacle detection in agriculture. The platform is mounted on a tractor and includes stereo
camera, thermal camera, web camera, 360◦ camera, LiDAR and radar. Precise localization is further
available from fused IMU and GNSS. The dataset includes approximately 2 h of recordings from
a grass mowing scenario in Denmark, October 2016. Both static and moving obstacles are present
including humans, mannequin dolls, rocks, barrels, buildings, vehicles and vegetation. Ground truth
positions of all obstacles were recorded with a drone during operation and have subsequently been
manually labeled and synchronized with all sensor data. Figure 1 illustrates an overview of the dataset
including recording platform, available sensors, and ground truth data obtained from drone recordings.
Table 1 compares our proposed dataset to existing datasets in robotics and agriculture. The dataset
supports research into object detection and classification, object tracking, sensor fusion, localization
and mapping. It can be downloaded from https://vision.eng.au.dk/fieldsafe/.
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Figure 1. Recording platform surrounded by static and moving obstacles. Multiple drone views record
the exact position of obstacles, while the recording platform records local sensor data.

Table 1. Comparison to existing datasets in robotics and agriculture.

Dataset Environment Length Localization Sensors Obstacles Annotations

KITTI [22] urban 6 h � stereo camera, LiDAR cars, trucks, trams, 2D + 3D
pedestrians, cyclists bounding boxes

Oxford [20] urban 1000 km �
stereo camera, LiDARs, cars, trucks, nonecolor cameras pedestrians, cyclists

Marulan [29] rural 2 h �
lasers, radar, color camera, humans, box, poles, noneinfra-red camera bricks, vegetation

NREC [30] orchards 8 h � stereo camera humans, vegetation bounding boxes
(only humans)

FieldSAFE (ours) grass field 2 h �

stereo camera, web camera, humans, mannequins, GPS positionthermal camera, 360◦ rocks, barrels, buildings, and labelscamera, LiDAR, radar vehicles, vegetation

2. Sensor Setup

Figure 2 shows the recording platform mounted on a tractor during grass mowing. The platform
was mounted on an A-frame (standard in agriculture) with dampers for absorbing internal engine
vibrations from the vehicle. The platform consists of the exteroceptive sensors listed in Table 2,
the proprioceptive sensors listed in Table 3 and a Conpleks Robotech Controller 701 used for data
collection with the Robot Operating System (ROS) [31]. The stereo camera provides a timestamped left
(color) and right (grayscale) raw and rectified image pair along with an on-device calculated depth
image. Post-processing methods are further available for generating colored 3D point clouds. The web
camera and 360◦ camera provide timestamped compressed color images. The thermal camera provides
a raw grayscale image that allows for conversion to absolute temperatures. The LiDAR provides raw
distance measurements and calibrated reflectivities for each of the 32 laser beams. Post-processing
methods are available for generating 3D point clouds. The radar provides raw CAN messages with up
to 16 processed radar detections per frame from mid- and long-range modes simultaneously. The radar
detections consist of range measurements, azimuth angles and amplitudes. ROS topics and data
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formats for each sensor are available on the FieldSAFE website. Code examples for data visualization
are further available on the corresponding git repository.

Figure 2. Recording platform.

Table 2. Exteroceptive sensors.

Sensor Model Resolution FOV Range Acquisition Rate

Stereo camera Multisense S21 CMV2000 1024 × 544 85◦ × 50◦ 1.5–50 m 10 fps
Web camera Logitech HD Pro C920 1920 × 1080 70◦ × 43◦ - 20 fps
360◦ camera Giroptic 360cam 2048 × 833 360◦ × 292◦ - 30 fps

Thermal camera Flir A65, 13 mm lens 640 × 512 45◦ × 37◦ - 30 fps
LiDAR Velodyne HDL-32E 2172 × 32 360◦ × 40◦ 1–100 m 10 fps

Radar Delphi ESR 16 targets/frame 90◦ × 4.2◦ 0–60 m 20 fps
16 targets/frame 20◦ × 4.2◦ 0–174 m 20 fps

Table 3. Proprioceptive sensors.

Sensor Model Description Acquisition Rate

GPS Trimble BD982 GNSS Dual antenna RTK GNSS system. Measures position
and horizontal heading of the platform. 20 Hz

IMU Vectornav VN-100 Measures acceleration, angular velocity, magnetic field
and barometric pressure. 50 Hz

The proprioceptive sensors include GPS and IMU. An extended Kalman filter has been setup
to provide global localization by fusing GPS and IMU with the robot_localization package [32]
available in ROS. The localization code and resulting pose information are available along with
the raw localization data.

Figure 3 illustrates a synchronized pair of frames from stereo camera, 360◦ camera, web camera,
thermal camera, LiDAR and radar.
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(a) (b)

(c)

(d) (e)

(f) (g)

Figure 3. Example frames from the FieldSAFE dataset. (a) Left stereo image; (b) stereo pointcloud;
(c) 360◦ camera image (cropped); (d) web camera image; (e) thermal camera image (cropped); (f) LiDAR
point cloud (cropped and colored by height); (g) radar detections overlaid on LiDAR point cloud (black).
Green and red circles denote detections from mid- and long-range modes, respectively.
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Synchronization: Trigger signals for the stereo and thermal cameras were synchronized and generated
from a pulse-per-second signal from an internal GNSS in the LiDAR, which allowed exact timestamps
for all three sensors. The remaining sensors were synchronized in software using a best-effort approach
in ROS, where the ROS system time was used to timestamp each message once it got delivered.
However, best-effort message delivery does not provide any guarantees for delivery times, and the
specific time delays for the different sensors therefore depend on the internal processing in the sensor,
the transmission to the computer, network traffic load, the kernel scheduler and software drivers in
ROS [33]. Time delays can therefore vary significantly and are not necessarily constant.

IMU and GNSS both use serial communication and therefore have very small transmission
latencies. The same applies for radar that sends its data on the CAN bus. The web camera, however,
uses a USB 2.0 interface and thus experiences a short delay in the transmission. A typical delay for the
web camera has been measured as 100 ms. The 360◦ camera uses the TCP protocol and experiences a
large amount of packet retransmissions. The delay has therefore been measured up to 4.5 s. The time
delays are both specified in relation to the stereo camera, which is synchronized to the LiDAR and
thermal camera.

Registration: All sensors were registered by estimating extrinsic parameters (translation and rotation).
A common reference frame, base link, was defined at the mount point of the recording frame on
the tractor. From here, extrinsic parameters were estimated either by hand measurements or using
automated calibration procedures. Figure 4 illustrates the chain of registrations and how they were
carried out. The LiDAR and the stereo camera were registered by optimizing the alignment of 3D
point clouds from both sensors. For this procedure, the iterative closest point (ICP) was used on
multiple static scenes. An average over all scenes was used as the final estimate. The stereo and
thermal cameras were registered and calibrated using the camera calibration method available in
the Computer Vision System Toolbox in MATLAB. Since the thermal camera did not perceive light
in the visual spectrum, a custom-made visual-thermal checkerboard was used. For a more detailed
description of this procedure, we refer the reader to [34]. The remaining sensors were registered by
hand, by estimating extrinsic parameters of their positions. All extrinsic parameters are contained
in the dataset. Instructions for how to extract these are available at the FieldSAFE website. Here,
the estimated intrinsic camera parameters are further available for download.

Figure 4. Sensor registration. “Hand” denotes a manual measurement by hand, whereas “calibrated”
indicates that an automated calibration procedure was used to estimate the extrinsic parameters.

3. Dataset

The dataset consists of approximately 2 h of recordings during grass mowing in Denmark,
25 October 2016. The exact position of the field was 56.066742, 8.386255 (latitude, longitude). Figure 5a
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shows a map of the field with tractor paths overlaid. The field is 3.3 ha and surrounded by roads,
shelterbelts and a private property.

(a) (b)

Figure 5. Colored and labeled orthophotos. (a) Orthophoto with tractor tracks overlaid. Black tracks
include only static obstacles, whereas red and white tracks also have moving obstacles. Currently,
red tracks have no ground truth for moving obstacles annotated. (b) Labeled orthophoto.

A number of static obstacles exemplified in Figure 6 were placed on the field prior to recording.
They included mannequin dolls (adults and children), rocks, barrels, buildings, vehicles and vegetation.
Figure 5b shows the placement of static obstacles on the field overlaid on a ground truth map colored
by object classes.

Figure 6. Examples of static obstacles.

Additionally, a session with moving obstacles was recorded where four humans were told to
walk in random patterns. Figure 7 shows the four subjects and their respective paths on a subset of the
field. The subset corresponds to the white tractor tracks in Figure 5a. The humans crossed the path of
the tractor a number of times, thus emulating dangerous situations that must be detected by a safety
system. Along the way, various poses such as standing, sitting and lying were represented.
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(a) Human 1 (b) Human 2 (c) Human 3 (d) Human 4

Figure 7. Examples of moving obstacles (from the stereo camera) and their paths (black) overlaid on
the tractor path (grey).

During the entire traversal and mowing of the field, data from all sensors were recorded. Along
with video from a hovering drone, a static orthophoto from another drone and corresponding
manually-annotated class labels, these are all available from the FieldSAFE website.

4. Ground Truth

Ground truth information on object location and class labels for both static and moving obstacles
is available as timestamped global (geographic) coordinates. By transforming local sensor data from
the tractor into global coordinates, a simple look-up of the class label in the annotated ground truth
map is possible.

Prior to traversing and mowing the field, a number of custom-made markers were distributed on
the ground and measured with exact global coordinates using a handheld Topcon GRS-1 RTK GNSS.
A DJI Phantom 4 drone was used to take overlapping bird’s-eye view images of an area covering the
field and its surroundings. Pix4D [35] was used to stitch the images and generate a high-resolution
orthophoto (Figure 5a) with a ground sampling distance (GSD) of 2 cm. The orthophoto was manually
labeled pixel-wise as either grass, ground, road, vegetation, building, GPS marker, barrel, human or
other (Figure 5b). Using the GPS coordinates of the markers and their corresponding positions in the
orthophoto, a mapping between GPS coordinates and pixel coordinates was estimated.

For annotating the location of moving obstacles, a DJI Matrice 100 was used to hover approximately
75 m above the ground while the tractor traversed the field. The drone recorded video at 25 fps with a
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resolution of 1920 × 1080. Due to limited battery capacity, the recording was split into two sessions of
each 20 min. The videos were manually synchronized with sensor data from the tractor by introducing
physical synchronization events in front of the tractor in the beginning and end of each session. Using
the seven GPS markers that were visible within the field of view of the drone, the videos were stabilized
and warped to a bird’s-eye view of a subset of the field. As described above for the static orthophoto,
GPS coordinates of the markers and their corresponding positions in the videos were then used to
generate a mapping between GPS coordinates and pixel coordinates. Finally, the moving obstacles
were manually annotated in each frame of one of the videos using the vatic video annotation tool [36].
Figure 7 shows the path of each object overlaid on a subset of the orthophoto. The second video is yet
to be annotated.

5. Summary and Future Work

In this paper, we have presented a calibrated and synchronized multi-modal dataset for obstacle
detection in agriculture. The dataset supports research into object detection and classification, object
tracking, sensor fusion, localization and mapping. We envision the dataset to facilitate a wide range of
future research within autonomous agriculture and obstacle detection for farming vehicles.

In future work, we plan on annotating the remaining session with moving obstacles. Additionally,
we would like to extend the dataset with more scenarios from various agricultural environments while
widening the range of encountered illumination and weather conditions.

Currently, all annotations reside in a global coordinate system. Projecting these annotations
to local sensor frames inevitably causes localization errors. Therefore, we would like to extend
annotations with, e.g., object bounding boxes for each sensor.
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